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When the rank of the autoregression matrix is unrestricted, the maximum likelihood estimator under normality is the least squares estimator. When the rank is restricted, the maximum likelihood estimator is composed of the eigenvectors of the effect covariance matrix in the metric of the error covariance matrix corresponding to the largest eigenvalues [Anderson, T. W. (1951). *Ann. Math. Statist.* 22, 327–351]. The asymptotic distribution of these two covariance matrices under normality is obtained and is used to derive the asymptotic distributions of the eigenvectors and eigenvalues under normality. These asymptotic distributions differ from the asymptotic distributions when the regressors are independent variables. The asymptotic distribution of the reduced rank regression is the asymptotic distribution of the least squares estimator with some restrictions; hence the covariance of the reduced rank regression is smaller than that of the least squares estimator. This result does not depend on normality.

1. Introduction. The objective of canonical correlation analysis is to discover and use linear combinations of the variables in one set that are highly correlated with linear combinations of variables in another set. The linear combinations define canonical variables, and the correlations between corresponding canonical variables are the canonical correlations. See Anderson (1984), Chapter 12, for an exposition and Anderson (1999a) for asymptotic theory in case of regression on independent variables. In time series analysis the variables in one set are measurements made in the present, and the variables in the other set are measurements made in the past. The linear combinations of the variables of the past may be employed for predicting variables of the present and future. A framework within which to develop this analysis may be provided by autoregressive moving average models (ARMA). Box and Tiao (1977) and Tiao and Tsay (1989) have explored this area. See Reinsel (1997) and Reinsel and Velu (1998) for more details.

In this paper the asymptotic distribution of the squares of the canonical correlations between the present and past is derived for (stationary) autoregressive processes. That distribution is contrasted with the asymptotic distribution of the canonical correlations for two sets of variables with a joint normal distribution, a common regression model. The comparison mirrors the comparison between...
scalar versions of the models; for a scalar autoregression with process correlation \( \rho \), the asymptotic variance of the sample correlation coefficient is \( 1 - \rho^2 \), but the asymptotic variance of the sample (Pearson) correlation in a bivariate normal distribution with correlation \( \rho \) is \( (1 - \rho^2)^2 \). Note the variance in the bivariate model is \( 1 - \rho^2 \) times the variance in the autoregressive model. Moreover, the sample canonical correlations in autoregression are asymptotically correlated while in regression they are asymptotically uncorrelated when the population canonical correlations are distinct. Thus there are differences in inference in the two types of models; these differences affect model-selection procedures.

The asymptotic distribution of the coefficients of the canonical variables is obtained for the first-order autoregressive process. The result is of interest because it shows that the asymptotic distribution of the coefficients of the canonical variables as well as the asymptotic distribution of the canonical correlations is different from those distributions for the classical regression model. Velu, Reinsel and Wichern (1986) have also derived the asymptotic distribution of these canonical correlations, but their results differ from the results in this paper. More detail is given in Section 7.

The reduced rank regression estimator of a regression matrix is composed of a small number of canonical variables [Anderson (1951)]. It is the maximum likelihood estimator in the autoregression model as well as the regression model when the unobserved random disturbances (or errors) are normally distributed [Anderson (1951), page 345]. In Section 5 its asymptotic distribution is found under the assumption that the disturbance in the autoregressive model is independent of the lagged variables. This asymptotic distribution is the same as the asymptotic distribution of the reduced rank regressor estimator of the coefficient matrix in the classical regression model as obtained by Ryan, Hubert, Carter, Sprague and Parrott (1992), Schmidli (1995), Stoica and Viberg (1996) and Reinsel and Velu (1998), under the assumption that the disturbances are normally distributed and by Anderson (1999b) under general conditions. Here it is also shown that the asymptotic distribution is valid regardless of the assumption on the disturbances (as long as their variances exist). The algebra here differs from the algebra in Anderson (1999b) because the transformation to canonical form differs in the two models.

2. The model and canonical analysis.

2.1. The model. In this paper the model is the autoregressive process (AR)

\[
Y_t = \sum_{i=1}^{m} B_i Y_{t-i} + Z_t, \quad t = \ldots, -1, 0, 1, \ldots
\]
where $Y_t$ and $Z_t$ are $p$-component vectors with $Z_t$ unobserved and independent of $Y_{t-1}, Y_{t-2}, \ldots$ and $\varepsilon Z_t = 0, \varepsilon Z_t Z_t' = \Sigma$. We assume that the roots of

\[
\left| \lambda^m I - \sum_{i=1}^m \lambda^{m-i} B_i \right| = 0
\]

are less than 1 in absolute value. Then (2.1) defines the stationary process $\{Y_t\}^\prime$ with $E Y_t = 0$ and autocovariances

\[
\Gamma_h = E Y_t Y_{t-h}' = E Y_t + 1 Y_{t-h}' = \Gamma_0
\]

[2.2] Population. In the AR($m$) model the present is represented by $Y_t$ and the (relevant) past by $\tilde{Y}_t = (Y_t', \ldots, Y_{t-m}')'$. Let

\[
\varepsilon Y_t \tilde{Y}_{t-1} = [\Gamma_1, \ldots, \Gamma_m] = \Gamma, \quad \varepsilon \tilde{Y}_{t-1} \tilde{Y}_{t-1}' = \tilde{\Gamma}.
\]

Then the population canonical correlations between $Y_t$ and $\tilde{Y}_{t-1}$ are the roots of

\[
\left| -\rho \Gamma_0 \Gamma \Gamma \rho \tilde{\Gamma} \right| = 0
\]

and the canonical vectors are the corresponding solutions of

\[
\left[ -\rho \Gamma_0 \Gamma \Gamma' -\rho \tilde{\Gamma} \right] \begin{bmatrix} \alpha \\ \omega \end{bmatrix} = 0, \quad \alpha' \Gamma_0 \alpha = 1, \ \omega' \tilde{\Gamma} \omega = 1.
\]

The largest root of (2.5), say $\rho_1$, is the first canonical correlation and the corresponding solution to (2.6) defines the first pair of canonical vectors, which are the coefficients of the first pair of canonical variables. The first canonical correlation is the maximum correlation between linear combinations of $Y_t$ and $\tilde{Y}_{t-1}$.

From (2.6) we obtain

\[
\Gamma \tilde{\Gamma}^{-1} \Gamma' \alpha = \rho^2 \Gamma_0 \alpha.
\]

There are $p$ nonnegative solutions to

\[
|\Gamma \tilde{\Gamma}^{-1} \Gamma' - \rho^2 \Gamma_0| = 0
\]

and $p$ corresponding linearly independent vectors $\alpha$ satisfying (2.6) and $\alpha_{ii} > 0$. If the root $\rho^2$ of (2.8) is unique, the solution $\alpha$ of (2.6) (and $\alpha_{ii} > 0$) is uniquely determined. [Since the matrix $A = (\alpha_1, \ldots, \alpha_p)$ is nonsingular, the components of $Y_t$ can be numbered in such a way that the $i$th component of $\alpha_i$ is nonzero.] The number of positive solutions to (2.8) is equal to the rank of $\Gamma$ and indicates the degree of dependence between $Y_t$ and $\tilde{Y}_{t-1}$.
2.3. Estimation. Given a series of observations $Y_{-m+1}, \ldots, Y_0, Y_1, \ldots, Y_T$ we form sample covariance matrices

\begin{align}
S_{YY} &= \frac{1}{T} \sum_{t=1}^{T} Y_t Y_t', \\
\tilde{S}_{--} &= \frac{1}{T} \sum_{t=1}^{T} \tilde{Y}_{t-1} \tilde{Y}_{t-1}',
\end{align}

The estimator $\hat{B}$ is the least squares estimator of $B$ and is maximum likelihood if the $Z_i$'s are normally distributed conditional on $Y_{-m+1}, \ldots, Y_0$ given.

The sample canonical correlations $(r_1 > r_2 > \cdots > r_p)$ and vectors are defined by

\begin{align}
-rS_{YY} & \quad S_{Y-} \\
S_{-Y} & \quad -r\tilde{S}_{--}
\end{align}

and $a_{ii} > 0$. These are the maximum likelihood estimators if the $Z_i$'s are normally distributed. From (2.12) we obtain $S_{Y-}\tilde{S}_{--}^{-1}w = r^2S_{YY}a$, which is the sample analog of (2.7). This equation can be rearranged to give

\begin{equation}
S_{Y-}\tilde{S}_{--}^{-1}S_{Y-}a = t(S_{YY} - S_{Y-}\tilde{S}_{--}^{-1}S_{Y-})a,
\end{equation}

where $t = r^2/(1-r^2)$. Note that $S_{YY} - S_{Y-}\tilde{S}_{--}^{-1}S_{Y-} = S_{ZZ} - S_{Z-}\tilde{S}_{--}^{-1}S_{Z-}$ and $\sqrt{T}S_{Z-}\tilde{S}_{--}^{-1}S_{Z-} \xrightarrow{p} Z$ as $T \to \infty$. Hence, $S_{YY} - S_{Y-}\tilde{S}_{--}^{-1}S_{Y-}$ is asymptotically equivalent to $S_{ZZ}$. In what follows we shall not distinguish between $S_{ZZ} = T^{-1} \sum_{t=1}^{T} Z_t Z_t'$ and $S_{YY} - S_{Y-}\tilde{S}_{--}^{-1}S_{Y-} = T^{-1} \sum_{t=1}^{T} \tilde{Z}_t \tilde{Z}_t'$, where $\tilde{Z}_t = Y_t - \hat{\Gamma}_0 Y_t - \hat{Y}_t$ is the residual.

When $m = 1, \tilde{Y}_t = Y_t, \tilde{\Gamma}_h = \Gamma_h$, etc. Let $\Gamma_0 = \Gamma$. We define

\begin{align}
S_{--} &= \tilde{S}_{--} = \frac{1}{T} \sum_{t=1}^{T} Y_{t-1}' Y_{t-1}', \\
S_{Z-} &= \frac{1}{T} \sum_{t=1}^{T} Y_{t-1} Z_{t-1}'.
\end{align}

Section 6 studies these problems for $m > 1$.

3. Asymptotic distribution of sample matrices. To find the asymptotic distribution of the canonical correlations $r_1, \ldots, r_p$ and canonical variates $a_1, \ldots, a_p$ and $w_1, \ldots, w_p$, we need the asymptotic distribution of $S_{YY}, S_{Y-}$ and $\tilde{S}_{--}$ or of $S_{Z-}, \tilde{S}_{--}$ and $S_{ZZ}$.

If $Z_t$ has finite fourth moments, then $\sqrt{T}(S_{YY} - \Gamma_0)$ has a limiting normal distribution [Anderson (1971)]. Further, if $Z_t$ is normally distributed, the fourth-order moments of $Y_t$ and the second-order moments of $S_{YY}$ are quadratic functions.
of $\Gamma$. In this section we find the asymptotic covariances of sample matrices when $m = 1$. The asymptotic covariances when $m > 1$ can be obtained from the application of $\tilde{Y}_t$.

To express the covariances of the sample matrices we use the “vec” notation. For $A = (a_1, \ldots, a_n)$ we define $\text{vec} A = (a'_1, \ldots, a'_n)'$. The Kronecker product of two matrices $A = (a_i)$ and $B$ is $A \otimes B = (a_i B)$. A basic relation is $\text{vec} ABC = (C' \otimes A) \text{vec} B$, which implies $\text{vec} xy' = \text{vec} x'y = (y \otimes x) \text{vec} 1 = y \otimes x$. Define the commutator matrix $K$ as the (square) permutation matrix such that $\text{vec} A' = K \text{vec} A$ for every square matrix of the same order as $K$. Note that $K(A \otimes B) = (B \otimes A)K$.

**Theorem 1.** If the $Z_i$’s are independently normally distributed, the limiting distribution of $\text{vec} S_{ZZ}^* = \sqrt{T} \text{vec}(S_{ZZ} - \Sigma)$, $\text{vec} S_{Z-Z}^* = \sqrt{T} \text{vec} S_{Z-Z}$, and $\text{vec} S_{Z-0}^* = \sqrt{T} \text{vec}(S_{Z-0} - \Gamma)$ is normal with means 0, 0 and 0 and covariances

\begin{align}
\text{vec} S_{ZZ}^* &= (1 + K)(\Sigma \otimes \Sigma), \\
\text{vec} S_{Z-Z}^* &= \Sigma \otimes \Gamma, \\
\text{vec} S_{Z-0}^* &= 0, \\
\text{vec} S_{Z-0}^* (\text{vec} S_{Z-0}^*)' &= (I + K)[I - (B \otimes B)]^{-1}(\Sigma \otimes \Sigma), \\
\text{vec} S_{Z-0}^* (\text{vec} S_{Z-0}^*)' &= (I + K)[I - (B \otimes B)]^{-1}(\Sigma \otimes B\Gamma).
\end{align}

First we prove the following lemma.

**Lemma 1.** If $\{Z_i\}$ consists of uncorrelated random vectors with $\mathbb{E} Z_i = 0$ and $\mathbb{E} Z_i Z_i' = \Sigma$, then

\begin{equation}
S_{Z-0} - BS_{Z-0}B' = BS_{Z-Z} + S_{Z-Z}B' + S_{Z-Z} + O_p \left( \frac{1}{T} \right)
\end{equation}

as $T \to \infty$.

**Proof.** The model $Y_t = BY_{t-1} + Z_t$ implies

\begin{equation}
\frac{1}{T} \sum_{t=1}^{T} Y_t Y_t' = BS_{Z-Z} + S_{Z-Z}B' + S_{Z-Z} + S_{Z-Z}.
\end{equation}
Since $\sum_{t=1}^{T} Y_t Y_t' = T S_{- -} + Y_T Y_T' - Y_0 Y_0'$, Lemma 1 follows. □

**Proof of Theorem 1.** The sample covariances of a stationary autoregressive process are asymptotically normally distributed; see Anderson (1971), Chapter 5, for example. It remains to prove (3.1) to 3.6). If $X \sim N(0, \Sigma)$, $\varepsilon X_i X_j X_k X_l = \sigma_{ij} \sigma_{kl} + \sigma_{ik} \sigma_{jl} + \sigma_{il} \sigma_{jk}$; in vec notation $\varepsilon \text{vec} XX'(\text{vec} XX')' = \varepsilon(X \otimes X)(X' \otimes X') = \text{vec} \Sigma(\text{vec} \Sigma)' + (\Sigma \otimes \Sigma) + K(\Sigma \otimes \Sigma)$. If $X$ and $Y$ are independent, $\varepsilon \text{vec} XX'(\text{vec} YY)' = \varepsilon XX' \otimes \varepsilon YY'$.\(^{(3.9)}\)

$$\varepsilon \text{vec} XY'(\text{vec} XY')' = \varepsilon(Y \otimes X)(Y' \otimes X')$$

$$(3.10) \varepsilon \text{vec} YY' = K \varepsilon \text{vec} XY'(\text{vec} XY')' = K(\varepsilon YY' \otimes \varepsilon XX').$$

The asymptotic variance of $\text{vec} S_{ZZ} = \text{vec}(1/\sqrt{T}) \sum_{t=1}^{T} (Z_t Z_t' - \Sigma)$ is (3.1). To show (3.2) we write

$$\varepsilon \text{vec} S_{-Z}^e(\text{vec} S_{-Z}^e)' = \frac{1}{T} \varepsilon \sum_{t,s=1}^{T} (Z_t \otimes Y_{t-1}) (Z_s \otimes Y_{s-1})$$

$$= \frac{1}{T} \varepsilon \sum_{t,s=1}^{T} (Z_t Z_s' \otimes Y_{t-1} Y_{s-1}').$$

(3.11)

Next, (3.3) follows from $\sqrt{T} \text{vec} S_{-Z}^e = \sum_{t=1}^{T} (Z_t \otimes Y_{t-1})$ and $\sqrt{T} \text{vec} S_{ZZ}^e = (1/\sqrt{T}) \sum_{t=1}^{T} (Z_t \otimes Z_t) - \Sigma$. Then (3.4), (3.5) and (3.6) are consequences of (3.7), (3.1), (3.2) and (3.3) and

$$\text{vec} S_{-Z}^e = [I - (B \otimes B)]^{-1} \{(I \otimes B) \text{vec} S_{-Z}^e + (B \otimes I) \text{vec} S_{Z-}^e + \text{vec} S_{ZZ}^e\}$$

$$+ O\left(\frac{1}{T}\right)$$

$$= [I - (B \otimes B)]^{-1} \{(I + K) (I \otimes B) \text{vec} S_{-Z}^e + \text{vec} S_{ZZ}^e\}$$

$$+ O\left(\frac{1}{T}\right).$$

(3.12)

The second form of (3.6) follows from the substitution of $\Sigma = \Gamma - B \Gamma B'$ in the first form. □

If $B = 0$, then $Y_t = Z_t$, $\Gamma = \Sigma$ and (3.6) reduces to (3.1). The effect of $B \neq 0$ is to tend to inflate the asymptotic covariance matrix of $\text{vec} S_{- -}$. The characteristic roots of $B$ and hence of $B \otimes B$ (products of the roots of $B$) are less than 1 in absolute value; hence $|I - (B \otimes B)| \neq 0$. If $p = 1$, $B \otimes B = b_{11}^2$ and $I - (B \otimes B) = 1 - b_{11}^2$.

In the classical regression model $Y_t = B X_t + Z_t$ with $\varepsilon X_t = 0$, $\varepsilon Z_t = 0$, $\varepsilon X_t X_t' = \Sigma_{XX}$, $\varepsilon Z_t Z_t' = \Sigma$, and $\varepsilon X_t Z_t' = 0$. Then $\varepsilon Y_t = 0$ and $\varepsilon Y_t Y_t' = B \Sigma_{XX} B' + \Sigma = \Sigma_{YY}$. If the $X_t$'s and $Z_t$'s are independent,

$$\text{Cov} \{\text{vec} S_{YY}, \text{vec} S_{Y Y}\} = (I + K)(\Sigma_{YY} \otimes \Sigma_{YY}).$$

(3.13)
In the autoregressive model $\varepsilon Y_t Y_t' = \Gamma = \Sigma Y$, but (3.6) is very different from (3.13). In the scalar case (3.6) is $2((1 + \beta^2)/(1 - \beta^2))\sigma^2$ instead of $2\sigma^2$, where $\sigma^2 = \varepsilon \gamma^2$; the factor $(1 + \beta^2)/(1 - \beta^2)$ inflates the variance of $\sum_{t=1}^{T}\gamma_t^2/\sqrt{T}$. The larger $\beta^2$ is, the larger the inflation factor.

Note that the covariances depend on $Z_t$ being normal.

4. Asymptotic distributions of canonical correlations and vectors. Let the solutions to

$$B\Gamma B'\phi = \theta \Sigma \phi, \quad \phi' \Sigma \phi = 1$$

form the matrices

$$\Phi = (\phi_1, \ldots, \phi_p), \quad \Theta = \text{diag}(\theta_1, \ldots, \theta_p)$$

with $\theta_1 \geq \theta_2 \geq \cdots \geq \theta_p \geq 0$ and $\phi_{ii} > 0$, $i = 1, \ldots, p$. Let the solutions to

$$\hat{B}S\hat{B}'f = t SZZf, \quad f' SZZf = 1$$

form the matrices

$$F = (f_1, \ldots, f_p), \quad T = \text{diag}(t_1, \ldots, t_p)$$

with $t_1 > t_2 > \cdots > t_p$ and $f_{ii} > 0$, $i = 1, \ldots, p$. We shall find the asymptotic distribution of $F$ and $T$ when the $Z_t$'s are normally distributed.

Since $\Gamma = B\Gamma B' + \Sigma$, (4.1) is equivalent to

$$\Gamma \phi = \delta \Sigma \phi, \quad \phi' \Sigma \phi = 1,$$

where $\delta = (1 - \rho^2)^{-1} = \theta + 1$. Similarly, (4.3) is asymptotically equivalent to

$$S_{-}f = d SZZf, \quad f' SZZf = 1,$$

where $d = (1 - \rho^2)^{-1} = t + 1$, since

$$\sqrt{T}(S_{YY} - S_{-}) = \sqrt{T}\left(\frac{1}{T} \sum_{t=1}^{T} Y_t Y_t' - \frac{1}{T} \sum_{t=1}^{T} Y_{t-1} Y_{t-1}'\right)$$

$$= \frac{1}{\sqrt{T}}(Y_T Y_T' - Y_0 Y_0') \xrightarrow{p} 0.$$

Let $\Phi'Y_t = X_t$, $\Phi'Z_t = W_t$ and $\Phi' B(\Phi')^{-1} = \Psi$. Then $X_t$ satisfies

$$X_t = \Psi X_{t-1} + W_t,$$

$$\varepsilon X_t X_t' = \Phi' \Gamma \Phi = \Theta + I = \Delta = \text{diag}(\delta_1, \ldots, \delta_p),$$

$$\varepsilon W_t W_t' = \Phi' \Sigma \Phi = I.$$
and $\mathbf{S}_{-1}W'_t = 0$. Let

$$T_{-} = \frac{1}{T} \sum_{t=1}^{T} X_{t-1}X'_{t-1},$$  \hspace{1cm} (4.11)

$$T_{WW} = \frac{1}{T} \sum_{t=1}^{T} W_tW'_t.$$  \hspace{1cm} (4.12)

The asymptotic covariances of $T_{-}$ and $T_{WW}$ are given in Theorem 1 with $S_{-}$ and $S_{ZZ}$ replaced by $T_{-}$ and $T_{WW}$, $\Sigma$ by $I$, $\Gamma$ by $\Delta$ and $B$ by $\Psi$.

**THEOREM 2.** If the $Z_t$'s are independently normally distributed, the limiting distribution of $T_{-} = \sqrt{T}(T_{-} - \Delta)$ and $T_{WW} = \sqrt{T}(T_{WW} - I)$ is normal with means $0$ and $0$ and covariances

\[\mathbb{E} \text{vec} T_{-} = (I + K)[I - (\Psi \otimes \Psi)]^{-1} \times [(\Delta \otimes I) + (I \otimes \Delta) - (I \otimes I)][I - (\Psi' \otimes \Psi')]^{-1} = (I + K)[I - (\Psi \otimes \Psi)]^{-1}(\Delta \otimes \Delta) + (\Delta \otimes \Delta)[I - (\Psi' \otimes \Psi')]^{-1} - (\Delta \otimes \Delta)].\]

\[(4.13)\]

Let $h = \Phi^{-1}f$, $H = \Phi^{-1}F$, $D = \text{diag}(d_1, \ldots, d_p)$. Then $H$ and $D$ satisfy

$$T_{-}H = T_{WW}HD, \quad H'T_{WW}H = I.$$  \hspace{1cm} (4.16)

Since $T_{-} \xrightarrow{p} \Delta$ and $T_{WW} \xrightarrow{p} I$, the probability limit of (4.16) is $\Delta H_\infty = H_\infty \Delta$, $H'_\infty H_\infty = I$, which implies $\text{plim}_{T \to \infty} H$ is diagonal with $\text{plim}_{T \to \infty} h_{ii} = \pm 1$ if the diagonal elements of $\Delta$ are different. Since $\phi_{ii} > 0$ and $\text{plim}_{T \to \infty} f_{ii} > 0$, then $\text{plim}_{T \to \infty} h_{ii} > 0$. Hence $H \xrightarrow{p} I$ and $D \xrightarrow{p} \Delta$.

Let $H^* = \sqrt{T}(H - I)$, and $D^* = \sqrt{T}(D - \Delta) = \sqrt{T}(T - \Theta)$, where $T = \text{diag}(t_1, \ldots, t_p)$. From (4.16) we obtain

$$H^* \Delta - \Delta H^* + D^* = T_{-}^* - T_{WW}^* \Delta + o_p(1),$$  \hspace{1cm} (4.17)

$$H'^* + H^* = -T_{WW}^* + o_p(1).$$  \hspace{1cm} (4.18)

In components (4.17) and (4.18) are $h^*_{ij} (\delta_j - \delta_i) = t_{ij}^* - t_{ij}^{WW} \delta_j + o_p(1), i \neq j$, $d^*_{ii} = t_{ii}^* - t_{ii}^{WW} \delta_i + o_p(1), 2h^*_{ii} = -t_{ii}^{WW} + o_p(1)$. 

Let

\[ E = \sum_{i=1}^{p} (\varepsilon_i \otimes \varepsilon_i)(\varepsilon'_i \otimes \varepsilon'_i), \]

where \( \varepsilon_i \) has 1 in the \( i \)th position and 0's elsewhere; \( E \) is a diagonal \( p^2 \times p^2 \) matrix with 1 in the \([(i-1)p + i, (i-1)p + i] \)th position, \( i = 1, \ldots, p \), and 0's elsewhere. Then \( \text{vec} \, D^* = E \text{vec}(T^*_{-} - T^*_W \Delta) \). Note \( E^2 = E \); hence the Moore–Penrose generalized inverse of \( E \) is \( E^+ = E \). Let \( H^* = H^*_d + H^*_p \), where \( H^*_d = \text{diag}(h^*_{11}, \ldots, h^*_{pp}) \). Then \( \text{vec} \, H^*_d = E \text{vec} \, H^* \).

To write (4.17) more suitably we note that \( \text{vec} \, H^* \Delta = \text{vec} \, IH^* \Delta = (\Delta \otimes I) \text{vec} \, H^* \) and \( \text{vec} \, \Delta H^* = \text{vec} \, \Delta H^* I = (I \otimes \Delta) \text{vec} \, H^* \). Define

\[ N = (\Delta \otimes I) - (I \otimes \Delta) \]

\[ = \text{diag}(\delta_1 I - \Delta, \delta_2 I - \Delta, \ldots, \delta_p I - \Delta) \]

\[ = \text{diag}(0, \delta_1 - \delta_2, \ldots, \delta_1 - \delta_p, \delta_2 - \delta_1, \ldots, \delta_p - \delta_{p-1}, 0). \]

The Moore–Penrose inverse of \( N \) is

\[ N^+ = \text{diag}\left(0, \frac{1}{\delta_1 - \delta_2}, \ldots, \frac{1}{\delta_1 - \delta_p}, \frac{1}{\delta_2 - \delta_1}, \frac{1}{\delta_2 - \delta_3}, \ldots, \frac{1}{\delta_p - \delta_{p-1}}, 0\right). \]

Then \( NN^+ = I_{p^2} - E \) and \( NE = N^+ E = 0 \).

We can write (4.17) as

\[ N \text{vec} \, H^* + \text{vec} \, D^* = \text{vec}(T^*_{-} - T^*_W \Delta) + o_p(1) \]

\[ = \text{vec} \, T^*_{-} - (\Delta \otimes I) \text{vec} \, T^*_W + o_p(1). \]

From (4.22) we obtain

\[ \text{vec} \, H^*_h = N^+ [\text{vec} \, T^*_{-} - (\Delta \otimes I) \text{vec} \, T^*_W ] + o_p(1), \]

\[ \text{vec} \, D^* = E [\text{vec} \, T^*_{-} - (\Delta \otimes I) \text{vec} \, T^*_W ] + o_p(1). \]

In vec notation, (4.18) is \( (I + K) \text{vec} \, H^* = -\text{vec} \, T^*_W + o_p(1) \), from which we obtain

\[ E(I + K) \text{vec} \, H^* = 2E \text{vec} \, H^* = 2 \text{vec} \, H^*_d = -E \text{vec} \, T^*_W + o_p(1). \]

**Definition.** If \( (\mathbf{X}_T, \mathbf{Y}_T) \overset{d}{\to} (\mathbf{X}, \mathbf{Y}) \) with \( \varepsilon \mathbf{X}^t \mathbf{X} < \infty \) and \( \varepsilon \mathbf{Y}^t \mathbf{Y} < \infty \), then

\[ \text{Cov}(\mathbf{X}_T, \mathbf{Y}_T) = \varepsilon (\mathbf{X} - \varepsilon \mathbf{X})(\mathbf{Y} - \varepsilon \mathbf{Y})'. \]
The asymptotic covariance matrix of vec $T^*_{w,w}$ is

$$A \text{Cov}[\text{vec } T^*_{w,w} - (\Delta \otimes I) \text{vec } T^*_{w,w}, \text{vec } T^*_{w,w} - (\Delta \otimes I) \text{vec } T^*_{w,w}]$$

$$= (I + K)[I - (\Psi \otimes \Psi)]^{-1}(\Delta \otimes \Theta)$$

$$+ (\Delta \otimes \Theta)[I - (\Psi' \otimes \Psi')^{-1}(I + K) + (\Delta^2 \otimes I) - (\Delta \otimes \Delta)]$$

$$= (I + K)\Lambda(\Delta \otimes \Theta) + (\Delta \otimes \Theta)\Lambda'(I + K) + N^+(\Delta \otimes I),$$

where

$$\Lambda = [I - (\Psi \otimes \Psi)]^{-1}. $$

The element of $\Lambda$ in the $j$th row of the $i$th block of rows and in the $\ell$th column of the $k$th block of columns is denoted as $\lambda_{ijk\ell}$. Note $\Theta = \Delta - I$.

The asymptotic covariance matrix of vec $T^*_{w,w}$ is (4.14), and the asymptotic covariance matrix between vec $T^*_{w,w}$ and vec $T^*_{w,w}$ is

$$A \text{Cov}[\text{vec } T^*_{w,w} - (\Delta \otimes I) \text{vec } T^*_{w,w}, \text{vec } T^*_{w,w}]$$

$$= (I + K)[I - (\Psi \otimes \Psi)]^{-1}(I \otimes I) - (\Delta \otimes I)(I + K)(I \otimes I)$$

$$= (I + K)\Lambda - (\Delta \otimes I)(I + K).$$

The asymptotic covariance matrices of vec $H^*_n$, vec $H^*_d$ and vec $D^*$ are found from (4.29), (4.14) and (4.27).

From (4.24), (4.27), $E K = E$, $E(\Delta^2 \otimes I) = E(\Delta \otimes \Delta)$, $E(\Delta \otimes I) = E(I \otimes \Delta)$

and $(\Delta \otimes B)K = K(B \otimes A)$, we obtain the following theorem.

**Theorem 3.** If the $Z_i$'s are independently normally distributed and if the roots of $|\Gamma - \delta \Sigma| = 0$ are distinct, the nonzero elements of $D^*$ have a limiting normal distribution with means $0$; the covariance matrix of this limiting distribution is given by

$$A \text{Cov}(\text{vec } D^*, \text{vec } D^*) = 2E[(I - (\Psi \otimes \Psi))^{-1}(\Delta \otimes \Theta)$$

$$+ (\Delta \otimes \Theta)[I - (\Psi' \otimes \Psi')^{-1}]E$$

$$= 2E[\Lambda(\Delta \otimes \Theta) + (\Delta \otimes \Theta)\Lambda']E.$$
The vector \( \phi_t \) is estimated consistently by \( \hat{\phi}_t \); the matrices \( B, \Gamma, \) and \( \Sigma \) by \( \hat{B}, \hat{\Gamma}, \hat{\Sigma} \) and \( \hat{\Sigma}_{zzz} \), respectively, and \( \delta_i \) by \( d_i \). The variance (4.31) can, therefore, be estimated consistently.

Note that \( d_i^2 = t_i^2 = \sqrt{T}(t_i - \theta) \) and \( r_i^2 = \sqrt{T}(r_i - \rho_i) = (1 - \rho_i^2)^2 \sqrt{T} \times (t_i - \theta) + o_p(1) \). Thus, \( r_1^2, \ldots, r_p^2 \) have a limiting normal distribution with means 0 and covariances

\[
(4.32) \quad \text{Cov}(r_i^2, r_j^2) = 2[\lambda_{ii, jj}(1 - \rho_i^2)^2 \rho_j^2 + \lambda_{jj, ii}(1 - \rho_j^2)^2 + \lambda_{ii, jj}(1 - \rho_i^2)^2 \rho_j^2].
\]

Unless \( \Psi \) is a diagonal matrix, the roots \( r_1, \ldots, r_p \) are asymptotically correlated; that is, dependent. In the special case that \( \Psi \) is diagonal \((\psi_{ij} = \psi_{ii} \delta_{ij} = \rho_i \delta_{ij}, \) where \( \delta_{ii} = 1 \) and \( \delta_{ij} = 0, i \neq j \)), the roots are asymptotically independent, and the asymptotic variance of \( d_i^2 = t_i^2 \) is \( 4\rho_i^2/(1 - \rho_i^2)^3 \) and the \( i \)th component of \( X_t = \Psi X_{t-1} + W_t \) is \( X_{it} = \rho_i X_{it-1} + W_{it} \). Contrast this result with the canonical form of \( Y_t = BX_t + W_t \), namely \( U_{it} = \rho_i V_{it} + W_{it} \) with \( E U_{i} = E V_i = (1 - \rho_i^2)^{-1} \) and \( E W_i^2 = 1 \). In this case the asymptotic variance of \( t_i^2 \) is \( 4\rho_i^2/(1 - \rho_i^2)^2 \) [Anderson (1999a)]. The ratio of the variance in the autoregressive model to that in the regression model is \( (1 - \rho_i^2)^{-1} \), which is greater than 1. (Note that this result agrees with the asymptotic distribution of the serial correlation coefficient in a scalar first-order autoregressive process [Theorem 5.5.6 of Anderson (1971)].) The variance of the limiting distribution of \( r_i^2 = \sqrt{T}(r_i - \rho_i) \) when \( \Psi \) is diagonal is \( 1 - \rho_i^2 \) as compared to \( (1 - \rho_i^2)^2 \) in the regression model.) In the classical case, the eigenvalues are asymptotically independent because \( Y_t \) and \( X_t \) are each transformed, and hence \( B \) can be transformed into a diagonal matrix, but in the autoregression case \( Y_t \) and \( Y_{t-1} \) are transformed by the same linear transformation.

Now consider

\[
\text{vec} H^* = \text{vec} H^*_n + \text{vec} H^*_d
\]

\[
(4.33) \quad = N^+[\text{vec} T_{xx} - (\Delta \otimes I) \text{vec} T_{ww}] - \frac{1}{2}E \text{vec} T_{ww}^*.
\]

Then

\[
\text{A Cov}(\text{vec} H^*, \text{vec} H^*)
\]

\[
= N^+[(I + K)\Lambda(\Delta \otimes \Theta) + (\Delta \otimes \Theta)\Lambda'(I + K) + (\Delta^2 \otimes I) - (\Delta \otimes \Delta)]N^+
\]

\[
- \frac{1}{2}N^+[(I + K)\Lambda - (\Delta \otimes I)(I + K)]E
\]

\[
(4.34) \quad - \frac{1}{2}E[\Lambda'(I + K) - (I + K)(\Delta \otimes I)]N^+ + \frac{1}{2}E(I + K)E
\]

\[
= N^+[(I + K)\Lambda(\Delta \otimes \Theta) + (\Delta \otimes \Theta)\Lambda'(I + K)]N^+
\]

\[
+ N^+(\Delta \otimes I) - \frac{1}{2}N^+(I + K)\Lambda E - \frac{1}{2}E\Lambda'(I + K)N^* + \frac{1}{2}E
\]

because \( N^+(\Delta \otimes I)E = 0 \). The asymptotic covariance matrix of \( \text{vec} F = (I \otimes \Phi) \text{vec} H \) is (4.34) multiplied on the left-hand side by \( (I \otimes \Phi) \) and on the right-hand side by \( (I \otimes \Phi)' \).
In the classical regression model $Y_t = BX_t + Z_t$ the eigenvalues of $\Sigma_{XX}^{-1}\Sigma_{XY}$ in the metric of $\Sigma_{ZZ}$ are asymptotically independent when the population eigenvalues are different. In the AR(1) case the eigenvalues are asymptotically dependent. (See the comments in Section 7.1.)

5. Estimation of reduced rank regression. If the rank of $B$ in $Y_t = B Y_{t-1} + Z_t$ is specified to be $k (\leq p)$, the maximum likelihood estimator of $B$ under normality with $Y_0$ given [Anderson (1951)] is

$$\hat{B}_k = S_{ZZ}F_1F_1'B = S_{YY}\hat{\Omega}_1\hat{\Omega}_1',$$

where $F_1$ and $\hat{\Omega}_1$ are the first $k$ columns of $F$ and $\hat{\Omega} = (w_1, \ldots, w_p)$, respectively. The matrix $\hat{B}_k$ is the reduced rank regression coefficient matrix. In this section the asymptotic distribution of $\hat{B}_k$ will be derived without assuming normality.

In canonical terms the reduced rank regression estimator is

$$\hat{\Psi}_k = T_W W_1 H_1' \hat{\Psi},$$

where $H_1$ consists of the first $k$ columns of $H$, and the least squares estimator is

$$\hat{\Psi} = T_X T_-' = \Psi + T_W T_-' .$$

Then

$$\hat{\Psi}_k = \sqrt{T}(\hat{\Psi}_k - \Psi)$$

$$= (T^w_{WW} I_{(k)} I_{(k)}' + H_1'I_{(k)}' + I_{(k)}H_1')\Psi + I_{(k)}I_{(k)}' T_W^o \Delta^{-1} + o_p(1),$$

where $I_{(k)} = (I_k, 0)'$. The submatrix consisting of the last $p - k$ rows and columns of $\Psi \Delta \Psi' = \Delta - I$ is $(\Psi_{21} + \Psi_{22})\Delta(\Psi_{21}' + \Psi_{22}') = 0$, which implies $\Psi_{21} = 0$, $\Psi_{22} = 0$ and

$$\Psi = \begin{bmatrix} \Psi_{11} & \Psi_{12} \\ 0 & 0 \end{bmatrix} .$$

Expansion of (5.4) in terms of $T^w_{WW}$, $T^w_{W-}$ and $H^*$ gives

$$\hat{\Psi}^w_k = \left\{ T^{1+}_{WW} T^{1+}_{WW} \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} + \begin{bmatrix} H^*_{11} & 0 \\ 0 & 0 \end{bmatrix} + H^*_{11} \right\} \times \begin{bmatrix} \Psi_{11} & \Psi_{12} \\ 0 & 0 \end{bmatrix}$$

$$\times \left( I_{(k-1)} I_{(k)} + I_{(k)}I_{(k)}' \right) + \begin{bmatrix} I_{(k-1)} & I_{(k)} \end{bmatrix} \begin{bmatrix} \Delta^{-1} & 0 \\ 0 & I \end{bmatrix} + o_p(1) \right\}$$

$$= \left( (T^{1+}_{WW} + H^*_{11} + H^*_{11}^o) \Psi_{11} + (T^{1+}_{WW} + H^*_{11} + H^*_{11}^o) \Psi_{12} \right)$$

$$+ T^{1+}_{W-} \Delta^{-1} + o_p(1).$$
The first $k$ columns of (4.17) and the upper left-hand side submatrix of (4.18) are
\[
(5.7) \quad \begin{bmatrix} H_{11}^* \Delta_1 - \Delta_1 H_{11}^* + D_1 \\ H_{21}^* \Delta_1 - H_{21}^* \end{bmatrix} = \begin{bmatrix} T_{11}^* - T_{11}^* W_W \Delta_1 \\ T_{21}^* - T_{21}^* W_W \Delta_1 \end{bmatrix} + o_p(1),
\]
\[
(5.8) \quad H_{11}^* + H_{11}' = -T_{11}^* W_W + o_p(1).
\]
Use of (5.7) and (5.8) in (5.6) yields
\[
(5.9) \quad \tilde{\Psi}_k^* = \begin{bmatrix} T_{11}^* W_W \Delta_1^{-1} \\ (T_{21}^* W_W - T_{21}^*) \\ (T_{21}^* W_W - T_{21}^*) \end{bmatrix} + o_p(1).
\]
From $T_{XX} = \Psi T_{-} \Psi' + \Psi T_{-} W + T_{W} \Psi' + T_{WW},$ $T_{XX} = T_{-} + o_p(1/\sqrt{T})$ and (5.5) we obtain
\[
(5.10) \quad T_{21}^* W_W - T_{21}^* W_W = T_{21}^* W_W \Psi_1 + T_{21}^* W_W \Psi_1 + o_p \left( \frac{1}{\sqrt{T}} \right).
\]
Then from (5.9) we derive
\[
(5.11) \quad \tilde{\Psi}_k^* \Delta = \begin{bmatrix} T_{11}^* W_W \Delta_1^{-1} \\ (T_{21}^* W_W \Psi_1 + T_{21}^* W_W \Psi_1) \\ (T_{21}^* W_W \Psi_1 + T_{21}^* W_W \Psi_1) \end{bmatrix} + o_p(1)
\]
\[
= \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} T_{-}^* + \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} T_{-}^* \begin{bmatrix} \Psi_1 \\ \Psi_2 \end{bmatrix} (\Delta_1 - I)^{-1} (\Psi_1, \Psi_2) \Delta + o_p(1)
\]
\[
= \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} T_{-}^* + \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} T_{-}^* M + o_p(1),
\]
where
\[
(5.12) \quad M = \begin{bmatrix} \Psi_1 \\ \Psi_2 \end{bmatrix} (\Delta_1 - I)^{-1} (\Psi_1, \Psi_2) \Delta = \Psi_1, \Theta_1^{-1} \Psi_1 \Delta.
\]
$\Psi_1 = (\Psi_1, \Psi_2)$ and $\Theta_1 = \Delta_1 - I.$ Note that $M^2 = M$ by virtue of the upper left-hand corner of $\Psi \Delta \Psi' = \Theta.$ Also $M' \Delta M = M' \Delta = \Delta M.$ Then
\[
(5.13) \quad \text{vec}[(\Psi^* - \tilde{\Psi}_k^*) \Delta] = \begin{bmatrix} 0 & 0 \end{bmatrix} \text{vec} T_{-}^* + o_p(1).
\]
Notice that the development to this point does not involve the second-order moments of $T_{-}, T_{-} W$ and $T_{WW}$ and hence does not require normality of $W_t.$ The covariance of $\text{vec} T_{-}^*$ is
\[
(5.14) \quad \varepsilon \text{vec} T_{-}^* (\text{vec} T_{-}^*)' = \Delta \otimes I
\]
regardless of the nature of the distribution of $W_t.$
The asymptotic covariance of vec $\hat{\Psi}_k^* \Delta$ and vec$(\hat{\Psi}^* - \hat{\Psi}_k^*) \Delta$ is

$$A \text{ Cov}[\text{vec} \hat{\Psi}_k^* \Delta, \text{vec}(\hat{\Psi}^* - \hat{\Psi}_k^*) \Delta]$$

$$= \mathcal{E} \text{ vec} \left\{ \begin{bmatrix} 0 & 0 \\ T_{w21} & T_{w22} \end{bmatrix} M \right\} \text{ vec}' \left\{ \begin{bmatrix} 0 & 0 \\ T_{w21} & T_{w22} \end{bmatrix} (I - M) \right\}$$

$$= M' \Delta (I - M) \otimes \begin{bmatrix} 0 & 0 \\ 0 & I \end{bmatrix}$$

$$= 0;$$

that is, vec $\hat{\Psi}_k^*$ and vec$(\hat{\Psi}^* - \hat{\Psi}_k^*)$ are asymptotically independent. Hence, the covariance of the limiting distribution of vec $\hat{\Psi}_k^*$ is the covariance of vec $\hat{\Psi}^*$ minus the covariance of vec$(\hat{\Psi}^* - \hat{\Psi}_k^*)$. The asymptotic covariance of vec$(\hat{\Psi}^* - \hat{\Psi}_k^*)$ is

$$A \text{ Cov}[\text{vec}(\hat{\Psi}^* - \hat{\Psi}_k^*)]$$

$$= \Delta^{-1}(I - M') \Delta (I - M) \Delta^{-1} \otimes \begin{bmatrix} 0 & 0 \\ 0 & I \end{bmatrix} = \Delta^{-1}(I - M') \otimes \begin{bmatrix} 0 & 0 \\ 0 & I \end{bmatrix}$$

$$= (\Delta^{-1} \otimes I) \left[ (I - M') \otimes \begin{bmatrix} 0 & 0 \\ 0 & I \end{bmatrix} \right].$$

Each factor in the brackets is idempotent of rank $p - k$; that is, each can be diagonalized to diag$(I_{p-k}, 0)$. In a sense the advantage of $\hat{\Psi}_k$ over $\hat{\Psi}$ is a reduction of the variability by a factor of $((p - k)/p)^2$.

The covariance of the limiting distribution of vec $\hat{B}_k^*$ is that of vec $\hat{B}^*$ minus that of vec$(\hat{B}^* - \hat{B}_k^*) = [\Phi \otimes (\Phi')^{-1}] \text{vec}(\hat{\Psi}^* - \hat{\Psi}_k^*)$; that is, $(\Gamma^{-1} \otimes I)$ minus

$$A \text{ Cov}[\text{vec}(\hat{B}^* - \hat{B}_k^*)]$$

$$= [\Phi \otimes (\Phi')^{-1}] A \text{ Cov}[\text{vec}(\hat{\Psi}^* - \hat{\Psi}_k^*)] (\Phi' \otimes \Phi^{-1})$$

$$= \Phi(\Delta^{-1} - \Psi_1', \Theta_1^{-1} \Psi_1, \Phi') \otimes (\Phi')^{-1} \left[ I - \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} \right] \Phi^{-1}.$$
Then (5.17) is
\[
A \text{Cov}[\text{vec}(\widehat{B}^* - \widehat{B}_k^*)] = \left[ \Gamma^{-1} - \Pi(\Pi'\Gamma\Pi)^{-1}\Pi' \right] \otimes [\Sigma - \Lambda(\Lambda'\Sigma^{-1}\Lambda)^{-1}\Lambda'].
\]

Note that the second term in each factor in (5.20) is invariant with respect to the transformation \( (\Lambda, \Pi) \rightarrow (\Lambda G, \Pi G^{-1}) \) for nonsingular \( G \). When \( \Lambda = \Sigma \Phi_1 \) and \( \Pi = B' \Phi_1 \) \((G = I)\), the effective normalization is \( \Lambda'\Sigma^{-1}\Lambda = I \) and \( \Pi'\Gamma\Pi = \Theta_1 \).

**Theorem 4.** Let \( B = \Lambda \Pi' \), where \( \Lambda \) and \( \Pi \) are \( p \times k \) matrices of rank \( k \). Suppose that \( \{Z_t\} \) is a sequence of independent identically distributed random vectors with mean \( 0 \) and covariance \( \Sigma \), and let \( \{Y_t\} \) be defined by \( Y_t = BY_{t-1} + Z_t \). Then \( \sqrt{T} \text{vec}(\widehat{B}_k - B) \) has a limiting normal distribution with mean \( 0 \) and covariance matrix
\[
(\Gamma^{-1} \otimes \Sigma) - (\Gamma^{-1} \otimes \Sigma) \times \left[ [I - \Gamma\Pi(\Pi'\Gamma\Pi)^{-1}\Pi'] \otimes [I - \Sigma^{-1}\Lambda(\Lambda'\Sigma^{-1}\Lambda)^{-1}\Lambda'] \right].
\]

This covariance matrix can be written as
\[
(\Gamma^{-1} \otimes \Sigma) - (\Gamma^{-1} \otimes \Sigma) \times \left[ [I - \Gamma\Pi(\Pi'\Gamma\Pi)^{-1}\Pi'] \otimes [I - \Sigma^{-1}\Lambda(\Lambda'\Sigma^{-1}\Lambda)^{-1}\Lambda'] \right].
\]

The first term in (5.22) is the covariance matrix of \( \sqrt{T} \text{vec}(\widehat{B} - B) \), the least squares estimator of \( B \). The second term is the covariance matrix of the limiting distribution of \( \sqrt{T} \text{vec}(\widehat{B} - \widehat{B}_k) \). Each bracketed matrix in the pair of braces is idempotent of rank \( p - k \).

A measure of the reduction in the variance of the estimator of \( B \) is
\[
\text{tr}[A \text{Cov}(\widehat{B}^*)^{-1}A \text{Cov}(\widehat{B}^* - \widehat{B}_k^*)]/[\text{tr}(A \text{Cov}(\widehat{B}^*)^{-1}A \text{Cov}\widehat{B}^*)]
\]
\[
= \text{tr}[I - \Gamma\Pi(\Pi'\Gamma\Pi)^{-1}\Pi'] \text{tr}[I - \Sigma^{-1}\Lambda(\Lambda'\Sigma^{-1}\Lambda)^{-1}\Lambda'] / p^2
\]
\[
= (p - k)^2 / p^2.
\]

We have used \( \text{tr}(A \otimes B) = \text{tr}A \text{tr}B \), \( \text{tr}\Gamma\Pi(\Pi'\Gamma\Pi)^{-1}\Pi' = \text{tr}\Pi'\Gamma\Pi(\Pi'\Gamma\Pi)^{-1} = \text{tr}\Theta_1\Theta_1^{-1} \), \( \text{tr}\Sigma^{-1}\Lambda(\Lambda'\Sigma^{-1}\Lambda)^{-1}\Lambda' = \text{tr}\Lambda'\Sigma^{-1}\Lambda(\Lambda'\Sigma^{-1}\Lambda)^{-1} = \text{tr}I_kI_k^{-1} = k \) and (5.19).

The limiting distribution of \( \sqrt{T}(\widehat{B}_k - B) \) holds under exactly the same conditions as for the limiting distribution of \( \sqrt{T}(\widehat{B} - B) \); in particular, only the second-order moment of \( Z_t \) is assumed. Hence confidence regions for \( B \) established on the basis of normality of \( Z_t \) hold generally. Note that the asymptotic distribution of the sample canonical variate coefficients depends on the fourth-order moments of \( Z_t \); nevertheless, the asymptotic distribution of the reduced rank regression estimator, which is a function of those coefficients, does not depend on fourth-order moments.

The asymptotic covariance matrix of \( \widehat{B}_k \) in this AR(1) model is the same as the asymptotic covariance matrix of \( \widehat{B}_k \) in the model \( Y_t = BX_t + Z_t \), where \( X_t \)’s
are independently identically distributed with \( \mathcal{E}X_t = 0 \) and \( \mathcal{E}X_tX_t' = \Sigma_{XX} \) (in place of \( \Gamma \)) or where the \( X_t \)'s are nonstochastic and \( S_{XX} \to \Sigma_{XX} \) [Anderson (1999b)]. In the present AR(1) model the transformation to canonical form \( Y_t \rightarrow \Phi'Y_{t-1} \) is different from the transformation for independent \( X_t \)'s (\( Y_t \rightarrow \Lambda'Y_t, X_t \rightarrow \Omega'X_t \)).

The likelihood ratio criterion for testing the null hypothesis that the rank of \( B \) is \( k \) against alternatives that the rank is greater than \( k \) when the \( Z_t \)'s are normally distributed is

\[
-2 \log \lambda = -T \sum_{i=k+1}^{p} \log(1 - r_i^2) \sim T \sum_{i=k+1}^{p} r_i^2
\]

[Anderson (1951)]. When the null hypothesis is true, this criterion has a limiting \( \chi^2 \)-distribution with \( (p-k)^2 \) degrees of freedom. This number is the product of the ranks of the two idempotent factors in (5.16) and (5.20).

6. Autoregressive processes of order greater than one.

6.1. Canonical correlations and vectors. We consider the process (2.1) written as

\[
Y_t = \vec{B}\vec{Y}_{t-1} + Z_t,
\]

where \( \vec{B} = (B_1, \ldots, B_m) \). Since \( \Gamma = \vec{B}\vec{B}' + \Sigma, \) (4.1), which defines \( \phi \) and \( \theta \), is equivalent to (4.5); since \( S_{--} = \hat{B}\hat{S}_{--}\hat{B}' + S_{ZZ} + o_p(1/\sqrt{T}) \) and \( S_{ZZ} = S_{ZZ} + o_p(1/\sqrt{T}), \) (4.3), defining \( f \) and \( t \), is asymptotically equivalent to (4.6).

The transformation \( X_t = \Phi'Y_t \) leads to (4.16), which in turn leads to (4.17) and (4.18) for \( H^* \) and \( D^* \). To carry out the analysis, we need the asymptotic distribution of \( S_{--} \) and \( S_{ZZ} \) and of \( T_{--} \) and \( T_{WW} \) for \( m > 1 \).

The process \( \{\vec{Y}_t\} \) can be defined by

\[
\vec{Y}_t = \vec{B}\vec{Y}_{t-1} + \vec{Z}_t,
\]

where \( \vec{Y}_t = (Y'_t, Y'_{t-1}, \ldots, Y'_{t-m+1})' \), \( \vec{Z}_t = (Z'_t, 0, \ldots, 0)' \), and

\[
\vec{B} = \begin{bmatrix}
B_1 & B_2 & \ldots & B_{m-1} & B_m \\
1 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & 0
\end{bmatrix}
\]

[Anderson (1971), Section 5.3]. Note that the roots of (2.2) are the roots of \( |\lambda I - \vec{B}| = 0 \) (assumed to be less than 1 in absolute value). We have \( Y_t = J\vec{Y}_t \),
where \( J = (I_p, 0, \ldots, 0) \), \( Z_t = J\tilde{Z}_t \), \( S_{YY} = J\tilde{S}_{YY}J' \) and \( S_{ZZ} = J\tilde{S}_{ZZ}J' \). The transformation \( X_t = \Phi_1 Y_t \), \( W_t = \Phi_1 Z_t \) carries (6.1) to

\[
X_t = \Psi_1 X_{t-1} + W_t,
\]

where \( \Psi = \Phi B(I_p \otimes \Phi)^{-1} \). The process (6.2) is carried to \( \tilde{X}_t = \tilde{\Psi}_1 \tilde{X}_{t-1} + \tilde{W}_t \), where \( \tilde{\Psi} = (I_m \otimes \Phi)B[I_m \otimes (\Phi')^{-1}]' \) has the same form as \( \hat{B} \). We have \( X_t = J\tilde{X}_t, W_t = JW_t, T_{XX} = JT_{XX}J', T_{WW} = J\tilde{T}_{WW}J' \). Let \( \Lambda = \tilde{\psi}_1 \tilde{X}_t = (I_p \otimes \Phi)\hat{I}(I_p \otimes \Phi) \). The asymptotic covariances of \( \tilde{T}_{\ast \ast} = \sqrt{T}(T_{\ast \ast} - \tilde{\Lambda}) \) and \( \tilde{T}_{WW} = \sqrt{T}(\tilde{T}_{WW} - I) \) are found from Theorem 1.

**Theorem 5.** If the \( W_t \) are independently normally distributed with \( \mathcal{E}W_t = 0 \) and \( \mathcal{E}WW_t = I \), then \( \tilde{T}_{\ast \ast}^* \) and \( \tilde{T}_{WW}^* \) have a limiting normal distribution with means \( 0 \) and \( 0 \) and covariances

\[
\mathcal{E} \text{vec } \tilde{T}_{\ast \ast}^*(\text{vec } \tilde{T}_{\ast \ast})' = (I + \tilde{K})[I - (\tilde{\Psi} \otimes \tilde{\Psi})]^{-1}
\]

\[
\times [(\tilde{\Lambda} \otimes I) + (I \otimes \tilde{\Lambda}) - (I \otimes I)] [I - (\tilde{\Psi}' \otimes \tilde{\Psi}')]^{-1}
\]

\[
= (I + \tilde{K})[I - (\tilde{\Psi} \otimes \tilde{\Psi})]^{-1} (\tilde{\Lambda} \otimes \tilde{\Lambda})
\]

\[
+ (\tilde{\Lambda} \otimes \tilde{\Lambda}) [I - (\tilde{\Psi}' \otimes \tilde{\Psi}')]^{-1} - (\tilde{\Lambda} \otimes \tilde{\Lambda}),
\]

(6.5) \[ \mathcal{E} \text{vec } \tilde{T}_{WW}^*(\text{vec } \tilde{T}_{WW})' = (I + \tilde{K})(J'J \otimes J') = (J' \otimes J') (I + K)(J \otimes J), \]

(6.6) \[ \mathcal{E} \text{vec } \tilde{T}_{WW}^*(\text{vec } \tilde{T}_{WW})' = (I + \tilde{K})[I - (\tilde{\Psi} \otimes \tilde{\Psi})]^{-1} (J'J \otimes J') \]

\[ = [I - (\tilde{\Psi} \otimes \tilde{\Psi})]^{-1} (J' \otimes J') (I + K)(J \otimes J). \]

(6.7)

Here \( \tilde{K} \) refers to the commutation matrix of dimension \((pm)^2 \times (pm)^2 \). Note \( \tilde{W}_t = J'W_t \) and \( \tilde{K}(J' \otimes J') = (J' \otimes J')K \).

Since \( \text{vec } \tilde{T}_{\ast \ast} = (J \otimes J) \text{vec } \tilde{T}_{\ast \ast}^* \) and \( \text{vec } \tilde{T}_{WW} = (J \otimes J) \text{vec } \tilde{T}_{WW}^* \), the asymptotic covariances of \( \text{vec } \tilde{T}_{\ast \ast} \) are the asymptotic covariances given in Theorem 5 multiplied on the left by \( (J \otimes J) \) and the right by \( (J' \otimes J') \). Define

\[ \tilde{\Lambda} = [I - (\tilde{\Psi} \otimes \tilde{\Psi})]^{-1}. \]

Then

\[ \mathcal{E} \text{vec } \tilde{T}_{\ast \ast}^*(\text{vec } \tilde{T}_{\ast \ast})' = (J \otimes J) [(I + \tilde{K})[\tilde{\Lambda}(\tilde{\Lambda} \otimes \tilde{\Lambda}) + (\tilde{\Lambda} \otimes \tilde{\Lambda})] (J' \otimes J')
\]

\[ - (I + K)(\Delta \otimes \Delta)
\]

\[ = (I + K)(J \otimes J) \tilde{\Lambda} (\tilde{\Lambda} \otimes \tilde{\Lambda}) (J' \otimes J')
\]

\[ + (J \otimes J)(\tilde{\Lambda} \otimes \tilde{\Lambda}) \tilde{\Lambda}' (J' \otimes J')(I + K)
\]

\[ - (I + K)(\Delta \otimes \Delta), \]

(6.8)

\[ \mathcal{E} \text{vec } \tilde{T}_{WW}^*(\text{vec } \tilde{T}_{WW})' = (I + K)(I \otimes I). \]

(6.10)
(6.11) \( \varepsilon \text{vec} T_{-} (\text{vec} T_{W}^{e})' \rightarrow (I + K)(J \otimes J)\tilde{\Lambda}(J' \otimes J'). \)

The covariance of the limiting distribution of \( \text{vec} T_{-} (\text{vec} T_{W}^{e})' \) is

\[
\mathbb{E}[\text{vec} T_{-} (\text{vec} T_{W}^{e})'[\text{vec} T_{-} - (\Delta \otimes I) \text{vec} T_{W}^{e}]'
= (I + K)(J \otimes J)[\tilde{\Lambda}(\tilde{\Delta} \otimes \tilde{\Delta}) + (\Delta \otimes \tilde{\Delta})\tilde{\Lambda}'](J' \otimes J')
\]

(6.12)

\[
- (I + K)(J \otimes J)\tilde{\Lambda}'(J' \otimes J')(\Delta \otimes I)
- (\Delta \otimes I)(J \otimes J)\tilde{\Lambda}'(J' \otimes J')(I + K)
- (I + K)(\Delta \otimes \Delta) + (\Delta \otimes I)(I + K)(\Delta \otimes I).
\]

The last line of (6.12) is \( (\Delta^2 \otimes I) - (\Delta \otimes \Delta) = (\Delta \otimes I)N. \) Note that \( (J \otimes J)\tilde{\Lambda} \times (J' \otimes J') \) is the upper left-hand \( p \times p \) submatrix of \( \tilde{\Lambda} = [I - (\Psi \otimes \tilde{\Psi})]^{-1} = \sum_{s=0}^{\infty} (\tilde{\Psi}^s \otimes \tilde{\Psi}^s) \) and \( (J \otimes J)\tilde{\Lambda}(\Delta \otimes \Delta)(J' \otimes J') \) is the upper left-hand submatrix of

\[
[I - (\tilde{\Psi} \otimes \tilde{\Psi})]^{-1}(\tilde{\Delta} \otimes \tilde{\Delta}) = \sum_{s=0}^{\infty}(\tilde{\Psi}^s \otimes \tilde{\Psi}^s)(\tilde{\Delta} \otimes \tilde{\Delta})
\]

\[
= \sum_{s=0}^{\infty}(\varepsilon \tilde{X}_s \tilde{X}'_{s} \otimes \varepsilon \tilde{X}_s \tilde{X}'_{s} - s).
\]

which is \( \sum_{s=0}^{\infty}(M_s \otimes M_s) \), where \( M_s = \varepsilon \tilde{X}_s \tilde{X}'_{s} \). Let \( J \tilde{\Psi} J' = \Pi_s \). Then (6.12) can be written

\[
A \text{Cov} [\text{vec} T_{-} (\text{vec} T_{W}^{e})', \text{vec} T_{-} - (\Delta \otimes I) \text{vec} T_{W}^{e}]'
= (I + K) \sum_{s=-\infty}^{\infty}(M_s \otimes M_s) - (I + K) \sum_{s=0}^{\infty}(\Pi_s \Delta \otimes \Pi_s)
- \sum_{s=0}^{\infty}(\Delta \Pi_s' \otimes \Pi_s')(I + K) + (\Delta^2 \otimes I) + K(\Delta \otimes \Delta).
\]

**Theorem 6.** If the \( Z_t \)'s are independently normally distributed and if the roots of \( |\Gamma - \delta \Sigma| \) are distinct, the nonzero elements of \( D^\varepsilon \) have a limiting normal distribution with means 0; the covariance of this limiting normal distribution is

\[
A \text{Cov}(\text{vec} D^\varepsilon, \text{vec} D^\varepsilon)
= 2E(J \otimes J)[\tilde{\Lambda}(\tilde{\Delta} \otimes \tilde{\Delta}) + (\Delta \otimes \tilde{\Delta})\tilde{\Lambda}'](J' \otimes J')E
- 2E[(J \otimes J)\tilde{\Lambda}(J' \Delta \otimes J') + (\Delta J \otimes J)\tilde{\Lambda}'(J' \otimes J')][E.
\]

In the calculations of (6.15) \( \tilde{\Delta} \) can be found from \( \tilde{\Delta} = \tilde{\Psi} \tilde{\Delta} \tilde{\Psi} + I. \) The operation \( (\varepsilon_i' \otimes \varepsilon_j')(J \otimes J) \) selects the element in the \( i, j \)th row and \( i, j \)th column of \( \tilde{\Delta} \). \( (\varepsilon_i' \otimes \varepsilon_j')(J \otimes J) \) places it in the \( i, j \)th row and \( j, i \)th column of the product. Since \( \Delta \) is a diagonal matrix, \( (\varepsilon_i' \otimes \varepsilon_j)(J \otimes J)\tilde{\Lambda}(J' \Delta \otimes J')(\varepsilon_j' \otimes \varepsilon_j) \) selects the \( i, j \)th row and the \( j, i \)th column and multiplies it by \( \delta_j. \)
6.2. Reduced rank regression. The reduced rank regression estimator of $B$ is (5.1) with $\bar{B}$ defined in (2.10) and $F_1$ the first $k$ columns of $F$. The transformation $X_t = \Phi' Y_t$, $W_t = \Phi' Z_t$ carries (6.1) to (6.4). The reduced rank regression estimator of $\Psi$ is (5.2), where

$$\hat{\Psi} = T_X - \bar{T}^{-1} = \Psi + T_W - \bar{T}^{-1}$$

(6.16)

is the least squares estimator of $\Psi$. From $\Delta - I = \Psi \hat{\Delta} \Psi'$ we obtain $0 = \Psi_2, \hat{\Delta} \Psi_2$, which implies $\Psi_2 = 0$; here $\Psi'$ has been partitioned into $k$ and $p - k$ columns, $\Psi' = (\Psi_1', \Psi_2')$. The analog of (5.6) is

$$\hat{\Psi}_k = \left[ (T_{WW} W + H_{11} + H_{11}' \Psi_1) \right] + \left[ T_{W-} - \hat{\Delta}^{-1} + o_p(1) \right].$$

(6.17)

Here $T_{WW}$ denotes the first $k$ rows of $T_{WW}$.

From (5.7) we have

$$H_{21} = (T_{XX} - T_{WW} \Delta_1 (\Delta_1 - I)^{-1} + o_p(1).$$

(6.18)

From (6.4) and $\Psi_2 = 0$ we obtain

$$T_{XX} = T_{W-} \Psi_1 + T_{WW} + o_p(1),$$

(6.19)

$$H_{21} = T_{W-} \Psi_1 (\Delta_1 - I)^{-1} - T_{WW} + o_p(1).$$

(6.20)

Then

$$\hat{\Psi}_k = \left[ T_{W-} \Psi_1 (\Delta_1 - I)^{-1} \Psi_1 \right] + \left[ T_{W-} - \hat{\Delta}^{-1} + o_p(1) \right].$$

(6.21)

where

$$\hat{\Delta}^{-1} + o_p(1),$$

$$\hat{M} = \Psi_1', \Theta_1^{-1} \Psi_1, \hat{\Delta}.$$ (6.22)

Note that $\hat{M}^2 = \hat{M}$. For (5.13) we obtain

$$\text{vec}[(\hat{\Psi}^* - \hat{\Psi}_k) \hat{\Delta}] = [(I - \hat{\Delta}') \otimes I] \text{vec} [0 \bar{T}_{W-} - \hat{\Psi}_k] + o_p(1),$$

(6.23)

and $\text{vec}(\hat{\Psi}^* - \hat{\Psi}_k)$ and $\text{vec} \hat{\Psi}_k$ are asymptotically independent. The covariance of the limiting distribution of $\text{vec}(\hat{\Psi}^* - \hat{\Psi}_k)$ is (5.16) with $\hat{\Delta}$ replaced by $\hat{\Delta}$ and $\Delta^{-1} \hat{M}'$ replaced by $\Psi_1', \Theta_1 \Psi_1 = \hat{\Delta}^{-1} \hat{M}'$. By algebra similar to that of Section 5 the covariance of the limiting distribution of $\sqrt{T} \text{vec}(\hat{B}_r - B)$ is (5.20) with $\Gamma$ and $\Pi$ replaced by $\hat{\Gamma}$ and $\hat{\Pi}$, respectively, where $\hat{\Pi}$ is defined by $B = \Delta \hat{\Pi}$. 


7. Discussion.


In the first paper the authors suggest the model in which $B$ ($p \times pm$) is factored into the product of a $p \times r$ matrix and an $r \times pm$ matrix and proceed to find the asymptotic distribution of the two factors when $\Sigma$ is assumed known. However, this distribution is incorrect because the variability due to $S−$ (my notation) is ignored. Further, the assertion that this asymptotic distribution holds when $\Sigma$ is replaced by $SZZ$ is incorrect. To explain this matter in more detail, suppose $\Sigma=I$ and $m=1$. Then the first factor in $B=\Lambda \Pi'$ is $A=\Phi_1=\left(\phi_1, \ldots, \phi_k\right)$ as defined in (4.1) with $\Sigma=I$, and its estimator is $F_1=\left(f_1, \ldots, f_k\right)$ as defined in (4.3) with $SZZ$ replaced by $I$. The left-hand side equation in (4.3) leads to

$$\left(B\Sigma^{-1}B' + S^-B' + BS^-Z\right)\Phi_1$$

where $F_1^*=\sqrt{T}(F_1-\Phi_1)$ and $T_1^*=\sqrt{T}(T_1-\Theta_1)$. After the transformation to $X_t=\Phi^TY_t$, $W_t=\Phi^TZ_t$ (7.1) is

$$(\Psi T^-\Psi' + T^-W^-\Psi' + \Psi T^-W)I(k)$$

where $H_1^*=\sqrt{T}(H_1-\Theta_1)$. In solving for $H_1^*$ the term $\Psi T^-\Psi'$ was discarded by the authors.

Ahn and Reinsel (1988) generalize the model to let $B_1=B_1L_{B_1R}, \ldots, B_m=B_mL_{B_mR}$ such that range $B_{i+1,L} \supset$ range $B_i$ and find a canonical form for the matrices. They set up the likelihood equations and indicate that the covariance matrix of the asymptotic normal distribution of the estimators can be obtained from the Fisher information matrix. When their results are specialized to the first-order case ($m=1$), their results agree with Theorem 4, but their expression for the asymptotic covariance matrix is not explicit (personal communication by one of the authors). See also Reinsel (1997), Section 6.1, for further details on the nested model.

In Reinsel and Velu (1998) the Theorem 2 of Velu, Reinsel and Wichern (1986) about the asymptotic distribution of the factors and its proof are repeated as Theorem 2.4 and its proof as pertaining to the model $Y_t=BX_t+Z_t$ with $E_Z'=\Sigma_Z$ known and $X_t$ being exogenous or independent regressors. In this case the variability due to $S_{XX}-\Sigma_X$ is ignored. In the section on the autoregressive model they approach the asymptotic distribution of the reduced rank regression estimator by assuming that the $Z_t$'s are normally distributed and use the Fisher information matrix. Although they do not give the asymptotic covariance matrix explicitly, the details can be filled in, as shown by one of the authors in a personal communication; the asymptotic covariance matrix is shown to be (5.21).
7.2. Lütkepohl. Lütkepohl (1993) purports to obtain the asymptotic distribution of $\hat{B}_k = \hat{A}\hat{\Pi}'$ by finding the joint asymptotic distribution of $\hat{A}$ and $\hat{\Pi}$ and from that the distribution of $\hat{A}\hat{\Pi}' + \lambda\hat{L}$. The asymptotic distribution of $\hat{A}$ and $\hat{\Pi}$ is incorrect, however; see Anderson (1999b). The asserted asymptotic covariance of $\hat{B}_k$ is not given very explicitly.
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