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#### Abstract

In approximate design theory, necessary and sufficient conditions that a repeated measurements design be universally optimal are given as linear equations whose unknowns are the proportions of subjects on the treatment sequences. Both the number of periods and the number of treatments in the designs are arbitrary, as is the covariance matrix of the normal response model. The existence of universally optimal "symmetric" designs is proved; the single linear equation which the proportions satisfy is given. A formula for the information matrix of a universally optimal design is derived.


1. Introduction. In the class $\operatorname{RMD}(t, N, p)$ of repeated measurements designs-where $t$ is the number of treatments, $N$ the number of subjects and $p$ the number of periods-a subject is repeatedly exposed to various treatments. Many authors [Cheng and Wu (1980), Kunert (1983), Hedayat and Zhao (1990)] assume the response model

$$
\begin{equation*}
y_{i j}=\tau_{d(i, j)}+\rho_{d(i, j-1)}+\pi_{j}+\beta_{i}+\varepsilon_{i j}, \quad 1 \leq i \leq N, \quad 1 \leq j \leq p, \tag{1.1}
\end{equation*}
$$

in which the design allocates treatment $d(i, j)$ to the $i$ th subject in the $j$ th period. $\tau_{d(i, j)}$ and $\rho_{d(i, j)}$ are the treatment and carryover effects, $\pi_{j}$ is the period effect and $\beta_{i}$ is the subject effect. The $N$ independent vectors $\varepsilon_{i}=\left(\varepsilon_{i j}\right)$, $1 \leq j \leq p$, are multivariate normal with mean 0 , and $p \times p$ covariance matrix, $C$.

Our chief interest is to determine all designs which minimize functions which depend on the proportions of subjects assigned to each treatment sequence. We use "proportions" in the sense customary in approximate design theory, the approach of this paper. The functions considered are the standard information functions.

Previous optimality results contain restrictions on $p, t, C$, the competing class of designs and the class of designs proved to be optimal. A necessary and sufficient condition for universal optimality was given for the case $p=2$ in Hedayat and Zhao (1990), who also pointed out that most other optimality

[^0]results relate to the situation $t \leq p$. The conditions $p=t$ and $p \equiv 1(\bmod t)$ appear in Cheng and Wu (1980) and $p=t$ in Kunert (1985). The case $t=2$ was treated in Laska and Meisner (1985) and in Matthews (1987).

Pioneering work [Hedayat and Afsarinejad (1978); Cheng and Wu (1980)] concentrated on the case $C=I_{p}$. However, a subject's $p$ responses are not likely to be independent. Moreover, the optimality of a design usually depends on $C$ (an exception is the case $p=2$ ). In almost all subsequent work [Kunert (1985); Matthews (1987)], $C$ is assumed to be a first-order autoregressive matrix, but since this assumption is highly specialized, there remains the open problem of obtaining optimal designs for a general covariance matrix.

Also, many authors place limitations on the class of competing designs. For example, in Cheng and Wu (1980), some optimality results are proved when the class of competing designs excludes those in which a treatment is preceded by itself. Even when the class of competing designs is the full class $\operatorname{RMD}(t, N, p)$, optimality results are often only proved for interesting subclasses of designs [Cheng and Wu (1980), Section 3; Kunert (1985)].

None of the above limitations, except for $p=2$, appear in Hedayat and Zhao (1990) (their assumption that $C$ is a correlation matrix is easy to remove). The present paper provides a comparable treatment of the general optimal design problem in approximate theory.

The main results of this paper are the following. For any $p, t$ and $C$, a necessary and sufficient condition that the proportions of subjects on treatment sequences determine a universally optimal (resp. strictly $\Phi$-optimal) design is that they satisfy a system of linear equations (Theorems 5.3 and 5.4). Surprisingly, "strict $\Phi$-optimality"-the optimality of a design with respect to any strictly concave information function $\Phi$-is equivalent to the universal optimality of the design. A formula (4.13) for the information matrix of a universally optimal (resp. strictly $\Phi$-optimal) design is derived. For any $\Phi$, the related formula (4.12) can be used both to check a design's optimality and to compute the $\Phi$-efficiency of a nonoptimal design. For any $p$, $t$ or $C$, there exist "symmetric" designs which are universally optimal. In a symmetric design (Section 3), equal proportions of subjects are assigned to all treatment sequences within a "symmetry block" (Section 5). These proportions are determined by just one linear equation (Theorem 5.5), which is also a necessary condition for any optimal design. A symmetric design consisting of at most two symmetry blocks always exists (Corollary 5.6).

In Kushner (1996, 1997), we study solutions of the optimality equations. We derive the designs of Cheng and Wu (1980), Kunert (1983) and Matthews (1987, 1990) and give new universally optimal designs.
2. The information matrix of treatment and carryover effects. In this section, we give a formula (Lemma 2.4) for $C_{d}(\tau, \rho)$, the information matrix of treatment and carryover effects. The formula concretely exhibits the treatment sequence proportions whose determination is the aim of opti-
mal design theory. The matrix, $C^{\sim}$, which also appears in the formula, significantly affects a design's optimality.
2.1. Notation. $I_{n}$ denotes the $n \times n$ identity matrix, $J_{n}$ the $n \times n$ matrix of 1's and $J_{m, n}=J_{m, n}^{1}$ the $m \times n$ matrix of 1's. $J_{m, n}^{2}$ is the $m \times n$ matrix whose first row is zero and final $m-1$ rows are 1 's. $1_{m}=1_{m}^{1}=J_{m, 1}^{1}$ and $1_{m}^{2}=J_{m, 1}^{2} . T^{\mu}, 1 \leq \mu \leq 2$, are, respectively, the $N p \times t$ design matrices of treatment and carryover effects; $T_{i}^{1}$ and $T_{i}^{2}$ are the $p \times t$ period-treatment and period-carryover incidence matrices for subject $i$, so that $T^{\mu}=$ $\left[\left(T_{1}^{\mu}\right)^{\prime},\left(T_{2}^{\mu}\right)^{\prime}, \ldots,\left(T_{N}^{\mu}\right)^{\prime}\right]^{\prime}$. The first row of $T_{i}^{2}$ is zero; for $2 \leq j \leq p$, the $j$ th row of $T_{i}^{2}$ is the $(j-1)$ st row of $T_{i}{ }^{1}$. Note that

$$
\begin{equation*}
1_{p}^{\mu}=T_{i}^{\mu} 1_{t}, \quad 1 \leq i \leq N, \quad 1 \leq \mu \leq 2 \tag{2.1}
\end{equation*}
$$

Write $T_{d, i}^{\mu}$ to designate the matrix $T_{i}^{\mu}$ when it is necessary to indicate the design $d$. In Kunert (1991), $T^{1}=T_{d}, T^{2}=F_{d}, T_{i}^{1}=T_{d, i}, T_{i}^{2}=F_{d, i}$. Let

$$
\begin{equation*}
M^{\mu}=N^{-1} \sum_{i=1}^{N} T_{i}^{\mu}, \quad 1 \leq \mu \leq 2 \tag{2.2}
\end{equation*}
$$

2.2. Formulas for $C_{d}(\tau, \rho)$. The matrix $C^{\sim}$. Define the $p \times p$ matrix $C^{\sim}$ by

$$
\begin{equation*}
C^{\sim}=C^{-1}-C^{-1} J_{p} C^{-1} / 1_{p}^{\prime} C^{-1} 1_{p} \tag{2.3}
\end{equation*}
$$

Note that if $x$ is a $p$-dimensional vector, then

$$
\begin{equation*}
C^{\sim} x=0 \quad \text { iff } \quad x=\alpha 1_{p}, \alpha \text { a scalar } \tag{2.4}
\end{equation*}
$$

LEMMA 2.1. The information matrix of treatment and carryover effects is given by

$$
C_{d}(\tau, \rho)=\left(\begin{array}{ll}
C_{d 11} & C_{d 12}  \tag{2.5}\\
C_{d 21} & C_{d 22}
\end{array}\right)
$$

where $C_{d \mu \nu}=\left(T^{\mu}\right)^{\prime} S T^{\nu}, 1 \leq \mu, \nu \leq 2$, are $t \times t$ matrices and $S=\left(I_{N}-\right.$ $\left.J_{N} / N\right) \otimes C^{\sim}$.

See Cheng and Wu (1980) for the case $C=I_{p}$. An application of Lemma 2.1 is: when $p=2$, optimality is independent of the covariance matrix. For any $C, C^{\sim}=\beta\left(\begin{array}{cc}1 & -1 \\ -1 & 1\end{array}\right), \beta$ a scalar, and scalar multiples of information matrices do not affect optimality. See Hedayat and Zhao (1990) for the case $C$ a correlation matrix.

Corollary 2.2. Any design which is optimal when $C=C_{0}$ is also optimal if

$$
\begin{equation*}
C=\alpha C_{0}+\gamma 1_{p}^{\prime}+1_{p} \gamma^{\prime}, \quad \alpha \text { a scalar, } \gamma \text { a p-dimensional vector } . \tag{2.6}
\end{equation*}
$$

Proof. The $C$ in (2.6) is the most general solution of the matrix equation, $C^{\sim}=\alpha^{-1} C_{0}^{\sim}$. Hence, $C_{d}(\tau, \rho)$ is the same for the covariance matrices (2.6) and $C=\alpha C_{0}$. Consequently, the same situation holds for the information matrix of treatment effects.

An application of Corollary 2.2 is: designs optimal with $C=I_{p}$ are also optimal with $C=\alpha I_{p}+\gamma 1_{p}^{\prime}+1_{p} \gamma^{\prime}$, a "type-H" matrix [Huynh and Feldt (1970)]. In fact, for any $C$ of this type,

$$
C^{\sim}=\alpha^{-1}\left(I_{p}-J_{p} / p\right) .
$$

Lemma 2.3. (i) The submatrices of $C_{d}(\tau, \rho)$ are given by

$$
\begin{equation*}
C_{d \mu \nu}=\sum_{i=1}^{N}\left(T_{i}^{\mu}-M^{\mu}\right)^{\prime} C^{\sim}\left(T_{i}^{\nu}-M^{\nu}\right), \quad 1 \leq \mu, \nu \leq 2 . \tag{2.7}
\end{equation*}
$$

(ii) The row and column sums of $C_{d \mu \nu}, 1 \leq \mu, \nu \leq 2$, are zero.
2.3. Treatment sequences: proportions and treatment/carryover incidence matrices. Let $\tau$ denote a treatment sequence characterized by a $p$-tuple of integers, $\tau=\left(t_{1}, t_{2}, \ldots, t_{p}\right), 1 \leq t_{j} \leq t$, where $t_{j}$ is the treatment given in the $j$ th period, $1 \leq j \leq p$. The matrices $T_{i}^{\mu}$ depend only on the treatment sequence to which a subject is assigned: $T_{\tau}^{\mu}=T_{i}^{\mu}$, where $T_{\tau}^{1}$ and $T_{\tau}^{2}$ are, respectively, the common treatment and carryover incidence matrices for all subjects assigned to $\tau$. If $n_{\tau}$ is the number of such subjects, then $N=\sum_{\tau} n_{\tau}$, where $\tau$-and in subsequent sums omitting the domain of $\tau$-runs over all $t^{p}$ treatment sequences. With $p_{\tau}=n_{\tau} / N$ the treatment sequence proportion,

$$
\begin{equation*}
1=\sum_{\tau} p_{\tau}, \quad p_{\tau} \geq 0 . \tag{2.8}
\end{equation*}
$$

2.4. $C_{d}(\tau, \rho)$ as a sum over treatment sequences and their proportions. The matrices $T_{\tau}, T_{\tau}^{\mu}, \hat{T}_{\tau}, \hat{T}_{\tau}^{\mu}$ and their convex means, $M_{d}, M_{d}^{\mu}, \hat{M}_{d}, \hat{M}_{d}^{\mu}$. The matrices $L_{d}, \hat{L}_{d}, \hat{L}_{d \mu \nu}$. Let $T_{\tau}$ be the $p \times 2 t$ matrix $T_{\tau}=\left[T_{\tau}^{1}, T_{\tau}^{2}\right]$. Consistent with (2.2), define the convex means, $M_{d}^{\mu}, M_{d}$, of the matrices $T_{\tau}^{\mu}, T_{\tau}$ by $M_{d}^{\mu}=$ $\Sigma_{\tau} p_{\tau} T_{\tau}^{\mu}, 1 \leq \mu \leq 2$, and $M_{d}=\Sigma_{\tau} p_{\tau} T_{\tau}$. Let $L_{d}=\Sigma_{\tau} p_{\tau} T_{\tau}^{\prime} C^{\sim} T_{\tau}$.

Lemma 2.4. The information matrix of treatment and carryover effects is given by the sum

$$
\begin{equation*}
C_{d}(\tau, \rho)=N \sum_{\tau} p_{\tau}\left(T_{\tau}-M_{d}\right)^{\prime} C^{\sim}\left(T_{\tau}-M_{d}\right) . \tag{2.9}
\end{equation*}
$$

From (2.9), $C_{d}(\tau, \rho)$ may be thought of as the weighted variance of the $T_{\tau}$ matrices occurring with multiplicity $N p_{\tau}$. A matrix version of a familiar identity is $C_{d}(\tau, \rho)=N L_{d}-N M_{d}^{\prime} C^{\sim} M_{d}$. More generally, for any $p \times 2 t$ matrix, $T$,

$$
\begin{equation*}
C_{d}(\tau, \rho)=N \sum_{\tau} p_{\tau}\left(T_{\tau}-T\right)^{\prime} C^{\sim}\left(T_{\tau}-T\right)-N\left(T-M_{d}\right)^{\prime} C^{\sim}\left(T-M_{d}\right) . \tag{2.10}
\end{equation*}
$$

Set $T=\left[J_{p, t}^{1}, J_{p, t}^{2}\right] / t$ and define $\hat{T}_{\tau}, \hat{T}_{\tau}^{1}, \hat{T}_{\tau}^{2}, \hat{M}_{d}, \hat{M}_{d}^{1}, \hat{M}_{d}^{2}$ and $\hat{L}_{d}$, the centered counterparts of the matrices without the "hats," by

$$
\begin{align*}
\hat{T}_{\tau} & =T_{\tau}-T=\left[\hat{T}_{\tau}^{1}, \hat{T}_{\tau}^{2}\right]=\left[T_{\tau}^{1}-J_{p, t}^{1} / t, T_{\tau}^{2}-J_{p, t}^{2} / t\right],  \tag{2.11}\\
\hat{M}_{d} & =M_{d}-T=\left[\hat{M}_{d}^{1}, \hat{M}_{d}^{2}\right]=\left[M_{d}^{1}-J_{p, t}^{1} / t, M_{d}^{2}-J_{p, t}^{2} / t\right], \\
\hat{L}_{d} & =\sum_{\tau} p_{\tau} \hat{T}_{\tau}^{\prime} C^{\sim} \hat{T}_{\tau} .
\end{align*}
$$

From (2.10),

$$
\begin{equation*}
C_{d}(\tau, \rho)=N \hat{L}_{d}-N\left(\hat{M}_{d}\right)^{\prime} C^{\sim} \hat{M}_{d} . \tag{2.14}
\end{equation*}
$$

Finally, define the $t \times t$ submatrices of $\hat{L}_{d}$,

$$
\begin{equation*}
\hat{L}_{d \mu \nu}=\sum_{\tau} p_{\tau}\left(\hat{T}_{\tau}^{\mu}\right)^{\prime} C^{\sim} \hat{T}_{\tau}^{\nu}, \quad 1 \leq \mu, \nu \leq 2 . \tag{2.15}
\end{equation*}
$$

3. Permuted and symmetric designs, convex combinations of designs. In this section, we discuss permuted designs, the convex combination of designs and symmetric designs. The exploitation of designs of these types is the theme of the method of this paper.
3.1. $P$, the array of proportions. Permuted designs and their information matrices. A repeated measurements design $d$ is specified by $P=\left(p_{\tau}\right)$, the $t^{p}$ proportions on the treatment sequences. Sometimes we refer to the design $d$ by $P$ and indicate the relation between $d$ and $P$ by $d \leftrightarrow P$. Let $\sigma$ denote a permutation of $\{1,2, \ldots, t\}$, that is, $\sigma$ is an element of the symmetric group, $S_{t}$. Let $\sigma \tau$ be the treatment sequence $\sigma \tau=\left(\sigma\left(t_{1}\right), \sigma\left(t_{2}\right), \ldots, \sigma\left(t_{p}\right)\right)$. For each $\sigma \in S_{t}$, define a new design, the permuted design, $P_{\sigma}$, by $P_{\sigma}=\left(p_{\sigma^{-1} \tau}\right)$, designated also by $d_{\sigma}$. Let $H_{\sigma}$ be the $t \times t$ matrix representing the permutation $\sigma$. Since $d_{\sigma}$ results from a relabelling of the treatments, the $d$ and $d_{\sigma}$ incidence matrices of the $i$ th subject and their means are related by

$$
\begin{align*}
T_{d_{\sigma}, i}^{\mu}=T_{d, i}^{\mu} H_{\sigma}, \quad M_{d_{\sigma}}^{\mu} & =M_{d}^{\mu} H_{\sigma}, \\
& \sigma \in S_{t}, \quad 1 \leq i \leq N, \quad 1 \leq \mu \leq 2 \tag{3.1}
\end{align*}
$$

It follows from (2.7) and (3.1) that

$$
\begin{align*}
C_{d_{\sigma} \mu \nu} & =H_{\sigma}^{\prime} C_{d \mu \nu} H_{\sigma}, \quad \sigma \in S_{t}, \quad 1 \leq \mu, \nu \leq 2, \\
C_{d_{\sigma}}(\tau, \rho) & =\left(I_{2} \otimes H_{\sigma}^{\prime}\right) C_{d}(\tau, \rho)\left(I_{2} \otimes H_{\sigma}\right), \quad \sigma \in S_{t},  \tag{3.2}\\
T_{\sigma \tau}^{\mu} & =T_{\tau}^{\mu} H_{\sigma}, \quad \sigma \in S_{t}, \quad 1 \leq \mu \leq 2, \tag{3.3}
\end{align*}
$$

and, with $C_{d}(\tau)$ the information matrix of treatment effects [see Shah and Sinha (1989), page 4],

$$
\begin{equation*}
C_{d_{\sigma}}(\tau)=H_{\sigma}^{\prime} C_{d}(\tau) H_{\sigma}, \quad \sigma \in S_{t} \tag{3.4}
\end{equation*}
$$

3.2. The convex combination of designs. For $1=\sum_{i=1}^{I} \alpha_{i}, \alpha_{i} \geq 0,1 \leq i \leq I$, the convex combination of the $I$ designs $d_{i} \leftrightarrow P^{i}=\left(p_{\tau}^{i}\right), 1 \leq i \leq I$, is $d_{\alpha} \leftrightarrow$
$P^{\alpha}=\left(p_{\tau}^{\alpha}\right)=\sum_{i=1}^{I} \alpha_{i} P^{i}$, where $p_{\tau}^{\alpha}=\sum_{i=1}^{I} \alpha_{i} p_{\tau}^{i}$. We write $d_{\alpha}=\sum_{i=1}^{I} \alpha_{i} d_{i}$. The $d_{\alpha}$ play an important part in the sequel. However, they may not exist in exact design theory. For example, $(1,2)$ and $(2,1)$ are two sequences of integers whose convex sum, $(1,2) / 2+(2,1) / 2=(3 / 2,3 / 2)$, is not a sequence of integers.

### 3.3. Concavity of $C_{d}(\tau)$ as a function of $d$.

Lemma 3.1 [Pukelsheim (1993), pages 74-77]. $A^{s}$, the Schur complement of $A$, is a concave, nonincreasing function of $A \geq 0$.

Let $\xi$ denote all the fixed effects in (1.1) and let $C_{d}(\xi)$ denote their information matrix.

Theorem 3.2. $\quad C_{d}(\tau)$ is a concave function of $d$ :

$$
\begin{equation*}
C_{d_{\alpha}}(\tau) \geq \sum_{i=1}^{I} \alpha_{i} C_{d_{i}}(\tau) . \tag{3.5}
\end{equation*}
$$

Proof. From $C_{d}(\xi)=N \sum_{\tau} p_{\tau} B_{\tau}$, where $B_{\tau}$ are fixed matrices,

$$
\begin{equation*}
C_{d_{\alpha}}(\xi)=\sum_{i=1}^{I} \alpha_{i} C_{d_{i}}(\xi) \tag{3.6}
\end{equation*}
$$

From (3.6), Lemma 3.1 and $C_{d}(\tau)=C_{d}^{s}(\xi)$ for a suitable Schur complement, we get (3.5).
3.4. Optimality of convex combinations of designs. Let $\Phi$ denote a concave information function, defined on the set of symmetric nonnegative matrices, of the type standard in optimality theory: $d$ is $\Phi$-optimal if it maximizes $\Phi\left(C_{d}(\tau)\right)$. If $\Phi$ is strictly concave, $d$ is strictly $\Phi$-optimal.

Lemma 3.3. (i) The set of $\Phi$-optimal designs is convex: if $d_{i}, 1 \leq i \leq I$, are $\Phi$-optimal designs, then so is $d_{\alpha}$. In particular, if $d$ is $\Phi$-optimal, then so is $d_{\alpha}=\sum_{\sigma \in S_{t}} \alpha_{\sigma} d_{\sigma}, 1=\sum_{\sigma \in S_{t}} \alpha_{\sigma}, \alpha_{\sigma} \geq 0, \sigma \in S_{t}$.
(ii) $C_{d}(\tau)=\beta\left(t I_{t}-J_{t}\right), \beta$ a scalar, for every strictly $\Phi$-optimal d.

Proof. (i) Equation (3.5) and the concavity of $\Phi$.
(ii) Equation (3.4) and Kiefer's (1975), Proposition 1 Remark.

Notes. (a) In a different problem, Silvey [(1980), page 17] notes the convexity of the set of optimal designs.
(b) Part (ii) also holds in exact design theory.
3.5. Symmetric optimal designs. A symmetric design generalizes the notion of a dual balanced design, introduced for $t=2$ by Laska and Meisner
(1985). Design $d$ is symmetric if

$$
\begin{equation*}
d=d_{\sigma}, \quad \sigma \in S_{t} \tag{3.7}
\end{equation*}
$$

that is, if the proportions of $d$ satisfy

$$
\begin{equation*}
p_{\sigma \tau}=p_{\tau}, \quad \sigma \in S_{t}, \quad \text { all } \tau \tag{3.8}
\end{equation*}
$$

For a model without fixed subject effects, Laska and Meisner (1985) proved that an optimal dual balanced design exists; for model (1.1), see Matthews (1987).

Theorem 3.4. A symmetric $\Phi$-optimal design exists.
Proof. Use Lemma 3.3(i) with $\alpha_{\sigma}=1 / t!, \sigma \in S_{t}$. The proportions in the $\Phi$-optimal design

$$
\begin{equation*}
P_{S}=\left(\sum_{\sigma \in S_{t}} P_{\sigma}\right) / t! \tag{3.9}
\end{equation*}
$$

satisfy (3.8).
We call $d_{S} \leftrightarrow P_{S}$ the symmetrized design of $d \leftrightarrow P$.
4. The information matrix of strictly $\Phi$-optimal and universally optimal designs. Here we derive a formula for the treatment effects information matrix of a design which is either strictly $\Phi$-optimal or universally optimal. Important roles in the analysis are played by the quadratic function associated to a treatment sequence, the quadratic function of the design and by symmetric and "symmetrized" designs. We briefly discuss the efficiency of nonoptimal designs.
4.1. The quadratic function associated to a treatment sequence. For each treatment sequence, $\tau$, define a nonnegative quadratic, $q_{\tau}(s)$, by

$$
\begin{align*}
q_{\tau}(s) & =\operatorname{tr}\left[\left(\hat{T}_{\tau}^{1}+s \hat{T}_{\tau}^{2}\right)^{\prime} C^{\sim}\left(\hat{T}_{\tau}^{1}+s \hat{T}_{\tau}^{2}\right)\right]  \tag{4.1}\\
& =q_{11}^{\tau}+2 q_{12}^{\tau} s+q_{22}^{\tau} s^{2}, \quad-\infty<s<\infty,
\end{align*}
$$

where

$$
\begin{equation*}
q_{\mu \nu}^{\tau}=\operatorname{tr}\left[\left(\hat{T}_{\tau}^{\mu}\right)^{\prime} C^{\sim} \hat{T}_{\tau}^{\nu}\right], \quad 1 \leq \mu, \nu \leq 2, \quad\left(q_{12}^{\tau}=q_{21}^{\tau}\right) . \tag{4.2}
\end{equation*}
$$

Note. Equation (4.1) defines a genuine quadratic. For,

$$
q_{22}^{\tau}=\operatorname{tr}\left[\left(\hat{T}_{\tau}^{2}\right)^{\prime} C^{\sim} \hat{T}_{\tau}^{2}\right]=0
$$

implies $0=\left(\hat{T}_{\tau}^{2}\right)^{\prime} C^{\sim} \hat{T}_{\tau}^{2}$ and then, from Pukelsheim [(1993), page 15] and (2.4), $0=C^{\sim} \hat{T}_{\tau}^{2}$, and $1_{p} x^{\prime}=\hat{T}_{\tau}^{2}=T_{\tau}^{2}-J_{p, t}^{2} / t$, where $x$, a $t$-dimensional column vector, must vanish since both $T_{\tau}^{2}$ and $J_{p, t}^{2}$ have zero first rows. This gives the contradictory $0=t T_{\tau}^{2}-J_{p, t}^{2}$. Both $q_{11}^{\tau}=0$ and $q_{11}^{\tau} q_{22}^{\tau}-\left(q_{12}^{\tau}\right)^{2}=0$ can and do occur.

Lemma 4.1. The quadratics corresponding to treatment sequences $\tau$ and $\sigma \tau$ are identical:

$$
q_{\sigma \tau}(s)=q_{\tau}(s), \quad \sigma \in S_{t} .
$$

Proof. This follows from (3.3) and (2.11).
Let $C^{-1}=\left(c^{j k}\right), 1 \leq j, k \leq p$, so that

$$
\begin{equation*}
C^{\sim}=\left(\tilde{c}^{j k}\right)=\left(c^{j k}-c^{j} c^{k} / c^{\mathrm{tot}}\right), \quad 1 \leq j, k \leq p, \tag{4.3}
\end{equation*}
$$

where $c^{j}$ are the row sums, and $c^{\text {tot }}=\sum_{j=1}^{p} \sum_{k=1}^{p} c^{j k}$ is the total sum, of $C^{-1}$. Let

$$
\delta_{\mu \nu}(\tau)=\left(\delta_{t_{j+1-\mu}}^{t_{k+1-\nu}}\right), \quad 1 \leq j, k \leq p, \quad 1 \leq \mu, \nu \leq 2
$$

(where the symbol $t_{0}$ is left undefined but $0 \equiv \delta_{t_{0}}^{t_{0}}=\delta_{m}^{t_{0}}, 1 \leq m \leq t$ ). A convenient computational formula for $q_{\mu \nu}^{\tau}$ is

$$
q_{\mu \nu}^{\tau}=\operatorname{tr}\left[\delta_{\mu \nu}(\tau) C^{\sim}\right]-\tilde{c}^{11} \delta_{\mu \nu}^{22} / t, \quad 1 \leq \mu, \nu \leq 2 .
$$

4.2. $Q(s, P)$, the quadratic of a design. Information matrix of a symmetric design. For any array of proportions, $P$, define the quadratic of a design, $Q(s, P)$, and its coefficients, $q_{\mu \nu}(P)\left[q_{12}(P)=q_{21}(P)\right]$, by

$$
Q(s, P)=\sum_{\tau} p_{\tau} q_{\tau}(s)=q_{11}(P)+2 q_{12}(P) s+q_{22}(P) s^{2},
$$

so that, from (2.15) and (4.2),

$$
\begin{equation*}
q_{\mu \nu}(P)=\operatorname{tr} \hat{L}_{d \mu \nu}, \quad 1 \leq \mu, \nu \leq 2 . \tag{4.4}
\end{equation*}
$$

Lemma 4.2. For any design, $P$, and its symmetrized design, $P_{S}, Q(s, P)=$ $Q\left(s, P_{S}\right)$.

Proof. Use Lemma 4.1 and (3.9).
Lemma 4.3. Suppose that $d \leftrightarrow P$ is a symmetric design. Then

$$
\begin{align*}
C_{d}(\tau, \rho) & =N\left(\begin{array}{ll}
q_{11}(P) & q_{12}(P) \\
q_{21}(P) & q_{22}(P)
\end{array}\right) \otimes\left(t I_{t}-J_{t}\right) / t(t-1),  \tag{4.5}\\
C_{d}(\tau) & =N\left(q_{11}(P)-q_{12}^{2}(P) / q_{22}(P)\right)\left(t I_{t}-J_{t}\right) / t(t-1)  \tag{4.6}\\
& =N \min _{-\infty<s<\infty} Q(s, P)\left(t I_{t}-J_{t}\right) / t(t-1), \\
\hat{M}_{d}^{\mu} & =0, \quad 1 \leq \mu \leq 2 . \tag{4.7}
\end{align*}
$$

Proof. If $d$ is symmetric, then (3.1) and (3.7) imply that

$$
\begin{equation*}
M_{d}=X \otimes 1_{t}^{\prime} \quad \text { where } X \text { is a } p \times 2 \text { matrix. } \tag{4.8}
\end{equation*}
$$

But from (2.1), $M_{d} 1_{t}=\left[1_{p}, 1_{p}^{2}\right]$. Hence, $X=\left[1_{p}, 1_{p}^{2}\right] / t$, which, with (4.8), implies (4.7). Similarly, Lemma 2.3(ii), (3.2) and (3.7) imply

$$
C_{d}(\tau, \rho)=\left(\begin{array}{ll}
\alpha_{11} & \alpha_{12}  \tag{4.9}\\
\alpha_{21} & \alpha_{22}
\end{array}\right) \otimes\left(t I_{t}-J_{t}\right), \quad d \text { symmetric, } \alpha_{\mu \nu} \text { scalars. }
$$

But from (2.14) and (4.7),

$$
\begin{equation*}
C_{d}(\tau, \rho)=N \hat{L}_{d}, \quad d \text { symmetric. } \tag{4.10}
\end{equation*}
$$

Hence, (4.5) follows from (4.4), (4.9)-(4.10) and

$$
t(t-1) \alpha_{\mu \nu}=\operatorname{tr} C_{d \mu \nu}=N \operatorname{tr} \hat{L}_{d \mu \nu}, \quad 1 \leq \mu, \nu \leq 2, \quad d \text { symmetric. }
$$

Equation (4.6) is obtained by taking Schur complements of (4.5).
4.3. The maximum of $\Phi\left(C_{d}(\tau)\right)$, for any $\Phi$. The information matrix of a strictly $\Phi$-optimal (resp. universally optimal) design.

Theorem 4.4. Let

$$
\begin{equation*}
b=\max _{P} \min _{-\infty<s<\infty} Q(s, P) . \tag{4.11}
\end{equation*}
$$

Then
(i) for any $\Phi$,

$$
\begin{equation*}
\max _{d} \Phi\left(C_{d}(\tau)\right)=N b \Phi\left(t I_{t}-J_{t}\right) / t(t-1) . \tag{4.12}
\end{equation*}
$$

(ii) $d$ is $\Phi$-optimal for $\Phi$ strictly concave (resp. universally optimal) if and only if its treatment effects information matrix is

$$
\begin{equation*}
C_{d}(\tau)=N b\left(t I_{t}-J_{t}\right) / t(t-1) \tag{4.13}
\end{equation*}
$$

Proof. From Theorem 3.4, Lemma 4.2 and (4.6), for any $\Phi$,

$$
\begin{align*}
\max _{d} \Phi\left(C_{d}(\tau)\right) & =\max _{d \text { symmetric }} \Phi\left(C_{d}(\tau)\right)  \tag{4.14}\\
& =N \Phi\left(t I_{t}-J_{t}\right) \max _{P} \min _{-\infty<s<\infty} Q(s, P) / t(t-1),
\end{align*}
$$

which is (4.12).
Necessity of (4.13): If $\Phi$ is strictly concave, (4.14) also shows that, in Lemma 3.3(ii), $\beta=N b / t(t-1)$. If $d$ is universally optimal, then, of course, it is optimal for the strictly concave $\Phi$ 's, so (4.13) is also true in this case.

Sufficiency of (4.13): this follows from (4.12).
4.4. Minimax and quadratics. The study of the $b$ in (4.11) is the subject of this section. We present an analysis for any quadratics, rather than just for the quadratics (4.1). One can, for example, apply these results to the quadratics obtained from (4.1) with $C^{-1}$ in place of $C^{\sim}$, which occur in Laska and Meisner (1985). Suppose that $B_{i}(x), 1 \leq i \leq I$, are nonnegative, nonconstant quadratics in $x: B_{i}(x)=a_{i}+b_{i} x+c_{i} x^{2} \geq 0,-\infty<x<\infty, c_{i}>0,1 \leq i \leq I$.

Define the scalars $a, b$ and the function $B(x)$ by

$$
\begin{align*}
B(x) & =\max _{1 \leq i \leq I}\left\{B_{i}(x)\right\}, \quad-\infty<x<\infty \\
b & =\min _{-\infty<x<\infty} B(x)  \tag{4.15}\\
B(a) & =\min _{-\infty<x<\infty} \max _{1 \leq i \leq I}\left\{B_{i}(x)\right\}=b \tag{4.16}
\end{align*}
$$

The quantity $a$ is uniquely defined by (4.16), since $B_{i}(x)$ is a convex function and $B(x)$, the maximum of convex functions, is convex and is not constant on any interval. [For simplicity, we use the same symbol " $b$ " in (4.11) and (4.15). When the quadratics are (4.1), Theorem 4.5 shows that the two $b$ 's are identical.] Let $\mathscr{N} \subset\{1,2, \ldots, I\}$ be the set of indices for which

$$
\begin{equation*}
b=B(a)=B_{i}(a), \quad i \in \mathscr{N} . \tag{4.17}
\end{equation*}
$$

In a neighborhood of $x=a, B(x)$ depends only on the quadratics whose indices are in $\mathscr{N}$ : for $\delta>0$ sufficiently small, $B(x)=\max _{i \in \mathscr{N}}\left\{B_{i}(x)\right\}, a-\delta<$ $x<a+\delta$. With $S_{I}$ the simplex in Section 3.2, define

$$
B(x, \alpha)=\sum_{i=1}^{I} \alpha_{i} B_{i}(x), \quad-\infty<x<\infty, \quad \alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{I}\right) \in S_{I}
$$

Theorem 4.5. (i) $B(x, \alpha)$ has the minimax property

$$
\begin{equation*}
\max _{\alpha \in S_{I}} \min _{-\infty<x<\infty} B(x, \alpha)=\min _{-\infty<x<\infty} \max _{\alpha \in S_{I}} B(x, \alpha)=b . \tag{4.18}
\end{equation*}
$$

(ii) The two equations

$$
\begin{equation*}
B(x, \alpha)=b \tag{4.19a}
\end{equation*}
$$

and

$$
\begin{equation*}
B^{\prime}(x, \alpha)=\sum_{i=1}^{I} \alpha_{i} B_{i}^{\prime}(x)=0 \tag{4.19b}
\end{equation*}
$$

are simultaneously satisfied if and only if

$$
\begin{align*}
x & =a,  \tag{4.20}\\
\alpha_{i} & =0, \quad i \notin \mathscr{N},  \tag{4.21a}\\
1 & =\sum_{i \in \mathscr{N}} \alpha_{i}, \quad \alpha_{i} \geq 0, \quad i \in \mathscr{N},  \tag{4.21b}\\
B^{\prime}(a, \alpha) & =\sum_{i \in \mathscr{N}} \alpha_{i} B_{i}^{\prime}(a)=0 . \tag{4.22}
\end{align*}
$$

Moreover, a solution of (4.21)-(4.22) exists with either one or two nonzero $\alpha_{i}$ 's.
Proof. (i) It is obvious that

$$
\begin{aligned}
\max _{\alpha \in S_{I}} \min _{-\infty<x<\infty} B(x, \alpha) & \leq \min _{-\infty<x<\infty} \max _{\alpha \in S_{I}} B(x, \alpha) \\
& =\min _{-\infty<x<\infty} \max _{1 \leq i \leq I} B_{i}(x)=\min _{-\infty<x<\infty} B(x)=b .
\end{aligned}
$$

To prove (4.18), we show that

$$
\begin{equation*}
\min _{-\infty<x<\infty} B(x, \alpha)=b \quad \text { for some } \alpha \in S_{I} \tag{4.23}
\end{equation*}
$$

Case 1. There is an $i^{*} \in \mathscr{N}$ such that $B_{i^{*}}^{\prime}(a)=0$. Then min $\operatorname{mos}_{-\infty<\infty} B_{i^{*}}(x)$ $=B_{i^{*}}(a)=b$. Hence, (4.23) holds for $\alpha_{i}^{*}=\delta_{i}^{i^{*}}$.

Case 2. There are $i_{1}, i_{2} \in \mathscr{N}$ such that $B_{i_{1}}^{\prime}(a)>0$ and $B_{i_{2}}^{\prime}(a)<0$. Then for

$$
\begin{align*}
\alpha_{i}^{*} & =-B_{i_{2}}^{\prime}(a) /\left(B_{i_{1}}^{\prime}(a)-B_{i_{2}}^{\prime}(a)\right), \quad \text { if } i=i_{1} \\
& =B_{i_{1}}^{\prime}(a) /\left(B_{i_{1}}^{\prime}(a)-B_{i_{2}}^{\prime}(a)\right), \quad \text { if } i=i_{2}  \tag{4.24}\\
& =0, \quad \text { otherwise }
\end{align*}
$$

we get $B^{\prime}\left(a, \alpha^{*}\right)=0$ and therefore (4.23) holds for the $\alpha^{*}$ in (4.24). The solutions of (4.22) given in cases 1 and 2 have at most two components of $\alpha$ nonzero.

Case 3. The derivatives $B_{i}^{\prime}(a), i \in \mathscr{N}$, have the same sign. This case cannot occur because $B(x)$ would be strictly increasing or decreasing in a neighborhood of $x=a$ and could not attain the minimum (4.23) there.
(ii) For an $x$ and $a$ satisfying (4.19),

$$
\begin{equation*}
b=\sum_{i=1}^{I} \alpha_{i} B_{i}(x) \leq \sum_{i=1}^{I} \alpha_{i} B_{i}(a)=\sum_{i \in \mathscr{N}} \alpha_{i} B_{i}(a)+\sum_{i \notin \mathscr{N}} \alpha_{i} B_{i}(a) \tag{4.25}
\end{equation*}
$$

But

$$
\begin{equation*}
b>B_{i}(a), \quad i \notin \mathscr{N} \tag{4.26}
\end{equation*}
$$

and if (4.21a) were not true, (4.17), (4.25) and (4.26) would give a contradiction. If (4.20) were not true, then (4.17) and (4.25) with (4.21) inserted gives the contradictory

$$
b=\sum_{i \in \mathscr{N}} \alpha_{i} B_{i}(x)<\sum_{i \in \mathscr{N}} \alpha_{i} B_{i}(a)=b
$$

Hence (4.20) is true and (4.22) results from (4.19b).
The concluding result of this section is an algorithm for calculating $a, b$ and the set $\mathscr{N}$. Let $1 \leq i, j \leq I$. An intersection point of $B_{i}(x)$ and $B_{j}(x)$, that is, a point $\left(x_{i j}, y_{i j}\right)$ such that

$$
y_{i j}=B_{i}\left(x_{i j}\right)=B_{j}\left(x_{i j}\right)
$$

is called admissible if $B_{i}^{\prime}\left(x_{i j}\right) \leq 0$ and $B_{j}^{\prime}\left(x_{i j}\right) \geq 0$. In this definition, we do not exclude $i=j$, in which case $\left(x_{i i}, y_{i i}\right)=\left(-b_{i} / 2 c_{i}, a_{i}-b_{i}^{2} / 4 c_{i}\right)$ is still called an admissible "intersection" point.

LEMMA 4.6. (i) $B_{i}(x)$ and $B_{j}(x)$ have at most one admissible intersection point.
(ii)

$$
b=\max _{\substack{1 \leq i \leq j \leq I \\\left(x_{i j}, y_{i j}\right) \\ \text { admissible }}} y_{i j}
$$

(iii) $a=x_{m n}$, where $(m, n)$ is any pair such that $b=y_{m n}$.

Indication of proof. Use $\max _{\alpha \in S_{I}} B(x, \alpha)=\max _{1 \leq i \leq I} B_{i}(x)$ and (4.18).
For the set of quadratics $\left\{q_{\tau}(s)\right\}$, define $a, b$ and $q(s)$ by

$$
\begin{align*}
q(s) & =\max _{\tau}\left\{q_{\tau}(s)\right\}, \quad-\infty<s<\infty,  \tag{4.27}\\
b & =\min _{-\infty<s<\infty} q(s),  \tag{4.28}\\
q(a) & =\min _{-\infty<s<\infty} \max _{\tau}\left\{q_{\tau}(s)\right\}=b . \tag{4.29}
\end{align*}
$$

Let $\mathscr{T}$ be the set of treatment sequences at which minimax (4.29) is achieved:

$$
\begin{equation*}
b=q(a)=q_{\tau}(a), \quad \tau \in \mathscr{T} . \tag{4.30}
\end{equation*}
$$

When $C$ is known, $a, b$ and $\mathscr{T}$ can be rapidly determined by Lemma 4.6. From (4.21a), in an optimal design,

$$
\begin{equation*}
p_{\tau}=0, \quad \tau \in \mathscr{T} . \tag{4.31}
\end{equation*}
$$

Hence the support of any optimal design is a subset, possibly proper, of $\mathscr{T}$.
4.5. Design efficiency. The $\Phi$-efficiency of design $d$ is defined as

$$
\begin{equation*}
\operatorname{eff}_{\Phi}(d)=\Phi\left(C_{d}(\tau)\right) / \Phi\left(C_{d^{*}}(\tau)\right), \tag{4.32}
\end{equation*}
$$

where $d$ is any design and $d^{*}$ is $\Phi$-optimal. The denominator in (4.32) is given by (4.12). If $d \leftrightarrow P$ is symmetric, the numerator in (4.32) is obtained from (4.6), yielding

$$
\begin{equation*}
\operatorname{eff}(d)=b_{d} / b, \quad d \text { symmetric }, \tag{4.33}
\end{equation*}
$$

where

$$
b_{d}=\min _{-\infty<s<\infty} Q(s, P)=q_{11}(P)-q_{12}^{2}(P) / q_{22}(P) .
$$

We omit $\Phi$ in (4.33) because, for symmetric $d$, $\Phi$-efficiency is independent of $\Phi$.
5. The optimality equations. The matrix equation (4.13) can be considered to be a very complicated system of equations for the proportions of a universally optimal (resp. strictly $\Phi$-optimal) design. However, it is possible to reduce (4.13) to a system of linear equations featuring the matrices $\hat{L}_{d \mu \nu}$ and $\hat{M}_{d}^{\mu}$. These matrices are much simpler than $C_{d}(\tau)$. The entries in $C_{d}(\tau, \rho)$ are quadratic functions of the proportions and those of $\hat{L}_{d}$ and $\hat{M}_{d}$ are linear functions of the proportions. In this section, if $R$ is a $2 t \times 2 t$ matrix, then the $t \times t$ submatrices $R_{i j}, 1 \leq i, j \leq 2$, are defined as in (2.5). $R^{+}$denotes the Moore-Penrose inverse of $R$. If $w$ is a scalar, then $w^{+}=1 / w, w \neq 0$ and $0^{+}=0$.
5.1. The matrix $\hat{L}_{d}^{s}$.

Lemma 5.1. If $R \geq 0$ is a $2 t \times 2 t$ matrix, then

$$
\begin{equation*}
\operatorname{tr} R^{s} \leq \operatorname{tr} R_{11}-\left(\operatorname{tr} R_{12}\right)^{2}\left(\operatorname{tr} R_{22}\right)^{+} . \tag{5.1}
\end{equation*}
$$

Proof. From Pukelsheim [(1993), page 75], for $T=\left(I_{t}, X_{t}\right)^{\prime}, X_{t}$ a $t \times t$ matrix,

$$
\begin{equation*}
T^{\prime} R T=R^{s}+\left(X_{t}+R_{22}^{+} R_{21}\right)^{\prime} R_{22}\left(X_{t}+R_{22}^{+} R_{21}\right) \tag{5.2}
\end{equation*}
$$

Set $X_{t}=x I_{t}, x$ a scalar. Then $R^{s} \leq T^{\prime} R T=R_{11}+x R_{12}+x R_{21}+x^{2} R_{22}$ and

$$
\begin{equation*}
\operatorname{tr} R^{s} \leq \operatorname{tr} R_{11}+2 x \operatorname{tr} R_{12}+x^{2} \operatorname{tr} R_{22}, \quad \text { all } x . \tag{5.3}
\end{equation*}
$$

In (5.3), set $x=-\left(\operatorname{tr} R_{12}\right)\left(\operatorname{tr} R_{22}\right)^{+}$to obtain (5.1).
Lemma 5.2. (i) For any d,

$$
\begin{equation*}
C_{d}(\tau, \rho) \leq N \hat{L}_{d} . \tag{5.4}
\end{equation*}
$$

(ii) If d is optimal, then

$$
\begin{equation*}
C_{d}(\tau)=N \hat{L}_{d}^{s} . \tag{5.5}
\end{equation*}
$$

Proof. (i) This follows from (2.14).
(ii) From (5.4),

$$
\begin{equation*}
C_{d}(\tau)=C_{d}^{s}(\tau, \rho) \leq N \hat{L}_{d}^{s} . \tag{5.6}
\end{equation*}
$$

From (4.4), Lemma 5.1 and (4.13),

$$
\begin{equation*}
N \operatorname{tr} \hat{L}_{d}^{s} \leq N\left(q_{11}(P)-q_{12}^{2}(P) / q_{22}(P)\right)=\operatorname{tr} C_{d}(\tau) . \tag{5.7}
\end{equation*}
$$

Equation (5.5) follows from (5.6) and (5.7).

### 5.2. First form of the optimality equations.

Theorem 5.3. With $a, b$ and $\mathscr{T}$ given in (4.28)-(4.30), $\hat{T}_{\tau}^{\mu}, \hat{M}_{d}^{\mu}$ in (2.11)-(2.12) and $C^{\sim}$ in (2.3), $d$ is a universally optimal (resp. strictly Ф-optimal) design in approximate design theory iff the treatment sequence proportions, $p_{\tau}$, satisfy the linear equations

$$
\begin{align*}
\sum_{\tau \in \mathscr{T}} p_{\tau}\left(\left(\hat{T}_{\tau}^{1}\right)^{\prime} C^{\sim} \hat{T}_{\tau}^{1}+a\left(\hat{T}_{\tau}^{1}\right)^{\prime} C^{\sim} \hat{T}_{\tau}^{2}\right) & =b\left(t I_{t}-J_{t}\right) / t(t-1),  \tag{5.8}\\
\sum_{\tau \in \mathscr{T}} p_{\tau}\left(\left(\hat{T}_{\tau}^{2}\right)^{\prime} C^{\sim} \hat{T}_{\tau}^{1}+a\left(\hat{T}_{\tau}^{2}\right)^{\prime} C^{\sim} \hat{T}_{\tau}^{2}\right) & =0, \\
C^{\sim}\left(\sum_{\tau \in \mathscr{T}} p_{\tau}\left(\hat{T}_{\tau}^{1}+a \hat{T}_{\tau}^{2}\right)\right) & =0,  \tag{5.10}\\
p_{\tau} & =0, \quad \text { if } \tau \notin \mathscr{T} . \tag{5.11}
\end{align*}
$$

Proof. With $\hat{L}_{d \mu \nu}$ given in (2.15), we will prove (5.8)-(5.10) in the form

$$
\begin{align*}
\hat{L}_{d 11}+a \hat{L}_{d 12} & =b\left(t I_{t}-J_{t}\right) / t(t-1),  \tag{5.8}\\
\hat{L}_{d 21}+a \hat{L}_{d 22} & =0,  \tag{5.9}\\
C^{\sim}\left(\hat{M}_{d}^{1}+a \hat{M}_{d}^{2}\right) & =0 . \tag{5.10}
\end{align*}
$$

Let $f$ be a symmetric optimal design and $g=d / 2+f / 2$, an optimal design from Lemma 3.3(i). Set $A=\hat{L}_{f}, B=\hat{L}_{d}$ and $D=\hat{L}_{g}=A / 2+B / 2$. From (5.2) for $R=A, B$ and $D$, (4.13) and (5.5),

$$
\begin{align*}
& \left(X_{t}+A_{22}^{+} A_{21}\right)^{\prime} A_{22}\left(X_{t}+A_{22}^{+} A_{21}\right) \\
& \quad+\left(X_{t}+B_{22}^{+} B_{21}\right)^{\prime} B_{22}\left(X_{t}+B_{22}^{+} B_{21}\right)  \tag{5.12}\\
& \quad=\left(X_{t}+D_{22}^{+} D_{21}\right)^{\prime} D_{22}\left(X_{t}+D_{22}^{+} D_{21}\right), \text { for all } X_{t} .
\end{align*}
$$

Setting $X_{t}=-D_{22}^{+} D_{21}$ in (5.12), we obtain $0=Y^{\prime} A_{22} Y+W^{\prime} B_{22} W$, where $Y=-D_{22}^{+} D_{21}+A_{22}^{+} A_{21}$ and $W=-D_{22}^{+} D_{21}+B_{22}^{+} B_{21}$, implying $0=Y^{\prime} A_{22} Y$ $=W^{\prime} B_{22} W$, and from Pukelsheim [(1993), page 15],

$$
\begin{equation*}
0=A_{22} Y=B_{22} W \tag{5.13}
\end{equation*}
$$

From (2.13), the row and column sums of $A_{\mu \nu}, B_{\mu \nu}$ and $D_{\mu \nu}, 1 \leq \mu, \nu \leq 2$, vanish and, therefore, so do those of $Y$. From (4.10) and Lemma 4.3, $A_{\mu \nu}=$ $q_{\mu \nu}(P)\left(t I_{t}-J_{t}\right) / t(t-1), 1 \leq \mu, \nu \leq 2$, where $f \leftrightarrow P$, and from Section 4.1, $q_{22}(P) \neq 0$. Hence, the first equality in (5.13) implies $0=Y=-D_{22}^{+} D_{21}-$ $a\left(I_{t}-J_{t} / t\right)$ and then the second equality in (5.13) implies

$$
\begin{equation*}
W=a\left(I_{t}-J_{t} / t\right)+B_{22}^{+} B_{21} . \tag{5.14}
\end{equation*}
$$

Equations (5.13)-(5.14) give (5.9)': $0=B_{21}+a B_{22}=\hat{L}_{d 21}+a \hat{L}_{d 22}$. Equation (5.8)' follows from (4.13), (5.5) and (5.9)':

$$
\begin{aligned}
b\left(t I_{t}-J_{t}\right) / t(t-1) & =N^{-1} C_{d}(\tau)=\hat{L}_{d 11}-\hat{L}_{d 12} \hat{L}_{d 22}^{+} \hat{L}_{d 21} \\
& =\hat{L}_{d 11}+a \hat{L}_{d 12} \hat{L}_{d 22}^{+} \hat{L}_{d 22} \\
& =\hat{L}_{d 11}+a \hat{L}_{d 12} .
\end{aligned}
$$

Finally, from (4.13), (5.3) with $R=C_{d}(\tau, \rho)$, (2.14) and (4.4),

$$
\begin{align*}
N b & =\operatorname{tr} C_{d}(\tau) \leq \operatorname{tr}\left[C_{d 11}+2 x C_{d 12}+x^{2} C_{d 22}\right] \\
& =N Q(x, P)-N \operatorname{tr}\left[\left(\hat{M}_{d}^{1}+x \hat{M}_{d}^{2}\right)^{\prime} C^{\sim}\left(\hat{M}_{d}^{1}+x \hat{M}_{d}^{2}\right)\right], \tag{5.15}
\end{align*}
$$

and setting $x=a$ in (5.15), gives $b \leq b-\operatorname{tr}\left[\left(\hat{M}_{d}^{1}+a \hat{M}_{d}^{2}\right)^{\prime} C^{\sim}\left(\hat{M}_{d}^{1}+a \hat{M}_{d}^{2}\right)\right]$. Hence, $0=\operatorname{tr}\left[\left(\hat{M}_{d}^{1}+a \hat{M}_{d}^{2}\right)^{\prime} C^{\sim}\left(\hat{M}_{d}^{1}+a \hat{M}_{d}^{2}\right)\right]$, equivalent to (5.10).
5.3. Second form of the optimality equations. Define treatment-period proportion sums by $P_{m}^{j}=\sum_{\tau} p_{\tau} \delta_{t_{j}}^{m}=\sum_{t_{j}=m} p_{\tau}, \quad P_{m n}^{j k}=\Sigma_{\tau} p_{\tau} \delta_{t_{j}}^{m} \delta_{t_{k}}^{n}=$ $\sum_{\left(t_{i}, t_{k}\right)=(m, n)} p_{\tau}, 1 \leq j, k \leq p, 1 \leq m, n \leq t$, and treatment proportion sums by $P_{m} \stackrel{L_{j=1}}{=} \sum_{j=1}^{m} P_{m}^{j}, 1 \leq m \leq t$. Set $P_{m n}^{j 0}=P_{m n}^{0 j}=P_{m n}^{00}=P_{m}^{0}=0,1 \leq j \leq p, 1 \leq$ $m, n \leq t$.

Theorem 5.4. The optimality equations in Theorem 5.3 are equivalent to (5.11) and the following linear system:

$$
\begin{aligned}
& b\left(t \delta_{m n}-1\right) / t^{2}(t-1)+(a / t) w_{m} u \\
&=\sum_{j, k=1}^{p}\left(P_{m n}^{j, k}+a P_{m n}^{j, k-1}\right) \tilde{c}^{j k}, \quad 1 \leq m, n \leq t, \\
&-w_{m} u / t+a \tilde{c}^{11} / t^{2}=\sum_{j, k=1}^{p}\left(P_{m n}^{j-1, k}+a P_{m n}^{j-1, k-1}\right) \tilde{c}^{j k}, \quad 1 \leq m, n \leq t, \\
& P_{m}^{j}=w_{m} s_{j}+1 / t, \quad 1 \leq m \leq t, 1 \leq j \leq p,
\end{aligned}
$$

where $a, b$ and $\mathscr{T}$ are as given in Theorem 5.3 and $\tilde{c}^{j k}$ in (4.3); $s_{j}=(1-$ $\left.(-a)^{j}\right) /(1+a), \quad 1 \leq j \leq p ; \quad w_{m}=w\left(P_{m}-p / t\right), \quad 1 \leq m \leq t ; \quad w=(1+a)^{2} /$ $\left(p+a\left(1+p-(-a)^{p}\right)\right) ; u=(1+a)^{-1} \sum_{j=1}^{p}(-a)^{j} \tilde{c}^{j 1}$. (If $a=-1$, formulas for $s_{j}$ and $u$ are obtained by taking limits.)

Indication of proof. Sum (5.8)-(5.10) using $T_{\tau}^{\mu}=\left(\delta_{t_{j+1-\mu}}^{m}\right), 1 \leq j \leq p$, $1 \leq m \leq t$ for $1 \leq \mu \leq 2$.
5.4. Symmetry blocks, inequivalent treatment sequences, symmetric and symmetrized designs. The "symmetry block," $\langle\kappa\rangle$, a set of treatment sequences, is defined by $\langle\kappa\rangle=\left\{\tau: \tau=\sigma \kappa, \sigma \in S_{t}\right\}=$ the orbit of $\kappa$ under $S_{t}$. $\operatorname{card}\langle\kappa\rangle=(t)_{k}=t(t-1) \cdots(t-k+1)$, where $k=$ number of distinct integers in $\kappa=\left(k_{1}, k_{2}, \ldots, k_{p}\right)$. Call $\kappa_{1}$ equivalent to $\kappa_{2}$ iff $\kappa_{1}=\sigma \kappa_{2}, \sigma \in S_{t}$. Let $\kappa$ run over a set of inequivalent treatment sequences. Then

$$
\text { all } t^{p} \text { treatment sequences }=\bigcup_{\kappa}\langle\kappa\rangle
$$

is a disjoint union. In a symmetric design, $P=\left(p_{\tau}\right)$, proportions are the same for every treatment sequence in a symmetry block:

$$
\begin{align*}
p_{\tau} & =p_{\kappa}, \quad \text { if } \tau \in\langle\kappa\rangle,  \tag{5.16a}\\
1 & =\sum_{\kappa} \operatorname{card}\langle\kappa\rangle p_{\kappa}, \quad p_{\kappa} \geq 0, \tag{5.16b}
\end{align*}
$$

where the $\kappa$ in (5.16b)-and in subsequent sums in this section-runs over a set of inequivalent treatment sequences. In any design, $P$, let

$$
\begin{equation*}
P_{\kappa}=\sum_{\tau \in\langle\kappa\rangle} p_{\tau} \tag{5.17a}
\end{equation*}
$$

denote the sum of proportions over symmetry block $\langle\kappa\rangle$. Thus

$$
\begin{equation*}
1=\sum_{\kappa} P_{\kappa} \tag{5.17b}
\end{equation*}
$$

The proportions of the symmetrized design (3.9) are given by

$$
\begin{equation*}
p_{\tau}^{S}=P_{\kappa} / \operatorname{card}\langle\kappa\rangle, \quad \text { if } \tau \in\langle\kappa\rangle . \tag{5.18}
\end{equation*}
$$

5.5. A condition necessary for an optimal design and necessary and sufficient for a symmetric optimal design.

Theorem 5.5. (i) The equation

$$
\begin{equation*}
0=\sum_{\kappa \in \mathscr{T}} P_{\kappa} q_{\kappa}^{\prime}(a) \tag{5.19}
\end{equation*}
$$

is a necessary condition that d be universally optimal, where $P_{\kappa}$ is given in (5.17a) and the $\kappa$ in (5.19) runs over inequivalent treatment sequences in $\mathscr{T}$.
(ii) A symmetric design is optimal iff (5.11) and (5.19) hold.

Proof. Lemma 4.2, Theorem 4.4(i) and Theorem 4.5 imply (5.19). If $d$ is symmetric and (5.19) holds, then (4.6) and Theorem 4.5 imply that $d$ is optimal.

Note. We write simply "optimal" in Theorem 5.5 because it is true for any $\Phi$.

Corollary 5.6. If $\mathscr{T}$ contains two or more inequivalent treatment sequences, then there exists a universally optimal symmetric design, consisting of just two symmetry blocks, $\left\langle\kappa_{1}\right\rangle$ and $\left\langle\kappa_{2}\right\rangle$, with sum of proportions $P_{\kappa_{i}}$, $1 \leq i \leq 2$, given by

$$
\begin{align*}
& P_{\kappa_{1}}=-q_{\kappa_{2}}^{\prime}(a) /\left(q_{\kappa_{1}}^{\prime}(a)-q_{\kappa_{2}}^{\prime}(a)\right), \\
& P_{\kappa_{2}}=q_{\kappa_{1}}^{\prime}(a) /\left(q_{\kappa_{1}}^{\prime}(a)-q_{\kappa_{2}}^{\prime}(a)\right) \tag{5.20}
\end{align*}
$$

and proportions $p_{\kappa_{i}}=P_{\kappa_{i}} /(t)_{\kappa_{i}}$. If all treatment sequences in $\mathscr{T}$ are equivalent, that is, if $\mathscr{T}=\langle\kappa\rangle$, then there exists a universally optimal symmetric design with common proportion $p_{\kappa}=1 /(t)_{k}$.

Proof. Equation (5.20) results from (5.19) when just two $P_{\kappa}$ 's are nonzero. If $\mathscr{T}$ consists of two symmetry blocks, then the derivatives in (5.20) are automatically of opposite sign. Otherwise, choose $\kappa_{1}$ and $\kappa_{2}$ to be any treatment sequences in $\mathscr{T}$ such that $q_{\kappa_{i}}^{\prime}(a)$ have opposite signs.
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