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A CHARACTERIZATION OF A NEUTRAL TO THE RIGHT
PRIOR VIA AN EXTENSION OF JOHNSON’S

SUFFICIENTNESS POSTULATE

By Stephen Walker1 and Pietro Muliere

Imperial College and Università degli Studi di Pavia

In this paper we present a new characterization and perspective on
a neutral to the right prior. This characterization is based on a sequence
of predictive laws which provides explicitly the posterior parameters and
Bayes estimators for such a prior.

1. Introduction. Let X1�X2� � � � be an exchangeable sequence of ran-
dom variables defined on �0�∞�. From de Finetti’s representation theorem
[de Finetti (1937)] there exists a random distribution F conditional on which
X1�X2� � � � are iid from F. That is, there exists a probability (or de Finetti)
measure, defined on the space of probability measures on �0�∞�, such that
the joint distribution of X1� � � � �Xn, for any n, can be written as

P�X1 ∈ A1� � � � �Xn ∈ An� =
∫ { n∏
i=1

F�Ai�
}
µ�dF��

where µ is the de Finetti (or prior) measure. The problem is how to select the
prior. One approach is to select µ by appealing to prior information about F
and attempting to incorporate this information into µ. This is often a difficult
task for nonparametric priors. Alternatively, we may assume the sequence of
predictive laws, � �Xn+1 � X1� � � � �Xn�, obeys or exhibits some characteristic
or property. In practical applications it may be that the form of the predictive
law may be an adequate description of our state of knowledge. We will consider
an example.

Example 1. In the 1920s the English philosopher W. E. Johnson discov-
ered a characterization of the Dirichlet distribution and process [Zabell
(1982)]. This was arrived at via a form of predictive, on discrete cells, given by

P
(
Xn+1 = k �X1� � � � �Xn

) = fk�nk��
that is, the conditional probability of an outcome in cell k only depends on the
number of previous outcomes in that cell. This form of predictive is a natural
way of thinking nonparametrically.

More recent characterizations in the continuous framework are provided by
Regazzini (1978) and Lo (1991); let X1� � � � �Xn be an exchangeable sequence
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defined on some space  and assume, for every n ≥ 1 and set A,

P
(
Xn+1 ∈ A �X1� � � � �Xn

) = α�A� +
∑n
i=1 δXi�A�

α�� + n �

where α is a finite measure on . The prevision is given by a mixture of the
empirical measure and the prior measure α. Regazzini (1978) and Lo (1991)
prove this prevision is a characteristic property of the Dirichlet process prior. A
similar characterization has been given for Pólya trees by Walker and Muliere
(1997b).

In the present note, Johnson’s result is extended to the case of a neutral to
the right exchangeable sequence. We show that if X1�X2� � � � is a sequence of
random variables, with each Xi defined on �0�∞�, such that

P
(
Xn+1 > t �X1� � � � �Xn

) = t∏
0

[
1 − d��s� n�s��m�s��]�

where n�s� = ∑
i I�Xi = s�, m�s� = ∑

i I�Xi > s�,
d��s� n�m�[1 − d��s� n+ 1�m�] = d��s� n�m+ 1�[1 − d��s� n�m�]�

for all s > 0 and nonnegative integers n�m, and
∏t

0 represents a product
integral, then the sequence is exchangeable with de Finetti measure or prior a
neutral to the right process. Note that here we are counting n�·� on the hazard
d��·� rather than on the density and including m�·�. This would appear to be
appropriate for survival models where there is often censored data and so n�·�
will not adequately capture all the information on its own. Hence the form
of the predictive is intuitive for modelling survival data. The use of product
integrals is now well established within nonparametric survival analysis [Gill
and Johansen (1990), Andersen, Borgan, Gill and Keiding (1993)].

An important consequence of our characterization is that we are able to
obtain Bayesian nonparametric estimators of a survival function without re-
course to Lévy theory. For example, the estimator derived from the beta-Stacy
process [Walker and Muliere (1997a)] arises when

d��s� n�s��m�s�� = �dα�s� + n�s��/�β�s� + n�s� +m�s��
for suitable α and β. Here α and β are the parameters of the neutral to the
right prior and therefore our characterization provides immediately the mech-
anism for the updating of the parameters in the light of data. Interpretation is
provided by the fact that dα�s�/β�s� represents the prior hazard rate function.
This ease of updating and interpretation is not a feature of alternative repre-
sentations of a neutral to the right prior [Doksum (1974); Ferguson (1974)].

Characterizations of a neutral to the right process and connections between
neutrality to the right and general concepts of neutrality and tail-freeness are
discussed in Doksum (1974). Doksum (1974) and later Ferguson (1974) define
neutral to the right processes in terms of Lévy processes [Lévy (1936)], which
turns out to be the most convenient definition. Ferguson and Phadia (1979) use
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such theory to obtain Bayesian nonparametric estimators for survival func-
tions, generalizing the work of Susarla and van Ryzin (1976) who focused their
attention on a particular neutral to the right process, the well-known Dirich-
let process [Ferguson (1973)]. Walker and Muliere (1997a) considered a more
general neutral to the right prior, the beta-Stacy process, which is particularly
suitable for the Bayesian nonparametric analysis of censored survival times.

The beta-Stacy process is derivable from the beta process of Hjort (1990) and
the beta-neutral process of Lo (1993). All three are defined via a Lévy process
of some kind: the beta-Stacy on a log-beta process; the beta obviously on a
beta process and the beta-neutral process is constructed from two independent
gamma processes. Doksum’s original definition of a neutral to the right prior
does not use Lévy theory but does not shed light on how to update the prior.
In fact, the update presented in Doksum (1974) is complicated.

Definition 1 [Doksum (1974)]. A random distribution function F�t� on
�0�∞� is said to be neutral to the right if for every m and 0 < t1 < t2 < · · · <
tm, there exist independent random variables V1�V2� � � � �Vm, such that �1 −
F�t1��1 −F�t2�� � � � �1 −F�tm�� has the same distribution as �V1�V1V2� � � � �∏m

1 Vi�.

If F is neutral to the right then Z�t� = − log�1 − F�t� has independent
increments and this provides an alternative characterization of a neutral to
the right prior in terms of a Lévy process.

Definition 2 [Doksum (1974)]. Let Z�t� be a Lévy process such that:

(i) Z�t� has nonnegative independent increments;
(ii) Z�t� is nondecreasing a.s.;

(iii) Z�t� is right continuous a.s.;
(iv) Z�t� → ∞ a.s. as t→ ∞;
(v) Z�0� = 0 a.s.

A neutral to the right process is defined by F�t� = 1 − exp�−Z�t� and
as such defines a probability distribution (prior) on the space of cumulative
distribution functions on �0�∞�.

The fundamental result for processes neutral to the right is the following
theorem.

Theorem 1 [Doksum (1974); Ferguson (1974); Ferguson and Phadia
(1979)]. If F is neutral to the right, and X1� � � � �Xn is a random sample
from F, including the possibility of random right censored observations, then
the posterior distribution of F given X1� � � � �Xn is also neutral to the right.

The purpose of this paper is to give a new characterization of a neutral to the
right process by extending Johnson’s sufficientness postulate [Zabell (1982)].
An appropriate extension of Johnson’s sufficientness postulate to the case of
recurrent Markov exchangeable sequence is introduced by Zabell (1995).
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The paper is organized as follows. First, in Section 2 we will consider the
discrete case when each Xi ∈  = �1�2� � � ��. To develop the theory we study
the consequences of the following assumption:

P
(
Xn+1 = k∣∣X1� � � � �Xn

) = fk(n1� � � � � nk�mk
)
�(1)

for some suitable fk, where nk =
∑

1≤i≤n I�Xi = k� and mk =
∑

1≤i≤n I�Xi >
k�. This condition turns out to be an extension of Johnson’s sufficientness
postulate [Zabell (1982)]. We show that (1) combined with the constraint on
the �fk� given by

fk
(
n1� � � � � nj + 1� � � � � nk�mk

)
fj

(
n1� � � � � nj�mj

)
= fk

(
n1� � � � � nk�mk

)
fj

(
n1� � � � � nj�mj + 1

)
�

(2)

for all j < k, where n1 + · · · + nj + mj = n1 + · · · + nk + mk, implies the
exchangeability of the sequence and a neutral to the right prior. Section 3
develops the theory for  = �0�∞�.

2. Result in the discrete case. When (1) and (2) hold, the following
result is obtained.

Lemma 1. There exists a function λk�nk�mk� such that

P�Xn+1 = k �X1� � � � �Xn�
P�Xn+1 ≥ k �X1� � � � �Xn�

= λk�nk�mk� for all k�(3)

Proof. Using (2), it is possible to see that

fl�n1 + 1� � � � � nl�ml�
fk�n1 + 1� � � � � nk�mk�

= fl�n1� � � � � nl�ml�
fk�n1� � � � � nk�mk�

�

for all 1 < k < l. The LHS of (3) can be written as{
1 +

∑
l>k fl�n1 + 1� � � � � nl�ml�
fk�n1 + 1� � � � � nk�mk�

}−1

and therefore an observation at �1�, that is, n1 → n1 + 1, has no contribution
to the LHS of (3). A similar argument shows that no observation from the set
�1� � � � � k− 1� has any contribution to

P�Xn+1 = k �X1� � � � �Xn�
P�Xn+1 ≥ k �X1� � � � �Xn�

�(4)

Therefore, (4) depends only on nk and mk, completing the proof. ✷

Lemma 2. Conditions (2) and (3) imply

λk�n�m�λ̄k�n+ 1�m� = λ̄k�n�m�λk�n�m+ 1��(5)

for each k, where λ̄ = 1 − λ.
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Proof. Since
∑
k fk�n1� � � � � nk�mk� = 1, we deduce, by replacing nk by

nk + 1, that∑
l<k

fl
(
n1� � � � � nl�ml + 1

)+ ∑
l≥k
fl
(
n1� � � � � nk + 1� � � � � nl�ml

) = 1�(6)

Using (3) and (6) we obtain

λk�nk�mk + 1�λ̄�nk�mk�
= fk�n1� � � � � nk�mk + 1�∑

l≥k fl�n1� � � � � nk + 1� � � � � nl�ml�
∑
l>k fl�n1� � � � � nl�ml�∑
l≥k fl�n1� � � � � nl�ml�

and, using (2), this is identical to

fk�n1� � � � � nk�mk�∑
l≥k fl�n1� � � � � nl�ml�

∑
l>k fl�n1� � � � � nk + 1� � � � � nl�ml�∑
l≥k fl�n1� � � � � nk + 1� � � � � nl�ml�

= λk�nk�mk�λ̄�nk + 1�mk��
completing the proof. ✷

Lemma 3. Let Z1�Z2� � � � be a �0�1� sequence such that

P
(
Zi+1 = 0 � Z1� � � � �Zi

) = λ�ni�mi��
where ni =

∑
l I�Zl = 0� and ni+mi = i. If λ�n�m�λ̄�n+1�m� = λ̄�n�m�λ�n�

m+1� for all �n�m� ∈ ̃× ̃, where ̃ = �0�∪, then the sequence Z1�Z2� � � �
is exchangeable,

L−1
L∑
l=1

I�Zl = 0� → V a.s.

and E�Vn� =M�n�0� whereM�0�0� = 1,M�n+1�m� =M�n�m�λ�n�m� and
M�n�m+ 1� =M�n�m�λ̄�n�m�.

Proof. Suppose that after observing Z1� � � � �Zi we have n 0’s and m 1’s
�n + m = i�. We can think of a random walk in ̃ × ̃ starting at �0�0�
and after the ith move has reached �n�m�. We need to demonstrate that the
probabilities associated with the possible paths are all equal. This is quite
straightforward to show with the condition imposed on λ. The probability for
such a path is given, for example, by

n−1∏
j=0

λ�j�0�
m−1∏
k=0

λ̄�n�k��

which is equal to M�n�m�. See also Zabell (1995), Lemma 1.1, for a more
general result than this one. ✷

Next we consider the sequence �Y�k�
1 �Y

�k�
2 � � � ��, for k = 1�2� � � �, which is the

sequence �X1�X2� � � �� with all the Xi < k removed. Then we construct the
sequence �Z�k�

1 �Z
�k�
2 � � � �� where Z�k�

i = 0 if Y�k�
i = k and Z�k�

i = 1 if Y�k�
i > k.

Let �k = �Z�k�
1 �Z

�k�
2 � � � �� and � = ��1��2� � � ��.
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Lemma 4. For each k, �k is an exchangeable sequence, and � is an inde-
pendent sequence.

Proof. That �k is an exchangeable sequence is obvious from Lemma 3.
The independence of � follows from the fact that �k+1 is obtained from �k via

only those �Z�k�
i � which are equal to 1. ✷

Theorem 2. A sequence has a neutral to the right prior if, and only if,
conditions (1) and (2) are satisfied.

Proof. If the sequence is neutral to the right then then conditions (1) and
(2) are surely satisfied.

Lemmas 3 and 4 imply that there exist independent random variables
�V1�V2� � � ��, with each Vk defined on �0�1, such that

n−1
n∑
i=1

I
(
Z

�k�
i = 0

)
→ Vk a.s.

Additionally, it is well known that P�Z�k�
i = 0�Vk� = Vk. That is, given Vk,

�k is a collection of independent Bernoulli �Vk� random variables.
We can characterize the distribution of Vk via λk. It is convenient at this

point to introduce the mapsMk� ̃× ̃→ �0�1, defined by

Mk�0�0� = 1�

Mk�n+ 1�m� =Mk�n�m�λk�n�m�
and

Mk�n�m+ 1� =Mk�n�m�λ̄k�n�m��
That Mk is well defined is a consequence of (5). The following are now ob-
tained:

E�Vnk� =Mk�n�0� =
n−1∏
i=0

λk�i�0��

E�Vnk�1 −Vk�m� =Mk�n�m��
E�Vn+1

k �1 −Vk�m�/E�Vnk�1 −Vk�m� = λk�n�m��
We can now write

P
(
Xn+1 = k �X1� � � � �Xn

) = λk�nk�mk� ∏
j<k

λ̄j�nj�mj�

or

P
(
Xn+1 = k �X1� � � � �Xn

)
= E�V

nk+1
k �1 −Vk�mk

∏
j<k V

nj
j �1 −Vj�mj+1�

E�Vnkk �1 −Vk�mk
∏
j<k V

nj
j �1 −Vj�mj�

�
(7)
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Now define T1 = V1 and, for k = 2�3� � � �, define Tk = Vk�1−Vk−1� · · · �1−V1�
so that (7) can be written as

P
(
Xn+1 = k �X1� � � � �Xn

) = E�Tnk+1
k

∏
j �=k T

nj
j �

E�Tnkk
∏
j�=k T

nj
j �
�

using mk + nk =mk−1 with m0 = n, leading to

P�X1 = k1� � � � �Xn = kn� = E
{∏
k

T
nk
k

}
�(8)

Clearly T = �T1�T2� � � �� represents a neutral to the right prior provided
we have

∑
k Tk = 1 a.s. This is satisfied if

∏
k�1 − EVk� = 0; that is, if∏

k λ̄k�0�0� = 0. Note that
∑
k fk�n1� � � � � nk�mk� = 1 for all n and therefore in

particular
∑
k fk�0� � � � �0�0� = 1. Therefore, we must have 1−∏

k λ̄k�0�0� = 1.
We have shown, (8), that given T, the Xi’s are iid and P�X1 = k � T� = Tk

where T is derived from a neutral to the right prior; by construction, if Fk is
the random mass assigned to �1� � � � � k�, then

1 −Fk =
∏
j≤k

�1 −Vj��

and Tk = Fk −Fk−1 with F0 = 0, completing the proof. ✷

We can obtain the posterior representation of the neutral to the right prior.
The prior predictive probabilities are

P�X1 = k� = τk
k−1∏
j=1

�1 − τj��

where τk = λk�0�0�, are based on �λk�. The posterior predictive probabilities,
given a single observation X = x, are also based on �λk�, where

P
(
X2 = k �X1 = x) = τ∗k k−1∏

j=1

�1 − τ∗j�

and

τ∗k =



λk�0�1�� if x > k�

λk�1�0�� if x = k�
λk�0�0�� if x < k�

This gives a nice representation of the neutral to the right process in terms
of �λk�. So �λk�0�0�� define the prior and, given n observations, �λk�nk�mk��
define the posterior, where �nk�mk� are defined in (1). Note also that if πk is
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the prior for Vk then the posterior is given by π∗
k�v� ∝ vnk�1 − v�mkπk�v� so

the beta distribution is going to lead to conjugacy.

Remark 1. In practical applications the condition (1) on the predictive may
not be an adequate description of our state of knowledge. A fundamental as-
sumption concerning the sequence, that is, (1), is hard to justify. When an
observation is greater than k, why should it not matter where it occurs [as
far as P�Xn+1 = k � X1� � � � �Xn� is concerned] when this is not the case for
an observation less than k. Perhaps an intuitive justification is possible for
censored data and a desire for conjugacy.

Condition (2) is equivalent to

fk�n1� � � � � nj + 1� � � � � nk�mk�
fk�n1� � � � � nk�mk�

= fj�n1� � � � � nj�mj + 1�
fj�n1� � � � � nj�mj�

�(9)

Therefore, the multiplicative factor for updating fk given an observation at
j < k is equal to the multiplicative factor for updating fj given an observation
greater than j. Also, rearranging (9), in an obvious notation, fjfk �j = fkfj � l
for any l� k > j. Using (1), we have fj � l = fj �k and so (9) is equivalent to
fjfk �j = fkfj �k. So (2) can be seen as an exchangeability requirement.

Actually, (2) ⇔ (9) ⇔ fj �k = fj � l for all k� l > j ⇒ (1) since fj �k = fj � l
for all k� l > j implies it does not matter where an observation greater than
j occurs, with respect to updating fj. Therefore we have the corollary.

Corollary 1. The statement: “the multiplicative factor for updating fk
given an observation at j < k is equal to the multiplicative factor for updating
fj given an observation > j” characterizes an NTR prior.

Proof. By assumption, fk �j/fk = fj � l/fj for all k� l > j which im-
plies fj �k = fj � l and hence implies condition (1), having started with fj =
fj�n1� n2� � � � � nj� nj+1� � � ��. This completes the proof. ✷

3. Result in the continuous case. We now consider the characterization
which is the continuous version of Theorem 2. If F is chosen from a neutral
to the right prior then, by construction, F�t� = 1 − exp�−Z�t� where Z is a
Lévy process. We prefer to use the notion of a product integral giving F�t� =
1 − ∏t

0�1 − dV�s� where dV = 1 − exp�−dZ� and let E�dV� = d�. Here,
however, we will be consistent with previous notation and write d��s� = λds.

Theorem 3. A sequence X1�X2� � � � with each Xi defined on  = �0�∞�
has a neutral to the right process prior if and only if for all n and tP�Xn+1 >
t �X1� � � � �Xn� =

∏t
0 λ̄ds�ns�ms� where ns =

∑
i I�Xi = s�, ms =

∑
i I�Xi > s�

and λds�n�m�λ̄ds�n + 1�m� = λds�n�m + 1�λ̄ds�n�m� for all s > 0 and non-
negative integers n�m.

Proof. Our aim is to show that �X1� � � � �Xn� is exchangeable for all n.
The de Finetti representation theorem will then imply by uniqueness that the
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prior for the sequence is a neutral to the right process. We write P�X1 ∈ dt1�
as �t1 which is given by λdt1

∏t1
0 λ̄ds. Now let us consider �t1� � � � � tn which is

given by

n∏
i=1

P�Xi ∈ dti�X1 = t1� � � � �Xi−1 = ti−1��

and let t�1� ≤ · · · ≤ t�n� be the t’s in increasing order. We show that however
the t’s are arranged in �t1� � � � � tn, the term involving λds, for an arbitrary s,
is unaltered. This will demonstrate the exchangeability of the sequence. To
clarify, we briefly consider the case when n = 2. Assume that t2 ≥ t1 so

�t1� t2 = λdt1�0�0�
{ t1∏

0

λ̄ds�0�0�
}
λdt2�0�0�

{ t2∏
t1

λ̄ds�0�0�
}
λ̄dt1�1�0�

×
{ t1∏

0

λ̄ds�0�1�
}

and

�t2� t1 = λdt2�0�0�
{ t2∏

0

λ̄ds�0�0�
}
λdt1�0�1�

{ t1∏
0

λ̄ds�0�1�
}
�

These are clearly identical provided λdt1�0�0�λ̄dt1�1�0� = λ̄dt1�0�0�λdt1�0�1�
and also note that for s /∈ �t1� t2� the term involving λds for both �t1� t2 and
�t2� t1 are equal. For general n it is not hard to see that if s /∈ �t1� � � � � tn� then
the term involving λds will be the same in �tπ�1�� � � � � tπ�n� for all permutations
π on �1� � � � � n�. Let us consider the case when s = t�k� and first we assume
there are no ties in the data. The term involving λdt�k�, from now on written
as λk, will only depend on where t�k� is located in �t1� � � � � tn relative to t�k+
1�� � � � � t�n�. For example, if t�k� precedes all of �t�k + 1�� � � � � t�n�� then the
term involving λk is given by

λk�0�0�λ̄k�1�0�λ̄k�1�1� · · · λ̄k�1�mt�k� − 1��
Now we can replace λk�0�0�λ̄k�1�0� by λ̄k�0�0�λk�0�1� to obtain

λ̄k�0�0�λk�0�1�λ̄k�1�1� · · · λ̄k�1�mt�k� − 1��
which is the term involving λk if one observation from �t�k+ 1�� � � � � t�n�� (it
does not matter which one) precedes t�k� and the rest follow t�k�. We can then
replace λk�0�1�λ̄k�1�1� by λ̄k�0�1�λk�0�2� to obtain

λ̄k�0�0�λ̄k�0�1�λk�0�2�λ̄k�1�2� · · · λ̄k�1�mt�k� − 1��
which is the term involving λk if two observations from �t�k + 1�� � � � � t�n��
precede t�k� and the rest follow t�k�. We can continue like this “all the way to
the end.” To consider the case of ties we draw on the connection between the
above λk’s and those in (5) which were used to define the Mk’s. For example,
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if t�k� is repeated twice and precedes all of �t�k+ 1�� � � � � t�n�� then the term
involving λk is given by

λk�0�0�λk�1�0�λ̄k�2�0�λ̄k�2�1� · · ·
and we can move this “along” to the second position (and to the end) since

λk�0�0�λk�1�0�λ̄k�2�0� = λ̄k�0�0�λk�0�1�λk�1�1��
concluding the proof. ✷

Remark 2. Explicitly, we have a priori E�F�t� = 1 − ∏t
0 λ̄ds�0�0� and a

posteriori E�F�t� = 1 −∏t
0 λ̄ds�ns�ms� providing the updating mechanism.

Essentially, to characterize a neutral to the right prior we need to identify a
function λ� ̃×̃→ �0�1 which satisfies λ�n�m�λ̄�n+1�m� = λ̄�n�m�λ�n�m+
1�. For example, the beta-Stacy process is based on λ�n�m� = �α+n�/�α+β+
n+m� for suitable α and β. In general the best way to generate such λ is via

λ�n�m� = E�V
n+1�1 −V�m

E�Vn�1 −V�m �

where V is a random variable defined on �0�1. The beta-Stacy arises when
V ∼ beta�α�β�.
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