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EQUILIBRIUM MEASURES FOR SEMI-MARKOV PROCESSES!

By Davip R. McDoNALD
University of Ottawa

This paper simplifies and extends previous results on the existence of
an equilibrium or stationary measure for the age process associated with
a semi-Markov chain:

Iit), Zi¢)) = (last state enterered before time ¢,
duration of this last sojourn up to ).

Introduction and definitions. As in [3] we maintain a dichotomy between
semi-Markov chains which have sojourn times concentrated on a lattice (for
simplicity the integers) and those which do not. In the former case R, (R,)
represents the integers (the nonnegative integers); B, (B, ) is the o-field of subsets
of R, (R,) and m is counting measure. In the latter case R, (R,) is (— oo, c0),
([0, 0)); B, (B,) is the o-field of Borel sets on R, (R,) and m is Lebesgue measure.

Let (II, &) be a measure space. Let (E, &) = (Il X R, Z® B). A transition
kernel II on (E, &) is called semi-Markovian if

I(x, x; dr’, dx') = II(=, O; drn’, dx') ,

that is the transition is independent of x((z, x) € E). Given an initial probability
measure « on (E, &) we may construct a probability space (A, %7, II*) on which
a (semi-)Markov chain (7, X,)7_, is defined having initial distribution a and
probability transition kernel II. Moreover, (I,)7., is a Markov chain whose
transition kernel is denoted by % —.2 is a transition kernel on (I, ¥). Through-
out we denote by the same symbol (e.g. II*) both the probability measure and
the expectation derived from a transition kernel. Also if « = 4, ,, for (7, x) e E
then denote II* by II'=®. The semi-Markov chain is lattice if the (X,);_, take
only integer values. Otherwise it is continuous.

Henceforth for any probability measure a on (E,, & ,) we assume:

ConpiTioN (I). aII(II X (0, c0)) = 1.

ConpitioN (II). II*{lim
The first means the sojourn times are strictly positive. The second eliminates
“explosions.” .

With initial measure d,, we may define a semi-Markov chain (/,, X,)=

=0

nooo Sy = 00} = 1 where S, = Y17 , X.

defined on (A, %7, II'~®) taking values in (E,, ¥,). For te R, we may also
define the age process:

Tty Zpy) = (Tpers £ — S,y) where S, <1<S,.
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With this we may define (as in [3]) the transition kernel on (E,, & ,)—for Fe & :
Hy(m, x; F) = II%(I 14y, Zi14r) € F| Xy > X}
if I*9X, > x}>0;
(1) = xp(7, X) if M=%X, >x}=0 and ¢+ x—[x]<1;
(2) = I (Ly—g-sstany Zit-a-ata1) € F}
if M="X, >x}=0 and r+x—[x]=1.
([x] is the greatest integer in x.)

H, is the transition kernel for the age process. If the age process starts out at
(m, x) € E, it is as though the process has already sojourned in the initial state
= for a time x. That is, the process really started in 7 at time—x and has not
made a transition by time 0. We say the process has been delayed for a time
x. T he delay could jn practice never exceed the longest sojourn time but if
II="(X, > x) = 0, (1) and (2) are added—the age process stays in = until the
next integer time and then jumps to (z, 0).
In [1], [2], and [3] conditions are given to ensure that

lim,_, |laH(+) — BH(:)|| = O

where a and 8 are probability measures on (E,, &) and [|.|| is the total varia-
tion on (E,, &,). The existence of an equilibrium measure e on (E,, &,) (that
is eH, = e) has been studied in [6], [1], and [2]. If e exists and if e(E,) < oo
(by normalization take e(E,) = 1) then for any initial measure «

lim,_,, ||aH,(+) — e(+)|]| = 0.
We now turn to the existence of equilibrium’ measures.
Main section. Henceforce we assume:
ConpiTioN (IIT). There exists a measure A on (II, &) such that A7 = A.
Denoting the distribution of the sojourn time in 7 € II by F* we define
e(dn, dx) = A(dr) - (1 — F*(x))m(dx) .
LemmMma 1.
eH,(F) = SA@RII= § 51 10(Tuyyis Ziony)(dy)
where F ¢ & ,. Henceforth denote

el Zy) by fp()) -
PRrROOF.

eH,(F) = { A(dr) §7 Hy(x, 5 F) - (1 — F~(s))m(ds)
= § A(dr) §5 TT=O(fy(t + )] X, > 5} - (1 — F(s))m(ds)
= § A@r) §5 OO fo(t + 5) - Luryoa(5)m(ds)
= § AR §§ fo(t + yym(dy) - 0
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‘To show eH, = e we need only show 4 = § A(dm)II™® (X1 f(y) - m(dy) is the
same as B = | A(dr)II™% (&1 fo(t + y) - m(dy).

ProrosiTiON 1. If
@ § Adm)IL=® §§ fr(y)m(dy) < oo
then A = B.

« PROOF.

§ A(dm)IL=® (5441 fo(y)m(dy)
= § A@m)IL™ §§ fe(y)m(dy) + § Adm)IL= §i+71 fo(y)m(dy)
= § A(dr)II*=® S [f#(y)m(dy) + B. Also
-V A(dm)IL=2 Sc‘»*leF(y)m(dy)
= § A@dn)IL=0 (1 fo(y)m(dy) + § A2 (dm)IL=0 §§ fol y)m(dy)
= A4+ § Adr)IL™0 §§ fr(y)m(dy) -
Hence 4 = B. []

Note that if A(TI) < & then (3) holds.
Example 1 shows that (3) may fail even if the chain (7,)7_, is recurrent. The
following proposition shows that e always exists for recurrent chains.

. PROPOSITION 2. If ¢ is a o-finite measure on (I, &) and if % generates a ¢-
recurrent chain on (I, &) then A = B.

Proor. Let ¢(G) > 0 where Ge &. Also let
«Fon(n, A) = B, e A, L¢gG 1 <i<m)
Pty A) = B, e A, I,gG 1 < i< m} and
G A) = Lo ¢Fn(n> A) -
Note that &%, defines a transition kernel on G. The resulting chain is called the
process on G(see [4], pages 28-29). Let A, be the invariant probability measure
of the process on G. Then
A(dﬂ') = (¢ ~G(dP) Xm0 6F(p, dr)
is an equ111br1um measure for 2 (see equation 7.2 in [4]). By Theorem 7.2 in
[4] A is proportional and we shall assume equal to A (and so A is A restricted
to G). Now
§ A(dr)IT™® {51 fo(y)m(dy)
= {6 Adp) im0 §x eFulos dm)IL™ (1 f1(y) - m(dy)
= Yo A(do)IL'* §§ fr(y)m(dy)
where 7 is the time of first return to G. Similarly
§ AR §E f(y + Om(dy)
= {a AL §3** fi(y) - m(dy) . Now
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(4)  So A(do)IL®® §5+¢ fr(y)m(dy)
= Yo Ado)II®® §5 fo(y)m(dy) + §o AFH(do)L §§ fr(y)m(dy)
= A + Jo Mdo)T* §; f(y)m(dy) . |
Also
(4) = Vo Mdo)I1#® §§ fr(y)m(dy) + (o A(dp)II#® §i+ fo(y)m(dy)
= V¢ A(do)IL'® §§ fr(y)m(dy) + B.
Hence 4 = B. []

Example 2 gives a semi-Markov chain where e does not exist even when A
does.

As the referee remarked, condition (II), which eliminates explosions, is not
essential. If we assume the existence of an age process (/;,, Z,) (denoted by
(Z:> U,) in [6]) satisfying condition A in [5] we may define .52 and H, from this
age process and all proofs go through as before.

Examples.
ExaMpLE 1. Let II = {0, 1,2, ...}. Define

An,n—1)=1 if ne{l,2,3,...}
and
0, n) = p, where Y% ,np, = oo .

Let the sojourn time in state n = 0 have a uniform distribution on [0, 1/2"].
Let the sojourn time in 0 be exactly 10 units. Here A({n}) = Y., p,. If we let
t=>5and F = {0} x R, in (1) we see (1) fails. Nevertheless, by Proposition 2, }
e is the equilibrium measure.

ExAMPLE 2. Let IT be the integers. Define .52(n,n + 1) = 1 for all neTl.
Let the sojourn time at m € I~ (a negative integer) be uniformly distributed on
[0, 2]. Let the sojourn time for nonnegative integers be uniformly distributed
on [0, 1]. Here A({n}) = 1 V¥ n and there are no explosions. Nevertheless, letting
F ={0} X R,, we see (1) fails. Also e(I- x R,) < co. However, every unit of
time a mass 1 . {5 (1 — x)dx = } flows into state {0}. Hence e is not an equili-
brium measure.

I thank the Cornell University Mathematics Department for its hospitality
and Professor Kesten for several useful comments.
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