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SOME L, VERSIONS FOR THE CENTRAL
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Let Fn(x) denote the distribution of the normalized partial sum of
independent, identically distributed random variables with finite second
moment, and write An(x) = |Fa(x) — ®(x)|, where ®(x) is the standard
normal distribution. In this paper, the necessary and sufficient conditions
for the validity of ||(1 + |x[)2~1/PAx(x)|l, = O(n—3/?) and of 3} n-1+3/2|(1 +
[x)2=1PAR(x)|lp < 00, 0 < 6 <1, 1 £p = oo, are given. Furthermore, in
the case where the underlying random variables {X;} are independent but
not necessarily identically distributed, it is shown that E|Xi/*+% < oo
implies (1 4 |x])2+3-VPAy(x)|[p < Csu= 240 1%_ E| X324, 0<5 <1,
1<p< .

1. Let {X,,k =1,2, ...} be a sequence of independent, identically dis-
tributed random variables with EX, = 0, EX;* = 1, and distribution function
F(x). Write S, = 31_, X, F,(x) = P(S, < n’x) and let ®(x) denote the standard
normal distribution. Furthermore, for any function a(x), write |la(x)|, =
(§ la(x)|? dx)», 1 < p < oo, and [a(x)||.. = sup, |a(x)|.

Ibragimov [4] and Heyde [3] have studied the necessary and sufficient con-
ditions for the convergence rates of ||F,(x) — ®(x)||, > 0 as n— co. In this
paper we shall introduce other L, versions for the central limit theorem which
include the ordinary L, version and the nonuniform estimate, and we shall study
the convergence rates in them.

Put A,(x) = |F,(x) — ®(x)|. We first prove the following theorems.

THEOREM 1. Let 0 < 6 < 1 and 1 < p < oo. Then, the following statements
are equivalent:

(@) Sia: X dF(x) = O(z %) as z — oo,

(®) (1 + [x[)*=¥*A,(x)|l, = O(n=*/*) as n — oo.

THEOREM 2. Let 0 < 6 < 1 and 1 < p < co. Then, the following statements
are equivalent:

(¢) EJX|** < oo,

(d) X a7 (1 4 [x])* YA (x)||, < oo.

Ibragimov [4] proved that (a) in Theorem 1 is equivalent to

(1) 8., = O(n=*), 0<o<l,
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and recently Heyde [3] showed that (c) in Theorem 2 is equivalent to
) Z A ()l < oo 0<o<T.

Incidentally we have that the statement (b) and (1) are equivalent to each other
for independent, identically distributed random variables with EX, = 0 and 0 <
EX? < oo, and also the statement (d) and (2) are equivalent. Now for proofs
of Theorems 1 and 2, it suffices only to prove (a) = (b) and (c) = (d) in each
theorem, since ||A,(x)|, < [I(1 4 |x|)*"¥?A,(x)|,. Furthermore, we remark here
that our theorems with p = oo are the results of Heyde ([3], Theorem 1 (ii), (iii)).

PrOOF OF THEOREM 1. As was remarked above, the statement that (a) — (b)
with p = oo has been shown by Heyde [3]. Therefore, if we can show

(3) (1 + [xDAX) = O(n=*7)
then we see that for 1 < p < oo,
(L 4 [x])* =2 A(x),
< L A+ %)) ?7272(1 + (XDALXIL? = O(n=*") -

Hence, it is sufficient to show (3) for our purpose. We need here the following
estimate due to Bikyalis ([1], Theorem 4).

(4) A, (x) £ Cnmi(1 4 |x|)= hor L(z) dz,,

where L(z) = §,>, X’ dF(x). Here and in what follows C denotes a positive con-
stant which may differ from one inequality to another. From (4), we have

L+ DAL < €t §20 (1 + [x])7 dx (3P4 =L(z) dz
(5) = Cn~ P L(2) dz {=, (1 + |x|)"2dx
+ CnH (5 L(2) 2 §pyzanmia (1 4 X)) 72l
= Cn~t \»* L(z)dz 4 C {53 z71L(z) dz = O(n="?)
because of the condition (a). This completes the proof of Theorem 1.

ProOF OF THEOREM 2. When p = oo, it follows from Theorem 1 (ii) of
Heyde [3] that

(6) 2 a7 (1 4 [x])A ()l < oo -
Suppose that
(7) 2L 4 | x Al < oo -

Then we find that for 1 < p < oo,

2 AL A [x]) AL,
< T (L 4 )PAL0e "I 4 DALY
= X (1 4 [xPAle) 2L A XA
< (T (L 4 (XAl 2P AL 4 DAL
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by Holder’s inequality. Therefore, (6) and (7) give us Y n o1 4
[X[)*=2A,(x)[l, < oo for 1 < p < oo, and we need only to show (7). From (5),
we have
2 AL+ XAl

SCY w9 im [(7)dz 4 C Y pi+en (a1 27'L(2) dz

= Zl + Z? ’
say. The statement that 35, < CE|X,|*** < oo (0 < 4 < 1) was shown by Heyde
[3]. Furthermore, we have

= C Yo n~1+32 Yo (mtDd gy g
2 1 m=mn

m}
Since L(z) decreases as z increases, we have
Lo S XS TS meh(m 4 1)t — mb)L(mb)
< CXg n*% Nz moiL(mb)
= C Ym_ymtL(m?) Y p-1+en
= C XS m™ o L(m?)
< CEX | < oo,

where the last step is found to be true in the proof of Heyde [3]. The proof of
Theorem 2 is thus completed.

2. In this section, we assume that (X k=1,2,...}is a sequence of in-
dependent, but not necessarily identically distributed random variables with
EX, =0, EX,® = 9, < oo and distribution function Fi(x). Writes,?2= 317_ g,
and F,(x) = P(S, < s,tx) in this section. We are going to show the following
theorem of the Berry-Esseen type, which extends a result of Erickson (121,
corollary with 0 < 6 < 1).

THEOREM 3. Let 0 < 6 < land 1 < p < oo. If E|X,|*** < oo, then we have
(®) (L4 o=, (x), < Cs,= %2 Fp, E|X,[*+ .

Proor. This time we use the following inequality for independent random
variables, which was shown by Bikyalis ([1], Theorem 4).

A,(x) < Cs,7%(1 4 |x|)7® Z2_, {ant+ied gy Siuisy 42 dF,(u)
%) = C{s,7(1 + |x])7* 2., Slul>s,,,(1+|z|) u* dF (u)
+ 5,71 + X)) 2r, Siwissyarien [4[* dF (1)} .
Moreover, this inequality readily gives us that for 0 < § <1,
Ba(x) = Cs,m29(1 4 [x])=®+9 T3, E|X, [+,

if E|X,[*"* < oo (Bikyalis [1], Corollary 1 of Theorem 4). Therefore, (8) holds
for p = co. Thus, if we can show

(10) L+ )2 8,(x)f; £ Cs,=+2 T3, B X[+,
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then we have that for 1 < p < oo,

(L [x])* 22 A ()],
<A+ XA 22N A xRl
§ Cs”—(2+5) ZZ=1 Ele|2+6 .
Accordingly, it suffices to prove (10). Making use of (9), we have

(L - )2 An()lly

(11) < C(s,72 ey §%0 (1 4 X)) dX § s arian ¥ dF (1)
4 5,78 D §%a (L 4 X)) dx g, e [4I° ()}
=0+ s
say. We have
§1 = C5,7% Dot Sise, ¥ AFL(H) Siaiciuin,-1-1 (1 + |x[)~*** dx
(12) < Cs, 7 Tis1 (2/0)527° i, [4]™° dF (1)

< Cs, =00 3 E[X "
Furthermore, we have

§o = Cs,7° 2k Slulés |uf* dF(u) 2o (1 + |x[)7**° dx
+ C5,7 Thcy Swiss, [4]° AF(4) §iapz e, -1 (1 + |x])=*+* dx
< G5, Yhen Vs, 4P dr,(u)
(13) + Cs,7% Ter /(1 — 0)) Siuiso, [u[¥([s,77)7"4" dF ()
< G5, Dhei Sa' 70 Suise, UM dr,(u)

+ Cs,m D 31kt Siuis, [4[*° dF (1)
§ CS”—(2+J) Zz=l Ele|2+6 .

Thus, (11)—(13) complete the proof of the theorem.
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