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We study the rate at which the difference $X_{t}^{n}=X_{t}-X_{[n t] / n}$ between a process $X$ and its time-discretization converges. When $X$ is a continuous semimartingale it is known that, under appropriate assumptions, the rate is $\sqrt{n}$, so we focus here on the discontinuous case. Then $\alpha_{n} X^{n}$ explodes for any sequence $\alpha_{n}$ going to infinity, so we consider "integrated errors" of the form $Y_{t}^{n}=\int_{0}^{t} X_{s}^{n} d s$ or $Z_{t}^{n, p}=\int_{0}^{t}\left|X_{s}^{n}\right|^{p} d s$ for $p \in(0, \infty)$ : we essentially prove that the variables $\sup _{s \leq t}\left|n Y_{s}^{n}\right|$ and $\sup _{s \leq t} n Z_{s}^{n, p}$ are tight for any finite $t$ when $X$ is an arbitrary semimartingale, provided either $p \geq 2$ or $p \in(0,2)$ and $X$ has no continuous martingale part and the sum $\sum_{s \leq t}\left|\Delta X_{S}\right|^{p}$ converges a.s. for all $t<\infty$, and in addition $X$ is the sum of its jumps when $p<1$. Under suitable additional assumptions, we even prove that the discretized processes $n Y_{[n t] / n}^{n}$ and $n Z_{[n t] / n}^{n, p}$ converge in law to nontrivial processes which are explicitly given.

As a by-product, we also obtain a generalization of Itô's formula for functions that are not twice continuously differentiable and which may be of interest by itself.

1. Introduction. Let $X$ be a càdlàg real-valued process on a space $(\Omega, \mathcal{F}$, $\left(\mathcal{F}_{t}\right)_{t \geq 0}, P$ ), and consider the associated discretized process $\widetilde{X}^{n}$ and the "error process" $X^{n}$ :

$$
\begin{equation*}
\widetilde{X}_{t}^{n}=X_{[n t] / n}, \quad X_{t}^{n}=X_{t}-\widetilde{X}_{t}^{n} \tag{1.1}
\end{equation*}
$$

$\widetilde{X}^{w h e r e}[r]$ denotes the integer part of any positive real $r$. It is well known that $\widetilde{X}^{n}$ converges pathwise to $X$ for the Skorokhod $J_{1}$ topology. Then a natural question arises, namely at which rate does this convergence take place.

When $X$ is continuous, then $\sup _{s \leq t}\left|X_{s}^{n}\right|$ is in between half the modulus of continuity of $X$ for the size $1 / n$ and this modulus over the time interval $[0, t]$, so the problem above is solved in a trivial way (see Remark 7 for discussion of this case). On the other hand, as soon as $X$ has discontinuities, the error process $X^{n}$ does not even converge to 0 in the Skorokhod sense, and we thus have to use a different sort of measurement for the discrepancy if we wish to obtain convergence rates.

A possibility among others is to consider integrated errors of the following type, where $p \in(0, \infty)$ :

$$
\begin{equation*}
Y^{n}(X)_{t}=\int_{0}^{t} X_{s}^{n} d s, \quad Z^{n, p}(X)_{t}=\int_{0}^{t}\left|X_{s}^{n}\right|^{p} d s \tag{1.2}
\end{equation*}
$$
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Let us start with the case when $X$ is a Lévy process, with Lévy exponent $\varphi_{X}$, that is, $E\left(e^{i u X_{t}}\right)=e^{t \varphi_{X}(u)}$. Then one can prove in a very elementary way (see Section 2) the following.

THEOREM 1.1. If $X$ is a Lévy process with Lévy exponent $\varphi_{X}$, then $n Y^{n}(X)$ converges finite-dimensionally (but not functionally, unless $X$ is continuous) in law to another Lévy process $Y$, whose Lévy exponent is $\varphi_{Y}(u)=\int_{0}^{1} \varphi_{X}(u y) d y$.

The process $Y$ is continuous iff $X$ itself is continuous, and otherwise we cannot have functional convergence (in the $J_{1}$ Skorokhod sense) since the processes $n Y^{n}(X)$ are always continuous themselves.

Note that the laws of all $Y_{t}$ are $s$-selfdecomposable, or equivalently of "class $\mathcal{U}$," a class of infinitely divisible distributions introduced by Jurek [5]: see in particular Theorem 2.9 in Jurek [6]. Conversely any Lévy process with $s$-selfdecomposable distribution may be obtained as the limit of processes $n Y^{n}(X)$ as above.

Of course $Y^{n}(X)$ is not a genuine measure of the discrepancy, since there might be compensations between positive and negative contributions within the integral. So let us examine $Z^{n, p}(X)$. For this we denote by $(b, c, F)$ the characteristics of the law of $X_{1}$ w.r.t. some truncation function $h$ (a bounded function with compact support, equal to the identity in a neighborhood of 0 ), that is $\varphi_{X}(u)=$ $i u b-\frac{u^{2} c}{2}+\int\left(e^{i u x}-1-i u h(x)\right) F(d x)$. Then we set for $p \in(0, \infty)$ :

$$
V_{t}^{p}= \begin{cases}\sum_{s \leq t}\left|\Delta X_{s}\right|^{p}, & \text { if } p \neq 2  \tag{1.3}\\ {[X, X]_{t}=c t+\sum_{s \leq t}\left|\Delta X_{s}\right|^{2},} & \text { if } p=2\end{cases}
$$

Observe that $V_{t}^{p}$ is either a.s. infinite for all $t>0$, or a.s. finite for all $t$. The later holds always when $p \geq 2$, and when $p<2$ it holds if and only if $F$ integrates $x \mapsto|x|^{p}$ near the origin. In this case, the process $V^{p}$ is again a Lévy process, whose Lévy exponent is denoted by $\varphi_{V^{p}}$.

THEOREM 1.2. If $X$ is a Lévy process, then the sequence $n Z^{n, p}(X)$ converges finite-dimensionally in law to a Lévy process $Z^{p}$ whose Lévy exponent is $\varphi_{Z^{p}}(u)=$ $\int_{0}^{1} \varphi_{V^{p}}(u y) d y$, in the following cases:
(i) $p \geq 2$,
(ii) $1<p<2$, if $c=0$ and $F$ integrates $x \mapsto|x|^{p}$ near the origin,
(iii) $0<p \leq 1$, if $c=0$ and $b=\int F(d x) h(x)$ and $F$ integrates $x \mapsto|x|^{p}$ near the origin. (Note that in this case we have $X_{t}=\sum_{s \leq t} \Delta X_{s}$.)

This result is somewhat unexpected: one would rather imagine that there exists a sequence $u_{n}$ going to infinity and such that $\int_{0}^{t}\left|u_{n} X_{s}^{n}\right|^{p} d s$ converges in law, or is
tight, for all $p$ in a suitable range; here, the sequence $u_{n}$ is $u_{n}=n^{1 / p}$, depending on $p$, and thus there is no "convergence rate" in the usual sense.

This behavior is due to the jumps of $X$, and is already present when $X$ is a Poisson process. In this case indeed, for all $n$ big enough (depending on the path), $X^{n}$ takes only the values 0 and 1 and thus $Z^{n, p}(X)_{t}=Y^{n}(X)_{t}$ does not depend on $p$ and equals the Lebesgue measure of the set $\left\{s: 0 \leq s \leq t, X_{s}^{n} \neq 0\right\}$.

The above two theorems can be generalized in three directions. First, we can obtain functional convergence in law for the processes $n Y^{n}(X)$ and $n Z^{n, p}(X)$, provided we discretize them in time; so we will consider in fact the following processes:

$$
\begin{equation*}
\widetilde{Y}^{n}(X)_{t}=n Y^{n}(X)_{[n t] / n}, \quad \widetilde{Z}^{n, p}(X)_{t}=n Z^{n, p}(X)_{[n t] / n} \tag{1.4}
\end{equation*}
$$

Second, we obtain joint convergence in law for the triples $\left(\widetilde{X}^{n}, \widetilde{Y}^{n}(X), \widetilde{Z}^{n, p}(X)\right)$ towards a limit of the form $(X, Y, Z)$ : this gives more insight, in particular because it makes the dependence of $Y$ or $Z^{p}$ upon $X$ explicit. Even slightly stronger than this, we obtain stable convergence in law of the pair ( $\left.\widetilde{Y}^{n}(X), \widetilde{Z}^{n, p}(X)\right)$, a notion introduced by Renyi [8] and for which we refer to [4]. Third, we extend the results for $X$ being a semimartingale, for which we still use the notations (1.2) and (1.4).

We can state two results: the first one is a tightness result, true for any semimartingale $X$; the second one is a limit theorem and needs additional structure for $X$, and also for the underlying probability space. We always denote by $(B, C, v)$ the predictable characteristics of $X$, w.r.t. a fixed truncation function $h$ (see, e.g., [4] for this notion). Two conditions will play a role below. The first one is

$$
\begin{equation*}
\int_{0}^{t} \int_{\{|x| \leq 1\}}|x|^{p} \nu(d s, d x)<\infty \quad \text { a.s., } \forall t \in \mathbb{R}_{+} \tag{1.5}
\end{equation*}
$$

This is always satisfied for $p \geq 2$, and if it holds for some $p$ it also holds for all $p^{\prime}>p$. This condition is equivalent to the following one (see Section 3 below):

$$
\begin{equation*}
\sum_{s \leq t}\left|\Delta X_{s}\right|^{p}<\infty \quad \text { a.s., } \forall t \in \mathbb{R}_{+} \tag{1.6}
\end{equation*}
$$

The second condition makes sense as soon as the previous one holds for some $p \leq 1$ :

$$
\begin{equation*}
B_{t}=\int_{0}^{t} \int h(x) v(d s, d x) \quad \text { a.s., } \forall t \in \mathbb{R}_{+} \tag{1.7}
\end{equation*}
$$

When (1.5) holds for $p=1$ and $C=0$, then (1.7) is equivalent to having $X_{t}=$ $X_{0}+\sum_{s \leq t} \Delta X_{s}$. Note that (1.7) does not depend on the chosen truncation $h$.

THEOREM 1.3. Let $X$ be a semimartingale.
(a) The sequence of two-dimensional processes $\left(\widetilde{X}^{n}, \widetilde{Y}^{n}(X)\right)$ is tight (for the Skorokhod $J_{1}$ topology), and further the sequence of real random variables $\sup _{s \in[0, t]}\left|n Y^{n}(X)_{s}\right|$ is tight for all $t<\infty$ and $n Y^{n}(X)_{t}-\widetilde{Y}^{n}(X)_{t} \rightarrow 0$ a.s. for each $t$ such that $P\left(\Delta X_{t}=0\right)=1$.
(b) The sequence of three-dimensional processes $\left(\widetilde{X}^{n}, \widetilde{Y}^{n}(X), \widetilde{Z}^{n, p}(X)\right)$ is tight in the following three cases:
(i) $p \geq 2$,
(ii) $1 \leq p<2$, when $C=0$ (equivalently $X^{c}=0$ ) and (1.5) holds,
(iii) $0<p<1$, when $C=0$ and (1.5) and (1.7) hold.

Further the sequence of real random variables $\sup _{s \in[0, t]} n Z^{n, p}(X)_{s}$ is tight for all $t<\infty$, and $n Z^{n, p}(X)_{t}-\widetilde{Z}^{n, p}(X)_{t} \rightarrow 0$ in probability for each $t$ such that $P\left(\Delta X_{t}=0\right)=1$.

REMARK. We can of course extract convergent subsequences in (a) and (b) above, but the original sequences themselves do not converge in general. Take for example the deterministic process $X_{t}=\mathbb{1}_{[a, \infty]}(t)$, where $a$ is an irrational number; then $\widetilde{Y}^{n}(X)_{t}=1+[a n]-a n$ for all $t \geq a+1 / n$, and the sequence $(1+[n a]-n a)_{n \geq 1}$ does not converge.

For describing the limiting processes of the above sequences, when we can prove that they converge, we need additional notation. Recall that we can write our semimartingale as

$$
\begin{align*}
X_{t}= & X_{0}+B_{t}+X_{t}^{c}+\int_{0}^{t} \int h(x)(\mu-v)(d s, d x) \\
& +\int_{0}^{t} \int(x-h(x)) \mu(d s, d x) \tag{1.8}
\end{align*}
$$

where $X^{c}$ is the continuous martingale part of $X$ and $\mu$ is its jump measure. We also denote by $\left(T_{n}\right)$ a sequence of stopping times which exhausts the jumps of $X$ : that is, $T_{n} \neq T_{m}$ if $n \neq m$ and $T_{n}<\infty$, and $\Delta X_{s} \neq 0$ iff there exists $n$ (necessarily unique) such that $s=T_{n}$.

We consider an extension of the original space, on which we define a Brownian motion $W$ and a sequence $\left(U_{n}\right)$ of variables uniformly distributed over [0, 1], all mutually independent and independent of $\mathcal{F}$. We consider the random measure on $\mathbb{R}_{+} \times \mathbb{R} \times[0,1]:$

$$
\widehat{\mu}(d s, d x, d u)=\sum_{n \geq 1: T_{n}<\infty} \varepsilon_{\left(T_{n}, \Delta X_{T_{n}}, U_{n}\right)}(d s, d x, d u),
$$

whose predictable compensator is

$$
\begin{equation*}
\widehat{v}(d s, d x, d u)=v(d s, d x) \otimes d u \tag{1.9}
\end{equation*}
$$

We also need two additional properties. First, we say that the martingale representation property holds w.r.t. $X$ if any martingale on our original space can be written as $N_{t}=N_{0}+\int_{0}^{t} v_{s} d X_{s}^{c}+\int_{0}^{t} \int_{\mathbb{R}} U(s, x)(\mu-v)(d s, d x)$ for some predictable process $v$ and some predictable function $U$ on $\Omega \times \mathbb{R}_{+} \times \mathbb{R}$. Next, we consider a factorization property of the characteristics $(B, C, v)$, namely that

$$
\begin{align*}
B_{t}(\omega) & =\int_{0}^{t} b_{s}(\omega) d s  \tag{1.10}\\
C_{t}(\omega) & =\int_{0}^{t} c_{s}(\omega) d s, \quad v(\omega, d s, d x)=d s \times F_{s}(\omega, d x)
\end{align*}
$$

Observe that any Lévy process $X$ satisfies (1.10) with $b_{s}(\omega)=b$ and $c_{s}(\omega)=c$ and $F_{s}(\omega, d x)=F(d x)$, and also the martingale representation property when the filtration is the one generated by $X$ itself.

THEOREM 1.4. Assume (1.10) and the martingale representation property w.r.t. $X$. Then the sequence $\left(\tilde{Y}^{n}(X), \widetilde{Z}^{n, p}(X)\right)$ converges stably in law to a limiting process $\left(Y, Z^{p}\right)$ [and thus $\left(\widetilde{X}^{n}, \widetilde{Y}^{n}(X), \widetilde{Z}^{n, p}(X)\right)$ converges in law to $\left(X, Y, Z^{p}\right)$ ], in the following three cases:
(i) $p \geq 2$,
(ii) $1<p<2$ and $C=0$ (equivalently $X^{c}=0$ ) and (1.5) holds,
(iii) $0<p \leq 1$ and $C=0$ and (1.5) and (1.7) hold.

In these cases the limiting process can be defined on the above extension of our space by

$$
\begin{align*}
Y_{t}= & \frac{1}{2} B_{t}+\frac{1}{2} X_{t}^{c}+\frac{1}{\sqrt{12}} \int_{0}^{t} \sqrt{c_{s}} d W_{s} \\
& +\int_{0}^{t} \int_{\mathbb{R}} \int_{[0,1]} h(x) u(\widehat{\mu}-\widehat{v})(d s, d x, d u)  \tag{1.11}\\
& +\int_{0}^{t} \int_{\mathbb{R}} \int_{[0,1]}(x-h(x)) u \widehat{\mu}(d s, d x, d u)
\end{align*}
$$

$$
Z_{t}^{p}= \begin{cases}\frac{1}{2} C_{t}+\int_{0}^{t} \int_{\mathbb{R}} \int_{[0,1]} u x^{2} \widehat{\mu}(d s, d x, d u), & \text { if } p=2  \tag{1.12}\\ \int_{0}^{t} \int_{\mathbb{R}} \int_{[0,1]} u|x|^{p} \widehat{\mu}(d s, d x, d u), & \text { if } p \neq 2\end{cases}
$$

Moreover, the pairs $\left(n Y^{n}(X), n Z^{n, p}(X)\right)$ converge finite-dimensionally stably in law to $\left(Y, Z^{p}\right)$.

We can also write the last integral in (1.11) and the integrals in (1.12), respectively, as follows:

$$
\sum_{n \geq 1: T_{n} \leq t} U_{n}\left(\Delta X_{T_{n}}-h\left(\Delta X_{T_{n}}\right)\right), \quad \sum_{n \geq 1: T_{n} \leq t} U_{n}\left|\Delta X_{T_{n}}\right|^{p}
$$

but such a simple expression is in general not available for the second stochastic integral arising in (1.11).

REmARKS. (1) Of course the expressions for $Y$ and $Z^{p}$ do not depend on the particular choice of the truncation function $h$, since changing $h$ changes $B$ accordingly.
(2) When $X$ is a Lévy process, the triple $\left(X, Y, Z^{p}\right)$ is also a Lévy process (on the extended space), and an elementary computation shows that the Lévy exponents of $Y$ and $Z^{p}$ are $\varphi_{Y}(u)=\int_{0}^{1} \varphi_{X}(u y) d y$ and $\varphi_{Z^{p}}(u)=\int_{0}^{1} \varphi_{V^{p}}(u y) d y$ : hence Theorems 1.1 and 1.2 are particular cases of Theorem 1.4. When $X$ is not a Lévy process the pair $\left(Y, Z^{p}\right)$ is not a Lévy process either, but it is an $\mathcal{F}$-conditional process with independent increments, in the sense of [2].
(3) If we are interested only in the convergence in law of ( $\left.\widetilde{X}^{n}, \widetilde{Y}^{n}(X), \widetilde{Z}^{n, p}(X)\right)$ to $\left(X, Y, Z^{p}\right)$, it is enough to have the martingale representation property w.r.t. $X$ holds for the filtration generated by $X$ itself (which may be smaller than the original one). More generally, we could probably drop the martingale representation property, which is a priori unrelated with our result. But this would require results which are not explicitly stated in [2].
(4) There is a gap between Theorems 1.3 and 1.4: when $p=1$ we have tightness as soon as $C=0$ and (1.5) holds, while for the convergence of ( $\widetilde{Z}^{n, p}$ ) we need in addition (1.7). When (1.5) does not hold for some $p \in(0,2)$ we do not know whether the sequence ( $\widetilde{Z}^{n, p}$ ) is tight, but since then the last expression in (1.9) is infinite we conjecture that it is not the case.
(5) We could prove even more, indeed: let $p$ be as in Theorem 1.4. The family $Z^{n, p^{\prime}}(X)_{t}$ is defined simultaneously for all values of $p^{\prime}$, while the $Z_{t}^{p^{\prime}}$ 's are defined simultaneously for all $p^{\prime} \geq p$, and further these processes depend continuously on $p^{\prime}$. Then we could prove that the pair $\left(\widetilde{Y}^{n}(X),\left(\widetilde{Z}^{n, p^{\prime}}(X)\right)_{p^{\prime} \geq p}\right)$ converges stably in law to $\left(Y,\left(Z^{p^{\prime}}\right)_{p^{\prime} \geq p}\right)$, on the Skorokhod space of functions taking their values in $\mathbb{R} \times C([p, \infty), \mathbb{R})$ equipped with the product of the usual topology on $\mathbb{R}$ and the local uniform topology on the space $C([p, \infty), \mathbb{R})$ of real-valued continuous functions on $[p, \infty)$.
(6) When $X$ is continuous and unless $p=2$ the limiting process $Z^{p}$ vanishes. In fact, one could prove that for any $p \geq 0$ the sequence $\left(n^{p / 2} Z^{n, p}(X)\right)_{n}$ is tight as soon as $X$ is a continuous semimartingale, and it converges in law if in addition (1.10) holds.
(7) The limiting processes obtained in Theorem 1.4 are reminiscent of those in [3], but the context is different: in the quoted paper, and unlike here, we have genuine rates of convergence. However, it is quite likely that any type of discretization for discontinuous processes gives rise to the same kind of limiting processes, after a normalization which of course depends on the way the discretization is done.

The paper is organized as follows: in Section 2 we give an elementary proof of Theorem 1.1, which does not use Theorem 1.4. In Section 3 we give an extension of Itô's formula which has interest of its own and which allows us to prove the result when $p<2$. Then Theorems 1.3 and 1.4 are proved in Sections 4 and 5 respectively.
2. An elementary proof of Theorem 1.1. Set $Y^{n}=Y^{n}(X)$ and $\tilde{Y}^{n}=$ $\tilde{Y}^{n}(X)$ [recall (1.4)]. It is well known that when $X$ is a Lévy process with exponent $\varphi_{X}$, then $\int_{0}^{t} X_{S} d s$ has an infinitely divisible law with characteristic exponent $\int_{0}^{t} \varphi_{X}(u s) d s$. Then the characteristic exponent of $n Y_{t}^{n}-\widetilde{Y}_{t}^{n}$ is

$$
\int_{0}^{t-[n t] / n} \varphi_{X}(n u s) d s=\frac{1}{n} \int_{0}^{n t-[n t]} \varphi_{X}(u l) d l,
$$

which goes to 0 as $n \rightarrow \infty$. Hence $n Y_{t}^{n}-\widetilde{Y}_{t}^{n}$ goes to 0 in probability, and we are left to prove that the sequence $\widetilde{Y}^{n}$ converges finite-dimensionally to $Y$.

Now each process $\tilde{Y}^{n}$ has (nonstationary) independent increments, and for all $s<t$ the variable $\widetilde{Y}_{t}^{n}-\widetilde{Y}_{s}^{n}$ has the same law as $\widetilde{Y}_{u_{n}(s, t)}^{n}$ for some $u_{n}(s, t)$ going to $t-s$. Therefore it is enough to prove that $\widetilde{Y}_{t_{n}}^{n}$ converges in law to $Y_{t}$ as soon as $t_{n} \rightarrow t$. But the $\widetilde{Y}_{i / n}^{n}-\widetilde{Y}_{(i-1) / n}^{n}$ are i.i.d. (when $i=1,2, \ldots$ ) with characteristic exponents $\int_{0}^{1 / n} \varphi_{X}(u s) d s$, hence

$$
E\left(\exp \left\{i u \widetilde{Y}_{t_{n}}^{n}\right\}\right)=\exp \left\{\left[n t_{n}\right] \int_{0}^{1 / n} \varphi_{X}(u n s) d s\right\}=\exp \left\{\frac{\left[n t_{n}\right]}{n} \int_{0}^{1} \varphi_{X}(u y) d y\right\}
$$

and the result readily follows.
3. An extension of Itô's formula. Let $X$ be any semimartingale. The process $H(p)_{t}=\sum_{s \leq t}\left|\Delta X_{s}\right|^{p} \mathbb{1}_{\left\{\left|\Delta X_{s}\right| \leq 1\right\}}$ has bounded jumps and admits the left-hand side of (1.5) for predictable compensator. Hence (1.5) holds if and only if $H(p)$ is a.s. finite-valued: since obviously $\sum_{s \leq t}\left|\Delta X_{s}\right|^{p} \mathbb{1}_{\left\{\left|\Delta X_{s}\right|>1\right\}}<\infty$ for all $t$, we have that (1.5) and (1.6) are equivalent.

For proving Theorems 1.2 and 1.3 we need to apply Itô's formula with the function $f(x)=|x|^{p}$, which is not of class $C^{2}$ when $p<2$. To be more precise, remember that

$$
\begin{equation*}
f\left(X_{t}\right)-f\left(X_{0}\right)=\int_{0}^{t} f^{\prime}\left(X_{s-}\right) d X_{s}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(X_{s-}\right) d C_{s}+W(f)_{t} \tag{3.1}
\end{equation*}
$$

for any $C^{2}$ function $f$, where

$$
\begin{equation*}
W(f)_{t}=\sum_{s \leq t} \eta_{f}\left(X_{s-}, \Delta X_{s}\right) \quad \text { and } \quad \eta_{f}(x, y)=f(x+y)-f(x)-f^{\prime}(x) y . \tag{3.2}
\end{equation*}
$$

Here since (1.6) holds for $p \geq 2$ and $\eta_{f}(x, y)$ behaves at most like $y^{2}$ for small $y$, the sum defining $W(f)_{t}$ is a.s. absolutely convergent.

We would like to have (3.1) for more general functions $f$, without additional terms like local times (in contrast with the generalized Itô's formula for convex functions $f$ when $X$ is continuous). Since $f^{\prime \prime}$ explicitly shows in (3.1) unless $C=0$, we will have to assume first that $C=0$ (or equivalently $X^{c}=0$ ), in which case (3.1) becomes

$$
\begin{equation*}
f\left(X_{t}\right)-f\left(X_{0}\right)=\int_{0}^{t} f^{\prime}\left(X_{s-}\right) d X_{s}+W(f)_{t} \tag{3.3}
\end{equation*}
$$

If further (1.5) for $p=1$ and (1.7) hold, then indeed $X_{t}=X_{0}+\sum_{s \leq t} \Delta X_{s}$; then the first derivative in (3.1) also disappears and we have

$$
\begin{equation*}
f\left(X_{t}\right)-f\left(X_{0}\right)=\sum_{s \leq t}\left(f\left(X_{s-}+\Delta X_{s}\right)-f\left(X_{s-}\right)\right) \tag{3.4}
\end{equation*}
$$

The next result shows indeed that (3.3) or (3.4) hold for functions $f$ which are not $C^{2}$ but have some weaker regularity, in connection with the reals $p$ for which (1.5) holds. Recall that $g$ is said to be Hölder continuous with index $\rho$ if for all $K>0$ there is a constant $C_{K}$ such that $|g(x+y)-g(x)| \leq C_{K}|y|^{\rho}$ whenever $|x| \leq K$ and $|y| \leq 1$.

THEOREM 3.1. Assume that (1.5) holds for some $p \in[0,2)$ and that $C=0$.
(i) $(3.3)$ holds when $p \in(1,2)$ and $f$ is a differentiable function whose derivative $f^{\prime}$ is Hölder continuous with index $p-1$, and also when $p=1$ and $f$ is the difference of two convex functions, provided that in this case we take everywhere $f^{\prime}$ to be the right derivative (or everywhere the left derivative).
(ii) (3.4) holds when $p \in(0,1)$ and $f$ is Hölder continuous with index $p$, and also when $p=0$ and $f$ is an arbitrary function, if in both cases we assume further (1.7).

Of course (ii) with $p=0$ is trivial, since then $X$ has finitely many jumps only on finite intervals: it is given here for completeness. In general, the conditions on $f$ are exactly the conditions under which the right-hand sides of (3.3) or (3.4) are meaningful. For the next proof, and also further on, we need the sets

$$
\begin{equation*}
\Omega_{t, K}=\left\{\sup _{s \leq t}\left|X_{s}\right| \leq K\right\} \quad \text { which satisfy } \lim _{K \uparrow \infty} \Omega_{t, K}=\Omega \tag{3.5}
\end{equation*}
$$

Proof. (i) Let $p \in[1,2)$. By hypothesis there are constants $C_{K}$ such that $\left|f^{\prime}(x+y)-f^{\prime}(x)\right| \leq C_{K}|y|^{p-1}$ whenever $|x| \leq K$ and $|y| \leq 1$ (when $p=1$ we take for example the right derivative $f^{\prime}$, which is locally bounded). Then the definition of $\eta_{f}$ allows to deduce $\left|\eta_{f}(x, y)\right| \leq C_{K}|y|^{p}$ for all $|x| \leq K$ and $|y| \leq 1$ : this and (1.6) imply that the series defining $W(f)_{t}$ is absolutely convergent on each set $\Omega_{t, K}$, hence everywhere.

Denote by $f_{n}$ the convolution of $f$ with a $C^{\infty}$ nonnegative function $\phi_{n}$ with support in $[0,1 / n]$ and integral 1: we have $f_{n} \rightarrow f$ and $f_{n}^{\prime} \rightarrow f^{\prime}$ pointwise [with $f^{\prime}$ the right derivative in case (ii)]. We have

$$
\begin{equation*}
|x| \leq K, \quad|y| \leq 1 \quad \Longrightarrow \quad\left|\eta_{f_{n}}(x, y)\right| \leq C_{K+1}|y|^{p-1} \tag{3.6}
\end{equation*}
$$

for all $n$. Further each $f_{n}$ is $C^{\infty}$, so the usual Itô's formula yields

$$
\begin{equation*}
f_{n}\left(X_{t}\right)-f_{n}\left(X_{0}\right)=\int_{0}^{t} f_{n}^{\prime}\left(X_{s-}\right) d X_{s}+W\left(f_{n}\right)_{t} \tag{3.7}
\end{equation*}
$$

The left-hand side of (3.7) converges to the left-hand side of (3.3) because $f_{n} \rightarrow f$ pointwise. Since $f_{n}^{\prime} \rightarrow f^{\prime}$ as well and since by (3.6) the sequence $\left(f_{n}^{\prime}\right)$ is locally bounded, uniformly in $n$, the stochastic integral in (3.7) converges to the stochastic integral in (3.3), in probability (dominated convergence theorem for stochastic integrals). Finally, $\eta_{f_{n}}\left(X_{s-}, \Delta X_{s}\right) \rightarrow \eta_{f}\left(X_{s-}, \Delta X_{s}\right)$ pointwise and $\left.\left|\eta_{f_{n}}\left(X_{s-}, \Delta X_{s}\right)\right| \leq C_{K+1} \mid \Delta X_{s}\right)\left.\right|^{p}$ for all $s \leq t$ on the set $\Omega_{t, K}$, so an application of the dominated convergence theorem yields that $W(f)_{t}^{n} \rightarrow W(f)_{t}$ pointwise, and we are done.
(ii) When $p<1$ we write (3.4) as $f\left(X_{t}\right)-f\left(X_{0}\right)=W(f)_{t}$ with $W(f)$ given by (3.2) and $\eta_{f}(x, y)=f(x+y)-f(x)$ : we again have $\left|\eta_{f}(x, y)\right| \leq C_{K}|y|^{p}$ for all $|x| \leq K$ under our assumptions, so $W(f)$ is well defined. Also, the convergence argument works as for (i), with (3.6) unchanged and (3.7) replaced by $f_{n}\left(X_{t}\right)-f_{n}\left(X_{0}\right)=W\left(f_{n}\right)_{t}$.

Let us now specialize the above results when $f(x)=|x|^{p}$. For each $p \in \mathbb{R}$, we define the following function on $\mathbb{R}$ :

$$
\rho_{p}(x)= \begin{cases}|x|^{p} \operatorname{sign}(x), & \text { if } p>0 \\ \operatorname{sign}(x), & \text { if } p=0, \\ 0, & \text { if } p<0,\end{cases}
$$

where $\operatorname{sign}(x)$ equals 1 if $x \geq 0$ and equals -1 if $x<0$. Then for $p>0$ we define the processes

$$
\begin{align*}
W_{t}^{p} & =\sum_{s \leq t} \psi_{p}\left(X_{s-}, \Delta X_{s}\right) \quad \text { where }  \tag{3.8}\\
\psi_{p}(x, y) & =|x+y|^{p}-|x|^{p}-p \rho_{p-1}(x) y
\end{align*}
$$

with the convention $W_{t}^{p}=+\infty$ whenever the sum above is not absolutely convergent.

Then suppose that (1.5) holds for some $p \in(0, \infty)$ (this is always the case when $p \geq 2$ ). In this case $W^{p}$ is a.s. finite-valued, and if further $C=0$ when $p<2$ and (1.7) holds when $p<1$, by applying (3.1) when $p \geq 2$ and Theorem 3.1 when $p<2$ we get

$$
\begin{equation*}
\left|X_{t}\right|^{p}-\left|X_{0}\right|^{p}=p \int_{0}^{t} \rho_{p-1}\left(X_{s-}\right) d X_{s}+\frac{p(p-1)}{2} \int_{0}^{t}\left|X_{s-}\right|^{p-2} d C_{s}+W_{t}^{p} \tag{3.9}
\end{equation*}
$$

(if $p<2$ the second integral above vanishes, and the first integral as well if $p<1$ ).
4. Proof of Theorem 1.3. We assume that $X$ is an arbitrary semimartingale with characteristics $(B, C, v)$, and take a $p>0$. If $p<2$ we assume that (1.5) holds and that $C=0$; if $p<1$ we assume further that (1.7) holds.

First, by Itô's formula, we have for $t \in\left(\frac{i}{n}, \frac{i+1}{n}\right]\left[\right.$ recall (1.1) for $\left.X^{n}\right]$ :

$$
\begin{equation*}
\int_{i / n}^{t} X_{r}^{n} d r=\left(t-\frac{i}{n}\right)\left(X_{t}-X_{i / n}\right)-\int_{i / n}^{t}\left(r-\frac{i}{n}\right) d X_{r}=\int_{i / n}^{t}(t-r) d X_{r} \tag{4.1}
\end{equation*}
$$

Similarly, if we set

$$
W_{t}^{n, p}=\sum_{s \leq t} \psi_{p}\left(X_{s-}^{n}, \Delta X_{s}\right)
$$

an application of (3.9) for the process $\widetilde{X}^{n}$ gives for $t \in\left(\frac{i}{n}, \frac{i+1}{n}\right]$ :

$$
\begin{align*}
& \int_{i / n}^{t}\left|X_{r}^{n}\right|^{p} d r  \tag{4.2}\\
& \quad=\int_{i / n}^{t}(t-r)\left(p \rho_{p-1}\left(X_{r-}^{n}\right) d X_{r}+\frac{p(p-1)}{2}\left|X_{r-}^{n}\right|^{p-2} d C_{r}+d W_{r}^{n, p}\right)
\end{align*}
$$

Then if we set

$$
\phi_{n}(s)=i+1-n s \quad \text { if } \frac{i}{n}<s \leq \frac{i+1}{n}, \phi_{n}(0)=0
$$

and

$$
\begin{equation*}
\widetilde{Y}^{\prime n}(X)_{t}=\int_{0}^{t} \phi_{n}(s) d X_{s} \tag{4.3}
\end{equation*}
$$

we have, by (4.1),

$$
\begin{align*}
\tilde{Y}^{n}(X)_{t} & =\tilde{Y}^{\prime n}(X)_{[n t] / n}  \tag{4.4}\\
n Y^{n}(X)_{t} & =\tilde{Y}^{\prime n}(X)_{t}-\phi_{n}(t)\left(X_{t}-X_{[n t] / n}\right)
\end{align*}
$$

Similarly, if

$$
\widetilde{Z}^{\prime n, p}(X)_{t}=\int_{0}^{t} \phi_{n}(s)\left(p \rho_{p-1}\left(X_{r-}^{n}\right) d X_{r}+\frac{p(p-1)}{2}\left|X_{r-}^{n}\right|^{p-2} d C_{r}+d W_{r}^{n, p}\right),
$$

we get, by (4.2),

$$
\begin{align*}
\widetilde{Z}^{n, p}(X)_{t} & =\widetilde{Z}^{\prime n, p}(X)_{[n t] / n} \\
n Z^{n, p}(X)_{t} & =\widetilde{Z}^{\prime n, p}(X)_{t}-\phi_{n}(t)\left(\widetilde{Z}^{\prime n, p}(X)_{t}-\widetilde{Z}^{\prime n, p}(X)_{[n t] / n}\right) \tag{4.5}
\end{align*}
$$

Finally, let us introduce the following process [the same as (1.3) in the Lévy case], which is a.s. finite-valued:

$$
V_{t}^{p}= \begin{cases}\sum_{s \leq t}\left|\Delta X_{s}\right|^{p}, & \text { if } p \neq 2  \tag{4.6}\\ {[X, X]_{t}=C_{t}+\sum_{s \leq t}\left|\Delta X_{s}\right|^{2},} & \text { if } p=2\end{cases}
$$

Now, for any $K>0$ there is a constant $C_{K}$ (depending also on $p$ ) such that when $|x| \leq 2 K$, then $\left|p \rho_{p-1}(x)\right| \leq C_{K}$ and $\frac{p(p-1)}{2}|x|^{p-2} \leq C_{K}$ if $p \geq 2$ and $\left|\psi_{p}(x, y)\right| \leq C_{K}|y|^{p}$. Consider the triple $U^{n}=\left(X, \widetilde{Y}^{\prime n}(X), \widetilde{Z}^{\prime n, p}(X)\right)$ : on the set $\Omega_{T, K}$ of (3.5), and over the time interval [0,T], its components are stochastic integrals of predictable processes, depending on $n$ but smaller than $C_{K}$, with respect to $X$ and to $C$, plus (for the third component) the process $\int_{0}^{t} \phi_{n}(s) d W_{s}^{n, p}$ whose total variation satisfies for $t \leq T$ :

$$
C_{K} V_{t}^{p}-\int_{0}^{t} \phi_{n}(s)\left|d W_{s}^{n, p}\right| \quad \text { is nondecreasing. }
$$

Then it is an easy consequence of Theorem VI-5.10 of [4], with the Condition (C3), plus the last part of (3.5), that the three-dimensional sequence $U^{n}$ is tight for the Skorokhod topology, and in particular, the real random variables $\sup _{s \leq t}\left|U_{s}^{n}\right|$ are tight for all $t<\infty$.

Further, Lemma 2.2 of [3] and its proof yield that if the sequence $U^{n}$ is tight, then so is the sequence of discretized processes $\left(U_{[n t] / n}^{n}\right)_{t \geq 0}$ : in view of (4.4) and (4.5), this finishes the proof of the first and second claims in (a) and (b) of Theorem 1.3.

Finally, let $t$ be such that $P\left(\Delta X_{t}=0\right)=1$. Then obviously $X_{[n t] / n} \rightarrow X_{t}$ a.s., and $\widetilde{Z}^{\prime n, p}(X)_{[n t] / n}-\widetilde{Z}^{\prime n, p}(X)_{t} \rightarrow 0$ in probability, so the last claims in (a) and (b) follow from the last equalities in (4.4) and (4.5) and from $0 \leq \phi_{n} \leq 1$.
5. Proof of Theorem 1.4. In this section we assume that $X$ satisfies (1.10) and the martingale representation property. Let $p>0$ : if $p<2$ we assume $C=0$ and (1.5), and if $p \leq 1$ we assume further (1.7). By virtue of Lemma 2.2 of [3] (and of its proof), in order to obtain Theorem 1.4 it is enough to prove that the pair $\left(\widetilde{Y}^{\prime n}(X), \widetilde{Z}^{\prime n, p}(X)\right)$ converges stably in law to $\left(Y, Z^{p}\right)$.

If $C^{\prime}=C$ when $p \neq 2$ and $C^{\prime}=0$ when $p=2$, we observe that

$$
\begin{align*}
& \widetilde{Z}^{\prime n, p}(X)_{t}-\widetilde{Y}^{\prime n}\left(V^{p}\right)_{t} \\
& \quad= \int_{0}^{t} \phi_{n}(s)\left(p \rho_{p-1}\left(X_{s-}^{n}\right) d X_{s}+\frac{p(p-1)}{2}\left|X_{s-}^{n}\right|^{p-2} d C_{s}^{\prime}\right)  \tag{5.1}\\
& \quad+\sum_{s \leq t} \phi_{n}(s)\left(\psi_{p}\left(X_{s-}^{n}, \Delta X_{s}\right)-\left|\Delta X_{s}\right|^{p}\right) .
\end{align*}
$$

We have that $X_{s-}^{n} \rightarrow 0$, hence $\psi_{p}\left(X_{s-}^{n}, \Delta X_{s}\right)-\left|\Delta X_{s}\right|^{p} \rightarrow 0$ when $p \neq 1$ and $C^{\prime}=0$ when $p \leq 2$ and $\left|\psi_{p}\left(X_{s-}^{n}, \Delta X_{s}\right)-\left|\Delta X_{s}\right|^{p}\right| \leq\left(C_{K}+1\right)\left|\Delta X_{s}\right|^{p}$ for $s \leq T$ on the set $\Omega_{T, K}$ of (3.5): therefore the dominated convergence theorems for stochastic and ordinary integrals and series yield that $\sup _{s \leq t} \mid \widetilde{Z}^{\prime n, p}(X)_{s}-$ $\tilde{Y}^{\prime n}\left(V^{p}\right)_{s} \mid \rightarrow 0$ in probability as soon as $p \neq 1$. When $p=1$ the property (1.7) yields $X_{t}=X_{0}+\sum_{s \leq t} \Delta X_{s}$; therefore (5.1) writes as

$$
\widetilde{Z}^{\prime n, 1}(X)_{t}-\widetilde{Y}^{\prime n}\left(V^{1}\right)_{t}=\sum_{s \leq t} \phi_{n}(s)\left(\left|X_{s-}^{n}+\Delta X_{s}\right|-\left|X_{s-}^{n}\right|-\left|\Delta X_{s}\right|\right)
$$

Exactly as before, the last sum above goes to 0 in probability, uniformly over each finite time interval, hence again $\sup _{s \leq t}\left|\widetilde{Z}^{\prime n, 1}(X)_{s}-\widetilde{Y}^{\prime n}\left(V^{1}\right)_{s}\right| \rightarrow 0$ in probability: so in all cases we are left to proving that the pair $\left(\tilde{Y}^{\prime n}(X), \widetilde{Y}^{\prime n}\left(V^{p}\right)\right)$ converges stably in law to $\left(Y, Z^{p}\right)$ [recall (4.3) for the definition of $\left.\widetilde{Y}^{\prime n}\left(V^{p}\right)\right]$.

Let us also state the following trivial consequence of (4.3), of $0 \leq \phi_{n} \leq 1$ and of the very definition of Emery's topology (see, e.g., the books of Dellacherie and Meyer [1] or Protter [7] for a definition of this topology, also called "topology of semimartingales"):

LEMMA 5.1. If $U(q)$ is a sequence of semimartingales converging to a limiting semimartingale $U$ in Emery's topology as $q \rightarrow \infty$, then we have for all $\varepsilon>0$ and $t \in \mathbb{R}_{+}$:

$$
\lim _{q} \sup _{n} P\left(\sup _{s \leq t}\left|\tilde{Y}^{\prime n}(U(q))_{s}-\tilde{Y}^{\prime n}(U)_{s}\right| \geq \varepsilon\right)=0
$$

Below we choose a truncation function $h$ which is Lipschitz continuous and with $h(x)=x$ if $|x| \leq 1$ and $h(x)=0$ if $|x|>2$. For any $q \geq 2$ set $R_{q}=\left\{x: \frac{1}{q}<\right.$ $|x| \leq q\}$ and

$$
\begin{align*}
X(q)_{t}= & X_{0}+B_{t}+X_{t}^{c}+\int_{0}^{t} \int_{\{|x|>1 / q\}} h(x)(\mu-v)(d s, d x)  \tag{5.2}\\
& +\int_{0}^{t} \int_{\{|x| \leq q\}}(x-h(x)) \mu(d s, d x) .
\end{align*}
$$

We associate with $X(q)$ the process $V(q)^{p}$ defined as in (4.6), that is,

$$
V(q)_{t}^{p}= \begin{cases}\sum_{s \leq t}\left|\Delta X(q)_{s}\right|^{p}, & \text { if } p \neq 2,  \tag{5.3}\\ {[X(q), X(q)]_{t}=C_{t}+\sum_{s \leq t}\left|\Delta X(q)_{s}\right|^{2},} & \text { if } p=2 .\end{cases}
$$

Then $X(q)$ and $V(q)^{p}$ converge to $X$ and $V^{p}$ for Emery's topology as $q \rightarrow \infty$ [compare (5.2) with (1.8)]. Similarly, on our extended space we define the processes [recall (1.11) and (1.12)]:

$$
\begin{align*}
Y(q)_{t}= & \frac{1}{2} B_{t}+\frac{1}{2} X_{t}^{c}+\frac{1}{\sqrt{12}} \int_{0}^{t} \sqrt{c_{s}} d W_{s} \\
& +\int_{0}^{t} \int_{\{|x|>1 / q\}} \int_{[0,1]} h(x) u(\widehat{\mu}-\widehat{v})(d s, d x, d u)  \tag{5.4}\\
& +\int_{0}^{t} \int_{\{|x| \leq q\}} \int_{[0,1]}(x-h(x)) u \widehat{\mu}(d s, d x, d u),
\end{align*}
$$

$$
Z(q)_{t}^{p}= \begin{cases}\frac{1}{2} C_{t}+\int_{0}^{t} \int_{R_{q}} \int_{[0,1]} u x^{2} \widehat{\mu}(d s, d x, d u), & \text { if } p=2  \tag{5.5}\\ \int_{0}^{t} \int_{R_{q}} \int_{[0,1]} u|x|^{p} \widehat{\mu}(d s, d x, d u), & \text { if } p \neq 2\end{cases}
$$

Then $Y(q)$ and $Z(q)^{p}$ go to $Y$ and $Z^{p}$ for Emery's topology as well. So by virtue of Lemma 5.1 it is then enough to prove that for any fixed $q$ we have stable convergence in law of $\left(\tilde{Y}^{\prime n}(X(q)), \widetilde{Y}^{\prime n}\left(V(q)^{p}\right)\right)$ to $\left(Y(q), Z(q)^{p}\right)$.

Below, we fix $q \in \mathbb{N}^{\star}$. We choose two other truncation functions $h^{\prime}$ and $h^{\prime \prime}$ that are Lipschitz continuous and satisfies $h^{\prime}(x)=x$ if $|x| \leq q$ and $h^{\prime \prime}(x)=x$ if $|x| \leq q^{p}$. Since the processes $Y(q)$ and $Z(q)^{p}$ have jumps smaller than $q$ and $q^{p}$ respectively, we easily deduce from (5.4) and (5.5) that the characteristics of the triple $\left(X, Y(q), Z(q)^{p}\right)$ (w.r.t. the truncation function $\bar{h}$ on $\mathbb{R}^{3}$ having the components $h, h^{\prime}$ and $h^{\prime \prime}$ ) are ( $\widehat{B}, \widehat{C}, \eta$ ), given by

$$
\widehat{B}=\left(\begin{array}{c}
B  \tag{5.6}\\
B^{\prime} / 2 \\
B^{\prime \prime} / 2
\end{array}\right), \quad \widehat{C}=\left(\begin{array}{ccc}
C & C / 2 & 0 \\
C / 2 & C / 3 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where, with the notation $G_{t}^{p}=\int_{0}^{t} d s \int_{R_{q}} F_{s}(d x)|x|^{p}$,

$$
\begin{align*}
& B_{t}^{\prime}=B_{t}+\int_{0}^{t} \int_{R_{q}}(x-h(x)) v(d s, d x), \\
& B^{\prime \prime}= \begin{cases}C+G^{2}, & \text { if } p=2, \\
G^{p}, & \text { if } p \neq 2,\end{cases} \tag{5.7}
\end{align*}
$$

and

$$
\begin{equation*}
\eta([0, t] \times A)=\int_{0}^{t} d s \int_{\mathbb{R}} F_{S}(d x) \int_{0}^{1} \mathbb{1}_{A}\left(x, u x \mathbb{1}_{R_{q}}(x), u|x|^{p_{1}} \mathbb{1}_{R_{q}}(x)\right) d u \tag{5.8}
\end{equation*}
$$

Note that these characteristics are predictable on the original probability space and not only on the extended space.

Next we set for simplicity $U^{n}=\widetilde{Y}^{\prime n}(X(q))$ and $U^{\prime n}=\widetilde{Y}^{\prime n}\left(V(q)^{p}\right)$. In view of (4.3), (5.2), (5.3) and of the fact that the jump measure of $X(q)$ is the restriction of the jump measure of $X$ to $\mathbb{R}_{+} \times R_{q}$, it is an easy computation to check that the characteristics of the triple $\left(X, U^{n}, U^{\prime n}\right)$ w.r.t. the truncation function $\bar{h}$ are ( $\widehat{B}^{n}, \widehat{C}^{n}, \eta^{n}$ ), given by

$$
\widehat{B}^{n}=\left(\begin{array}{c}
B  \tag{5.9}\\
B^{\prime \prime} \\
B^{\prime \prime n}
\end{array}\right), \quad \widehat{C}^{n}=\left(\begin{array}{ccc}
C & C^{\prime n} & 0 \\
C^{\prime n} & C^{\prime \prime n} & 0 \\
0 & 0 & 0
\end{array}\right)
$$

where

$$
\begin{align*}
B_{t}^{\prime n} & =\int_{0}^{t} \phi_{n}(s) d B_{s}-\int_{0}^{t} \phi_{n}(s) \int_{\{|x| \geq q\}}(x-h(x)) v(d s, d x), \\
B_{t}^{\prime \prime n} & =\int_{0}^{t} \phi_{n}(s) d B_{s}^{\prime \prime},  \tag{5.10}\\
C_{t}^{\prime n} & =\int_{0}^{t} \phi_{n}(s) d C_{s}, \quad C_{t}^{\prime \prime n}=\int_{0}^{t} \phi_{n}(s)^{2} d C_{s} \tag{5.11}
\end{align*}
$$

and

$$
\begin{equation*}
\eta^{n}([0, t] \times A)=\int_{0}^{t} d s \int_{\mathbb{R}} F_{s}(d x) \mathbb{1}_{A}\left(x, \phi_{n}(s) x \mathbb{1}_{R_{q}}(x), \phi_{n}(s)|x|^{p_{1}} \mathbb{1}_{R_{p}}(x)\right) \tag{5.12}
\end{equation*}
$$

Finally, we also introduce the following processes, taking values in the set of all symmetric nonnegative $3 \times 3$ matrices and nondecreasing in this set:

$$
\begin{aligned}
H_{t} & =\widehat{C}_{t}+\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(\bar{h} \bar{h}^{*}\right)(x, y, z) \eta(d s, d x, d y, d z) \\
H_{t}^{n} & =\widehat{C}_{t}^{n}+\int_{0}^{t} \int_{\mathbb{R}^{3}}\left(\bar{h} \bar{h}^{*}\right)(x, y, z) \eta^{n}(d s, d x, d y, d z)
\end{aligned}
$$

where $\bar{h}^{*}$ denotes the transpose of the row vector-valued function $\bar{h}$.
Note that the extension on which our limiting processes are defined is trivially a "very good extension" in the sense of [2]. By assumption we also have the martingale representation property w.r.t. $X$. Then, by virtue of Theorem 2.1 of [2], in order to prove our convergence result it is enough to prove the following three convergences (pointwise in $\omega$ ) for all $t \in \mathbb{R}_{+}$and every function $g$ which is bounded Lipschitz on $\mathbb{R}^{3}$ and null on a neighborhood of 0 :

$$
\begin{align*}
\sup _{r \leq t}\left|\widehat{B}_{r}^{n}-\widehat{B}_{r}\right| & \rightarrow 0  \tag{5.13}\\
H_{t}^{n} & \rightarrow H_{t}  \tag{5.14}\\
\int_{0}^{t} \int_{\mathbb{R}^{3}} g(x, y, z) \eta^{n}(d s, d x, d y, d z) & \rightarrow \int_{0}^{t} \int_{\mathbb{R}^{3}} g(x, y, z) \eta(d s, d x, d y, d z) . \tag{5.15}
\end{align*}
$$

Let us prove an auxiliary result: If $f$ is a locally integrable (w.r.t. Lebesgue measure) function on $\mathbb{R}_{+}$, then for each $t>0$ we have for any $\alpha>0$ :

$$
\begin{equation*}
\sup _{r \leq t}\left|\int_{0}^{r} \phi_{n}(s)^{\alpha} f(s) d s-\frac{1}{\alpha+1} \int_{0}^{r} f(s) d s\right| \rightarrow 0 \tag{5.16}
\end{equation*}
$$

Indeed, $\int_{(i-1) / n}^{i / n} \phi_{n}(s)^{\alpha} d s=\frac{1}{n(\alpha+1)}$, so for any $u<v$ we have $\mid \int_{u}^{v} \phi_{n}(s)^{\alpha} d s-$ $\left.\frac{v-u}{\alpha+1} \right\rvert\, \leq \frac{2}{n}$. It follows that (5.16) holds when $f$ is piecewise constant. For a general (locally integrable) $f$ there exists a sequence of piecewise constant function $f^{m}$
on $\mathbb{R}_{+}$which converges in $L^{1}$ for the Lebesgue measure on any compact interval $[0, t]$ to $f$. Since $0 \leq \phi_{n} \leq 1$ we clearly have as $m \rightarrow \infty$ :

$$
\sup _{n} \int_{0}^{t} \phi_{n}(s)^{\alpha}\left|f(s)-f_{m}(s)\right| d s \rightarrow 0
$$

Then (5.16) holds for $f$ as well.
In view of (1.10) and of (5.7) and (5.10), we readily obtain (5.13).
Next we turn to (5.15). We prove a stronger form, namely when $g$ is bounded, Lipschitz continuous and $g(0,0,0)=0$, and when the process $L_{t}=$ $\int_{0}^{t} \int_{\mathbb{R}} g(x, 0,0) \nu(d s, d x)$ is well defined (i.e., the integral defining $L_{t}$ is absolutely convergent): when $g$ is null on a neighborhood of 0 and bounded, all these conditions are obviously satisfied.

Set $\gamma_{s}(\omega)=F_{S}\left(\omega, R_{q}\right)$, which is finite-valued and Lebesgue-locally integrable. Any finite measure being the image of Lebesgue measure on an appropriate interval, and since $(\omega, s) \mapsto F_{S}(\omega, A)$ is predictable for any Borel set $A$, then $\gamma$ is a predictable process, and we can find a predictable map $\beta=\beta(\omega, t, v)$ from $\Omega \times \mathbb{R}_{+} \times \mathbb{R}_{+}$into $R_{q} \cup\{0\}$ such that

$$
\begin{align*}
& \beta(\omega, t, v)=0 \quad \Longleftrightarrow \quad v \geq \gamma_{t}(\omega) \\
& \int_{R_{q}} f(x) F_{t}(\omega, d x)=\int_{0}^{\gamma_{t}(\omega)} f(\beta(\omega, t, v)) d v \tag{5.17}
\end{align*}
$$

for any Borel and locally bounded function $f$. Then using (5.17), (5.8) and (5.12), we see that the left- and right-hand sides of (5.15) are respectively $L_{t}+\delta_{n}(t)$ and $L_{t}+\delta(t)$, where

$$
\begin{align*}
\delta(t) & =\int_{0}^{t} d s \int_{0}^{\gamma_{s}} d v \int_{0}^{1} g\left(\beta(s, v), u \beta(s, v), u|\beta(s, v)|^{p}\right) d u  \tag{5.18}\\
\delta_{n}(t) & =\int_{0}^{t} d s \int_{0}^{\gamma_{s}} g\left(\beta(s, v), \phi_{n}(s) \beta(s, v), \phi_{n}(s)|\beta(s, v)|^{p}\right) d v \tag{5.19}
\end{align*}
$$

so it remains to prove that

$$
\begin{equation*}
\delta_{n}(t) \rightarrow \delta(t) \tag{5.20}
\end{equation*}
$$

We fix $\omega$. Let us denote by $\mathscr{H}$ the set of all functions on $\mathbb{R}_{+} \times \mathbb{R}_{+}$of the form $\sum_{i=1}^{m} a_{i} \mathbb{1}_{A_{i}}$, where $a_{i} \in \mathbb{R}$ and the $A_{i}$ 's are bounded rectangles and $m \in \mathbb{N}$. We can find a sequence $\beta_{m}$ of functions in $\mathscr{H}$ which converges to $\beta$ in $L^{1}$ for the twodimensional Lebesgue measure, on each compact subset of $\mathbb{R}_{+} \times \mathbb{R}_{+}$. We define $\delta(m, t)$ and $\delta_{n}(m, t)$ by (5.18) and (5.19) again, with $\beta_{m}$ instead of $\beta$. Then since $g$ is Lipschitz and bounded, we have

$$
|\delta(t)-\delta(m, t)| \leq \alpha_{m, K}(t)+\beta_{K}(t), \quad\left|\delta_{n}(t)-\delta_{n}(m, t)\right| \leq \alpha_{m, K}(t)+\beta_{K}(t)
$$

for all $K>0$, where $\beta_{K}(t)=\|g\| \int_{0}^{t}\left(\gamma_{s}-K\right)^{+} d s$ and with $\alpha_{m, K}(t)$ not depending on $n$ and going to 0 as $m \rightarrow \infty$ for each $K$. Since further $\gamma$ is Lebesgue-integrable
over [ $0, t$ ], we have $\beta_{K}(t) \rightarrow 0$ as $K \rightarrow \infty$. Therefore we are left to prove that $\delta_{n}(m, t) \rightarrow \delta(m, t)$ for all $m$ and $t$.

In other words, we need to prove (5.20) when $\beta \in \mathscr{H}$. But then we have $\beta(t, v)=\sum_{i=1}^{k} a_{i} \mathbb{1}_{\left(x_{i}, y_{i}\right]}(t) \mathbb{1}_{\left(w_{i}, z_{i}\right]}(v)$ where $a_{i} \in \mathbb{R}$ and where the rectangles $\left(x_{i}, y_{i}\right] \times\left(w_{i}, z_{i}\right]$ are pairwise disjoint. Then since $g(0,0,0)=0$, we get

$$
\begin{align*}
\delta_{n}(t) & =\sum_{i=1}^{k} \int_{x_{i} \wedge t}^{y_{i} \wedge t}\left(z_{i} \wedge \gamma_{s}-w_{i} \wedge \gamma_{s}\right) g\left(a_{i}, \phi_{n}(s) a_{i}, \phi_{n}(s)\left|a_{i}\right|^{p}\right) d s,  \tag{5.21}\\
\delta(t) & =\sum_{i=1}^{k} \int_{x_{i} \wedge t}^{y_{i} \wedge t}\left(z_{i} \wedge \gamma_{s}-w_{i} \wedge \gamma_{s}\right) d s \int_{0}^{1} g\left(a_{i}, u a_{i}, u\left|a_{i}\right|^{p}\right) d u . \tag{5.22}
\end{align*}
$$

If $\gamma$ is piecewise constant, the two quantities in (5.21) and (5.22) differ at most by $2 r\|g\| \sum_{i=1}^{k} \frac{z_{i}-w_{i}}{n}$, where $r$ is the number of dicontinuities of the function $\gamma$ over the time interval $[0, t]$ : this proves (5.20) when $\gamma$ is piecewise constant, and one deduces that it holds in general by approximating the locally integrable function $\gamma$ by a sequence of piecewise constant functions converging to $\gamma$ in $L^{1}$ for the Lebesgue measure.

So we have completed the proof of (5.20), hence of (5.15) when $g$ is bounded, Lipschitz continuous and $g(0,0,0)=0$ and $L_{t}$ is well defined.

It remains to prove (5.14). First, (5.6), (5.9) and (5.11) together with (5.16) show that $\widehat{C}_{t}^{n} \rightarrow \widehat{C}_{t}$ for all $t$. Therefore it remains to prove that (5.15) holds for the functions $g_{i j}=\bar{h}^{i} \bar{h}^{j}$, for $i, j=1,2,3$. But these functions are bounded Lipschitz null at 0 , and the process $L_{t}=\int_{0}^{t} \int_{\mathbb{R}} g_{i j}(x, 0,0) \nu(d s, d x)$ is well defined (and indeed vanishes except when $i=j=1$ ). So we can apply step 6 and we are done.
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