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ISOPERIMETRIC CONSTANTS FOR PRODUCT
PROBABILITY MEASURES

By S. G. BoBkov! AND C. HOUDRE?

Syktyvkar University and Georgia Institute of Technology

A dimension free lower bound is found for isoperimetric constants of
product probability measures. From this, some analytic inequalities are
derived.

1. Introduction. Let (X, d) be a metric space equipped with a separable
Borel probability measure w, and assume that u is not a unit mass at a point.
In the present paper we study the quantity

r(4)
min(u(4), 1 — u(A))
which was introduced by Cheeger [6] in a Riemannian geometry context. The
infimum in (1.1) is taken over all Borel sets A ¢ X of measure 0 < u(A) <1

(such sets exist by the assumptions on w), and ut denotes the surface measure
of A, that is,

(1.1) Is(p) = inf

oan i AR — p(A)
m (A)"'ﬂBTfT

2

where A" = {x € X: d(x, a) < h for some a € A} is the open h—neighborhood
of A (for the metric d).
For any function f: X — R, we also define the modulus of its gradient

e ) = FO)
VIEN= IS d )

to which we assign the value 0 whenever x is an isolated point in X; clearly,
|V | is always Borel measurable for f continuous. The space X" = X x---x X
is endowed with the metric d,, given by d,(x, y) = (3X}_; d%(x4, ¥2))Y/? and
with the probability measure u™ which is the n-fold tensor product of w with
itself. Also, we assume that for any Lipschitz function f on (X", d,), [Vf|? =
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Yot |kaf|2 almost everywhere (with respect to u™). On the Euclidean space
X = R" and via the Rademacher theorem, this standing assumption holds for
any absolutely continuous probability measure.

With these notations, our main result can be stated as follows.

THEOREM 1.1. For any triple (X, d, u) as above,

1
1.2 Is(u™) > —— Is(w),
1.2) (") = WG (m)
for all n = 1,2,.... Equivalently, and up to a universal constant, for any

function f: X™ — [0, 1] which has finite Lipschitz constant on every ball in
(X", dy),

1 1 ,
Ts( T Ty VY] )

Above, the expectation and the variance are taken with respect to u”, and one
can take K = 1/144.

(1.3) K Var(f) < Emin(

From (1.3), KIs(n)Var(f) < E|Vf|, and approximating the indicator
function 1, by Lipschitz functions f, in such a way that liminf, E|Vf,| <
()" (A) (see Lemma 3.5), gives

(") (A) = KIs(u)Var(1,) = L KIs(u) min(u"(A), 1 - u"(A)).

Therefore, (1.3) implies (1.2) with a worse but still universal constant.

One of the most interesting partial cases of Theorem 1.1 is when the mea-
sure u is the double exponential distribution on the real line X = R, v(dx) =
2-Yexp(—|x|) dx. It is known (Talagrand [15]) that » satisfies the isoperimetric
inequality

(1.4) v (A) > min(¥(A), 1 —v(A)),

with equality for the intervals A = (—o0, x], and thus, Is(v) = 1. It is then
natural to ask whether (1.4) continue to hold for the product measure v™ with
a (multiplicative) constant independent of the dimension, that is, whether
inf, Is(»") > 0. Equivalently, one can ask whether or not v" satisfies an L*-
Poincaré type inequality with a dimension free constant, that is, whether or
not for all smooth functions f on R” with Ef =0,

(1.5) KE|f| < E|Vf].
Theorem 1.1 gives a positive answer to this question and in fact the following
characterization holds.

THEOREM 1.2. Let u be a probability measure on the real line R which is
not a unit mass at a point. The following properties are equivalent.

(i) The measure u” satisfies (1.5) for some positive constant independent
of the dimension.
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(if) The measure u satisfies (1.5) for some positive constant (n = 1).

(iii) There exists a function U: R — R with finite Lipschitz constant which
transforms the double exponential measure v into u.

(iv) Is(pn) > 0.

In addition, (1.5) holds with K = Is(u)/(2v6), and Is(u") > Is(u)/(2v/6),
foralln=1,2,....

In the proof of the multidimensional inequality (1.5), Theorem 1.1 is applied
to v (at which point the assumption on the gradient is trivially verified); next,
(1.5) is extended to all the Lipschitz images of ». Hence, on the real line, our
standing assumption on the gradient can be omitted in Theorem 1.1. However,
this assumption is essential to perform the induction step in the metric space
X where it is unlikely that it is possible to find a probability distribution with
properties as specific as the ones of the double exponential measure v on R.

Note that by (iii), u necessarily has a finite exponential moment, and as
easily seen from (iv), u also has a nontrivial absolutely continuous component.
Moreover, in terms of the distribution function, the property (iv) can be verified
with the help of the following theorem.

THEOREM 1.3. Let F(x) = u((—o0, x]) be the distribution function of a
probability measure w on the real line (u is not the unit mass at a point)
and let p be the density of its absolutely continuous part. Then,

o p(x)
(1.6) Ts(u) = essinf min(F(x), 1 — F(x))’

where a = inf{x: F(x) > 0}, b = sup{x: F(x) < 1}. Also, Is(n) = 1/||U]Lip
where U is the nondecreasing left-continuous function which transforms »
into w.

Clearly, such a nondecreasing function always exists, is unique and is also
Lipschitz in order to satisfy Is(u) > 0. As for (1.6), it just tells us that in the
case of the real line, it suffices to take, in the definition (1.1), the intervals
A = (—o0, x], for all or even for almost all (with respect to the Lebesgue
measure) x. For example, for the measures of the form

Mo = A+ (1 — a)u, ae(0,1),

where A is the uniform distribution on [0,1], and w is an arbitrary probability
measure on [0,1], we find from (1.6) that Is(u,) > 2a, and also Is(u,) = 2«
when p is singular and nonatomic. On the other hand, the measure p with
density p(x) = |x|exp(—x?) has Gaussian tails; however, Is(u) = 0 since the
map U(x) = sign(x),/|x], which transforms » into u is not Lipschitz, or since
p(0) =0.

It is interesting here to compare (1.5) with the similar L?-Poincaré type
inequality

(1.7) KE|f|? <E|VfP,
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where again Ef = 0 and K > 0. In contrast to (1.5), this inequality (as well as
the related log-Sobolev inequality; see Gross [8]) is additive; that is, it can be
extended to higher dimensions with the same constant K, and in this sense,
(1.7) is better behaved than (1.5). The fact that (1.7) follows from the property
Is(r) > 0 has been known since the paper of Cheeger, but apparently was first
noted in the probability literature by Borovkov and Utev ([5], Theorem B) only
in 1983. In addition, taking for u the measure of density |x|, |x| < 1, shows that
the class of probability distributions satisfying (1.7) is strictly larger than the
class of those satisfying (1.5). On the real line, assuming for simplicity that 0 is
a median of w, the condition Ef =0 in (1.7) can be replaced by the condition
f(0) = 0 (this only potentially changes the optimal constant K), and then
(1.7) becomes a partial case of the broadly studied Hardy-type inequalities.
An important result obtained (in a more general setting) by Artola, Talonti
and Tomaselli (see [13]) asserts that a probability measure u (with median 0)
satisfies (1.7) if and only if

* 1 0 1

sup(l— F(x)) [ ——dt < +co,  sup F(x)/ —dt < +oo,
x>0 0 p(t) x<0 x p(t)

where F and p are as in Theorem 1.3. When p has a continuous positive

density whose support is an interval, these conditions can be combined and

rewritten in terms of the map U as follows:

X
supe™ f [U'(£) + U'(—t)?]e! dt < +cc.
x>0 0

In addition to Sobolev-type inequalities, (1.2) can also be linked to some
concentration inequalities. Letting for simplicity u = v, (1.2) is equivalent
(see [4], Theorem 2.1) to

h
1.8 V(AP ZV<<—oo,a+—]>, h >0,
(1.8) (A%) W
where a is chosen such that v*(A) = v((—o0, a]) and where A ¢ R" is an ar-
bitrary Borel set. In this setting, Talagrand [15] (see also Maurey [12]) proved
that

(1.9) Vn(A+ﬁBz+hBl)zv<(—oo,a+%D, h >0,

where B, and B, are, respectively, the % and /* unit balls in R” and where K
is a universal constant. Since A* = A 4 hB,, (1.9) is stronger than (1.8) for A
large. However, for A small (which is important in obtaining sharp constants
in Sobolev-type inequalities), (1.9) does not imply (1.8). It should nevertheless
be noted here that (1.3) also involves a certain type of mixture of the L' and
L? norms of the gradient.

A natural way to prove (1.2) is to establish its equivalent functional form
(1.5) [with a dimension free constant K (w)]. In turn, a natural way of proving
(1.5) is to use an induction procedure on the dimension. However, the space
L' does not seem adequate to perform this induction. Instead, it is necessary
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to find a more suitable functional space and functional inequality which will
allow an inductive proof. This functional inequality should enjoy the follow-
ing two properties: (1) it should possess the additivity property; (2) it should
become isoperimetric on indicator functions. For example, the inequality (1.7)
as well as the log-Sobolev type inequality is additive, and one can derive from
them appropriate concentration inequalities (see [7], [1], [10]). However, it
is unlikely that it is possible to derive isoperimetric inequalities from these
since they do not contain information when one approximates the indicator
functions by Lipschitz functions. For our purposes, a more suitable inequality
could be one of the form

(1.10) IEf) < EJI(F? + |VfP,

which was introduced in [3] (see also [2]), where it was studied for the uniform
distribution on the discrete cube. The inequality (1.10) clearly satisfies (1), and
for dimension n it gives on indicator functions the isoperimetric inequality

(1.11) (") (A) = I(u"(A)).

One can therefore wonder whether (1.10) is stronger than (1.11). In the Gaus-
sian case on X = R with the Euclidean metric, and with the Gaussian isoperi-
metric function I, it turns out that the inequality (1.10) with n = 1 becomes
(1.11) with n = 2. We extend this observation to the case I(p) = Kp(1 — p)
and claim that the functional inequality (1.10) for dimension n = 1 (therefore,
for all dimensions) is equivalent, up to a universal constant, to the isoperimet-
ric inequality (1.11) for dimension n = 2; that is, the geometric information in
(1.11) when n > 2 is contained “in the plane.” On the other hand, for n = 1,
(1.10) with I as above reduces in essence to the Poincaré-type inequality

(1.12) EN(f - Ef) < EN(K|Vf]),

with N(x) = V/1+x2 -1, x € R, which behaves like x? for |x| small and
like |x| for |x| large. In particular, the inequality (1.3) corresponds, up to a
constant, to this choice of N. We will study (1.12) separately in the context of
Cheeger-type inequalities. Then, the induction step will be performed for the
inequality

Var f < EN(K|Vf]),

which is related to (1.10). We are now ready for some preliminaries.

2. A generalization of Holder’s inequality. Let (Q, ©) be a measure
space and let N: R — R be a differentiable convex function.

LEMMA 2.1. Let f and g be measurable functions on  such that

2.1) [ N(eydu = [ N(f)dn.
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then (provided all the written integrals exist)
(2.2) | N(Hgdu = [ N'(f)f dp.
Q Q

PRrOOF. It suffices to prove the result for f and g bounded and w finite.
First, by convexity,

(23) [ N(@-0f +tg)du=@-1) [ N(f)du+t [ N(g)dp, 0=t=1.
) Q Q

Now, (2.3) becomes equality at ¢t = 0 (and ¢ = 1) and the left-hand side of (2.3)
is a convex function of ¢ while the right-hand side is linear. Thus, at ¢ = 0, the
slope of the left-hand side of (2.3) is dominated by the slope of the right-hand
side. Differentiating at ¢ = 0 gives

[ N(f)e-frdu= [ N(g)dp— [ N(f)dp.
Q Q Q

The lemma follows.

The proof above is due to A. V. Zhubr, and very elegantly replaces the orig-
inal one. Let now | - ||,, p > 1, denote the LP-norm with respect to u, and let
q = p/(p—1). Applying Lemma 2.1, with N(x) = |x|?, to f = u¥(P~Y, g =,
where u, v > 0 are such that [ju|, =1, [|v|, = 1, gives equality in (2.1), and
(2.2) becomes

[ wvdi < 1= fullgll,.

3. An extension of Cheeger’s inequality. We return to the setting of
the introductory section. Let also N be a Young function; that is, N: R - R
is even and nonnegative, with N(0) = 0 and N(x) > O for all x # 0. Moreover,
assume that

xN'(x)
3.1 Cy=su
(3.1) N x>€ N(zx)
where N’ is a Radon—-Nikodym derivative of N (clearly, C, does not depend
on the choice of N’). We also denote by L (X, n) the Orlicz space of functions
f such that

< +00,

[llxy =inf{A > 0: EN(f/A) <1} < +oo0.

Finally, and for simplicity, we write |Vf|xy = || VS| x, While m(f) denotes
a median of f. It is worthwhile to note that, for f Lipschitz on every ball in
X, the function |Vf] is Borel measurable and finite. Indeed, the set X of all
isolated points in X is open, and |Vf| = 0 on X, while on its complement
X, =X\ X,

[Vf(x)|= lim sup M

= d(x, y)<1l/n d(x’ y)
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is the monotone limit of a sequence of lower semicontinuous functions on X ;.
The finiteness follows from the Lipschitz property.

THEOREM 3.1. Let Is(un) > 0. Then, for all functions f which are Lipschitz
on every ball in X and such that m(f) =0,

Cy
(3.2) IFlls < 7225 19

C
(3.3) EN(/) = EN (7225 1v71).

LEMMA 3.2 (Co-area inequality). Let f be a function on X with a finite
Lipschitz constant, then

—+00
(3.4) [ IVF@ldux) = [ pt{x e X fx) >t dr.

REMARK 3.3. The integrand on the right-hand side of (3.4) is a measurable
function on the real line. Indeed, let A c X be Borel measurable, and let r
take only rational values. Whenever & > 0, U,_,_,A” = A", hence for any
e >0,

e MAYD —p(A) L m(A) - (A)

O<h<e h O<r<e r

Therefore,

. A" — (A

limint A0 ZHA) gy

r—0t+ r
Hence, for any nonincreasing family of Borel sets A,, ¢ € R, the function
t — wt(A,) is Borel measurable.

REMARK 3.4. Equality in (3.4) requires some additional properties of w,
such as nonsingularity. In fact, let X = R with its usual metric, let u be
an arbitrary Borel probability measure on R and let w,. denote the absolutely
continuous (with respect to the Lebesgue measure) part of w. If f(x) = x, then
p(t) = pt{x € X: f(x) > ¢t} is a Radon—-Nikodym derivative (with respect
to the Lebesgue measure) of u,., and (3.4) becomes 1 > u,.(R). Therefore,
and for X = R, equality in (3.4) requires that u = u,, that is, that u is
absolutely continuous. As well known, the usual co-area formula tells us that
this property is also sufficient.

PROOF OF LEMMA 3.2 ([4]). First, let us assume that f is bounded. Then,
without loss of generality, one may assume that f > 0, since the left- and the
right-hand side of (3.4) remain unchanged if a constant is added to f. Since f
is Lipschitz on X,

(3.5) [f (%) = F(¥)] = cd(x, y),
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for some ¢ > 0 and all x, y € X. Then, let

fr(x)= sup f(y),
d(x, y)<h
where A > 0, and let A, = {x € X: f(x) > ¢}. Then, for all t e R and & > 0,
the set {x € X: f,(x) > t} = {x € X: f(x) > t}" = A} is open as the open
h-neighborhood of A,. Therefore £, is lower semicontinuous and in addition,

/ fhdM=/+OOM{x€ X: fp(x) > t}dt:/%or“(A?)dt'
X 0 0

Since [y fdu = [y u(A,)dt, we have

fo—="r , ™ wAh—uA,)
(3.6) /X - dp = fo - dt.
From (3.5), fn(x) — f(x) < ch, for all x € X and 2 > 0, hence the integrand
on the left-hand side of (3.4) is bounded. Therefore, using (3.6), the Lebesgue
dominated convergence theorem and Fatou’s lemma and noting that

Fa(x)—f(x) . f(y) - f(x)
= limsup —————

limsu
P y—x  d(x,y)

h—0+

< |Vf(x)l,

we get

fhh—fd“

fX IVf|dp > /X lim sup

' i
> lims d
- Ihﬁol;lp/X h H

- fn=rt
= limint [, S de
+00 hy _
it [ HAD (A0

h—0t+ Jo h

+00 hy _
0 h—0+ h

+00 N
2/0 wt(A,)de.

Thus, (3.4) is established for f Lipschitz and bounded. Let now f be an arbi-
trary Lipschitz function. Let a,, be an increasing sequence of positive numbers
such that lim,_, . a, = +oc, and such that the sets {x € X: |f(x)| = a,} have
u-measure O, for all n. Let A, = {x € X: |f(x)| <a,}, and let

f(x), if[f(x)] <ag,
fn(x): an, if f(x)zan,
—a,, Iiff(x)<-—a,.
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That is, f,(x) = max{—a,, min{a,, f(x)}}, so f, is also a Lipschitz function
(of Lipschitz constant at most ¢) and thus one can apply (3.4) to f,, which then
reads as

[, V@) = [ p{x e X: f(x) >t de.

Finally, apply Tonelli's monotone convergence theorem.

LEMMA 3.5. For any Borel set A ¢ X with 0 < u(A) < 1, there exists a
sequence of Lipschitz functions £, on X with values in [0, 1] such that f, —
1c10s(a) POINtwise, as n — oo, and

limsup E|VF,| < u™(A).

PrOOF. Let clos(A) denote the closure of a set A. If u(clos(A)) > w(A),
then by the very definition of u*, ut(A) = +oo, so there is nothing to prove.
Next, let u(clos(A)) = w(A). Since for all A < &/, clos(A*) c A?, one has
ut(A) = liminf,_ . (u(clos(A")) — u(A))/h, hence there exists a sequence
h, — 0% such that (u(clos(A”)) — u(A))/h, — uw(A). Now take a sequence
¢, € (0,1) such that ¢, — 0, and let

d( Acnln
fn(x) = min{la H}a

where d(A, x) = inf{d(a, x): a € A}. This function has Lipschitz seminorm
at most 1, hence || f,[Lip <1/(1 - ¢,)h,, and therefore,

|an(x)| = 1/(1 - cn)hna
for all x € X. Note also that for x ¢ A”, d(A, x) > h,, hence by the triangle
inequality, d(A%", x) > (1 —c,)h,, and thus f,(x) = 1. Therefore, |Vf,| =0
on the open set X \ clos(A”). In a similar way, |[Vf,| = 0 on the open set
At Thus,
p(clos(AM)) — u(A)
(l - cn)hn

E[VF,l < — ut(A).

Proor oF THEOREM 3.1. The isoperimetric constant C = Is(u) is the opti-
mal constant satisfying (3.2) and (3.3) when N(x) = |x|, that is, such that

3.7) CE[f| < E|Vf],

for all integrable, Lipschitz functions f on X with m(f) = 0. Indeed, following
an argument of Ledoux [11], and via the co-area inequality, we have from (3.7)
that

ENVflz [ e

0 400
> Is(u) [ (A= p(f > 0)dt+Is(u) [ p(f > t)ds
= Is(R)EIf].
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Therefore, C > Is(w). In fact, a simple truncation argument (see [4], Section
4, for example) allows us to extend (3.7) to the (slightly) larger class of all
integrable functions f, which are Lipschitz on every ball in X and such that
m(f) = 0. To derive from (3.7) the converse inequality C < Is(u), that is, the
inequality C min(u(A),1 — u(A)) < ut(A), one can assume (as noted above)
that u(clos(A)) = u(A), take f,, — 1gesa) @s in Lemma 3.5 and apply (3.7) to

Now, let £ be a function bounded, which is Lipschitz on every ball in X, with
m(f) = 0 and such that ||f||; = 1, that is, such that EN(f) = 1. Also, and
without loss of generality, assume that N is differentiable on the whole real
line, with, in particular, N’(0) = 0. Let f; = max(f,0) and f, = max(—f, 0).
Then, m(f1) = m(f,) = 0, and thus m(N(f,)) = m(N(f)) = 0. Applying
(3.7) to N(f,) and N(f,), respectively, gives

CEN(f1) < EN'(f)IVf1l = EN'(IfDIVFIL(f-0)

CEN(f2) = EN'(f2)IVf2l = EN'(IfDIVF11(s<0)-
Therefore,

CEN(f)=CEN(f1)+ CEN(f,) <EN'(|fDIVfI.
Next, applying Lemma 2.1 to |f| and g = |Vf|/|Vf|n gives

CEN(f) =< IVfINEN'(IfDg
< IVFINEN'(fDIf]
< CnlIVFINEN(F).

Hence, C < Cy|IVfIly, and since | flly = 1, (3.2) follows. To get (3.3), it is
enough to apply (3.2) to the functions N, (x) = N(x)/a, a > 0. Indeed, if
[£lly, =1, then [[[VF|/Ally, = 1, A = Cy/Is(r). Equivalently, if EN(f) > e,
then EN(|Vf|/A) > a. Theorem 3.1 follows.

REMARK 3.6. The inequalities (3.2) and (3.3) are Poincaré-type inequali-
ties. When, N(x) = |«[?, and since || f — Ef|, < |f — m(f)l., (3.2) gives

(3.8) Cllf —Efllz = IVFll2,

where C > Is(n)/2. Cheeger was the first to express the optimal constant
C in (3.8) in terms of the isoperimetric constant (1.1) and so the inequality
C > Is(p)/2 bears his name. Cheeger’s inequality has thus been extended in
the following way: the optimal constant in C||f — m(f)|x < |[Vf|x is such
that

_ Is(w)
(3.9) C> o

For N(x) = |x|?, the inequality (3.9) cannot be improved in terms of the
isoperimetric constant. Indeed, taking u = v, (3.9) becomes equality as easily
tested with the functions exp(ax), « — 1/p.
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4. Induction.

LEMMA 4.1. Let C > 0 be such that

(4.1) [ NTHPap< [ 1+ CvrRdn,

for all Lipschitz functions f on X with m(f) = 0. Then,
ny+ > i n )

4.2) (n")"(A) = N (A)(1 - n"(A)),

for all Borel sets A c X™.

Proor. Ifforall x € X, 0 < f(x) <a, then |f(x) — m(f)| <a and

\/1+ (f = m(f))? = 1+ K(a)(f — m(f))%

where K(a) = (V1 +a?—1)/a? is the optimal constant K satisfying /1 + 2 >
1+ K¢?, for all |¢| < a. Therefore,

[T (F = m(P)P du = 1+ K@) [ (F ~ m(F)) du
X X
> 1+ K(a)Var(f).
Thus, from (4.1),
(4.3) 1+ K(@)Var(f) < | Ji+caverd,

for all Lipschitz functions f on X with 0 < f < a. Now, we fix a > 0 and prove
by induction that, for all Lipschitz functions f: X" — [0, a],

(4.4) L+ LVar(f) < [ \J1+CovfEdp",
Xn
where L is an arbitrary positive number such that
1+ La? a
4.5 L K{——— L < K(a).
@9 () <& (55 1) LK@

To prove this induction step, take a Lipschitz function f: X"t — [0, a] and
introduce the function

aoy)= [ Fydp'@),  yeX.

Clearly, a: X — [0, a] is Lipschitz and

(4.6) Vel < [ 1V,f(x pldu"@),  yeX,
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where |V, f| is the modulus of gradient with respect to the coordinate y. Now,
by our standing assumption, |[Vf|? = |V, f|?+|V,f|?, for u**-almost all (x, y),
and thus by Fubini’s theorem,

(4.7) /Xn \/1-|—Cz|vf|2dlun(x)=/xn \/(1+CZ|fo|2)~|—CZ|Vyf|2d,Ln(x),

for u-almost all y. The elementary inequality

45 [z [(fa) <(])

applied in (4.7) to u = \/1+ C2|V,f[2, v = C|V, f| (keeping the coordinate y
fixed for a while) gives

[T+ CovrPdu )

> / (/.. \/1+CZ—|fo|2dM”(x)>2 wex([ 19,11 du”(x)>2

> J(L+ LVar,(£)? + C?Va(y)P2,

where the last inequality follows from the induction hypothesis (4.4) as well as
(4.6), and where Var(f) is the variance of f with respect to x € X". Next we
need to estimate this variance in terms of a. Trivially Var () < a?. However,
to improve the final constant, we use following elementary lemma.

LEMMA 4.2. Let £ be a random variable such that 0 < ¢ < a, then Var(¢) <
a?/4.

PrOOF. Fix ¢ = E¢ and let F' be the distribution of ¢£&. Then A(F) =
Var(é) = [y x*> dF(x)—c? represents a continuous affine functional of F on the
convex compact (for the topology of weak convergence) set M(c) of all proba-
bility distributions on [0, a] with mean c. Therefore, A attains its maximum
on M(c) at an extremal point of M (c). But these extremal points have at most
two atoms, that is, they are of the form ¥ = p§, +(1— p)d,, where 0 < p <1,
0<x,y<a. Forsuch F, A(F) = p(1 - p)(x — y)?> < a?/4.

Thus, Var, (f) < a?/4, and since +/1 + t2 — ¢ is decreasing in ¢ > 0, we get

[ 1+ CVFE dur(x) ~ (L4 LVar, f)

> /(1 + LVar,(f))? + C?|Va(y)[2 — (1 + L Var, f)
(4.9)

> J(L+ La?/4) + C2|Va(y)P — (1 + La?/4)

— (14 La?/4),/1 + C?|Vay(y)? — (1 + La®/4),
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where a; = a/(1 + La?/4). Integrating (4.9) over y € X and applying (4.3) to
o, and a; = a/(1+ La?/4) gives

/X \/1 + C?|VfRdu"(x, y) — /X(l + LVar (f))du(y)
> (1+ La®/4)(1+ K(a,) Var(a;)) — (14 La?/4)
(1+ La?/4)K(a,) Var(a;)

1
=11 La4 K(a,)Var(a).

In other words,

K(a,)Var(a)

(4.10) /Xm \/1 + C2VFPRdu ™t =1 +L/X Var,.(f)du(y) + 17 La?/d

Therefore, to finish the induction process via (4.10), it remains to show that

1
mK(al)Var(a) > L Var(f).

@11) L[ Var(f)du(y)+
Putting B(y) = [y f2(x. ¥) dy"(x), we have
Var.(f) = B(y) - @*(y),
Var() = [ B ()~ ([ et duis))

and (4.11) becomes

L</XB—/Xa2) _|_1+Tlaz/4K(al)Var(a) > L(fXB_ </Xa>2).

In turn, this is equivalent to

K(a,)Var(a)
1+ La?/4

2
I 1+ La K a ,
4 1+ La2/4
but, by (4.5) this last inequality is true and under this condition (4.4) is proved.
Now, from (4.4) using the inequality +/1 + 2 < 1 + ¢, we obtain

> L Var(a),

that is, to

Lvar(f)<C [ |Vfldu",
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for any Lipschitz function f: X" — [0, a]. That is, for every f: X" — [0, 1],
and for all ¢ > 0 and L > 0 satisfying (4.5),

(4.12) LaVar(f) < C ]X V| du™.

Applying (4.12) to a sequence of Lipschitz functions f, converging pointwise
to the indicator function 14 so that to have (u")"(A) > liminf [, |Vf,|du",
we get

La
(") (A) = = p" (AL = u"(A)).
It just remains to show that
2
sup supLa > —.
L in (4.5) a>0 6

Put L = w/a, so that L(1+ La?/4) — w?/4, that is, a/(1 + La?/4) — 4/w, as
a — +oo. Therefore, (4.5) is fulfilled for all a large enough if

4 w

since K(a) ~ 1/a as a — +o00. However, the first inequality in (4.13) is equiv-

alent to \/1 + (4¢)2 — 1 > 4 (¢ = 1/w). In turn, this is equivalent to ¢* > 3/2,

that is, w < \/2/3 = 2/4/6, and so the second inequality of (4.13) holds true.
Finally we get

2 4
(4.13) i K(—) w<1,

supLa > sup w =
a>0 w<2/v/6

e

Lemma 4.1 is proved.

5. Proof of Theorem 1.1. For the Young function N(x) = +/1+ x? —
we have C, = 2. Now, combine Theorem 3.1 and Lemma 4.1. By (3.3), the
inequality (4.1) holds with C = 2/1s(w), hence from (4.2),

(5.1) WA =L ‘;(‘g) WAL - u"(A)

(5.2) 2%) min(u"(A), 1 u"(A)).

Therefore, (1.2) follows. Next, applying once more (3.3) to (X", d,,, u") we have
4/6

639 EN(F -~ m() < EN( 72 191),

for any Lipschitz on every ball function f on X™. If 0 < f < 1, then |f—m(f)| <
1 and so N(f —m(f)) > (f — m(f))?/3, therefore (5.3) gives

64 Svar(f) = E\/ + (108 ) e -
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Now, note that for all x € R, v/1+ 4x2 — 1 < 2min(|x|, x?). Hence, the right-
hand side of (5.4) is estimated by

2Emin(12\(/—)| fl, (IZ\(/;)>| f|2>

< 48Em|n<

2
72 ,Sz( ik f|).

REMARK 5.1. Of course, (5.1) is a bit better than (5.2). In its functional
form, (5.1) reads as (1.5) and this is why we claimed in Theorem 1.2 that (1.5)
holds with K = Is(u)/(2+/6) which is the same as the estimate for Is(u")
in (1.2). Most likely, the multiplicative constant C = 1/(2+/6) is not optimal.
Anyhow, in order to satisfy (1.2) for all measures u, it has to be less than
1. For individual measures, the optimal constant C,, in (1.2) depends on u
and satisfies C,, < 1. When p is Gaussian, we have C,, = 1, as seen from
the isoperimetric inequality in Gaussian space. We do not know if there exist
other probability distributions with this property.

REMARK 5.2. It is clear from the proof of Theorem 1.1 that for triples
(X;,d;, 1), i =1, ..., m,satisfying the hypotheses of Theorem 1.1, (1.2) takes
the form

1
Is(py @+ ® pp) = %IYQQLIS(M)

The converse inequality,
IS(/J“l ®---® M’m) = lrIl.Ln IS(/"Li)’

is trivial. So, for product measures u”, our results give Cheeger and Buser-type
inequalities (see [11]) independent of the dimension.

REMARK 5.3. It is clear that the above upper bound holds more generally
for a probability measure u on X" and its marginals u;, i =1,2,...,n. Such
is not the case of the lower bound. In R, let C be a closed curve of length
¢ and let p be the uniform distribution on C. Then it is easily seen that
Is(n) = 4/¢. Now note that the marginals could be arcsin distributions on
[—1, 1] while ¢ could be arbitrarily large. Indeed, given integers a4, ..., a,, let
x(t) = (sinaqt,...,sina,t), —7/2 < ¢t < /2, and let u be the distribution
of the function x(¢) with respect to the uniform distribution on [—7/2, 7/2].

Then, ¢ is of order \/af + ---+ a2 which can arbitrarily large even for n > 2
fixed.

6. Proof of Theorems 1.2 and 1.3.

PROOF OF THEOREM 1.3. Let

p(x)
K(w) = ess Nt ), 1= Fx))’
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where, as in Section 1, ¢ = inf{x: F(x) > 0}, b = sup{x: F(x) <1}, and p is
a density of the absolutely continuous (with respect to the Lebesgue measure)
part of u. Clearly, K(u) does not depend on the choice of p, and K(u) > Is(u).
Indeed, taking A(x) = (—o0, x] with x € (a, b), we obtain

F(x+¢e)— F(x) _ p.(2)

wr(A(x)) = lim (i)l;lf
therefore,

wH(A®®)) _ pi(x)
mMin(u(A®)), 1 - p(A(x)) _ min(F(x), 1 - F(x))’

Is(n) <

It remains to take the essinf over all x € (a, b), noting that p_ is a version
of the density of the absolutely continuous part of . In particular, we obtain
K(u) = Is(p), if K(n) = 0. To establish (1.6), we thus need to prove the
converse inequality K(u) < Is(n) assuming that K(u) > O.

So, let us assume that K(u) > 0. Since for almost all x € (a, b),

K(p)min(F(x), 1 - F(x)) < p(x),

we have in particular that p(x) > 0 almost everywhere on (a, b) and therefore
F is strictly increasing on (a, b). Hence, the minimal quantile function

F~*(p) = min{x: F(x) > p}

is nondecreasing, continuous on (0, 1] and takes values in (a, b]. We extend
this function to [0, 1] by putting F~1(0) = a.

Let F, be the distribution function of the measure v with density p,(x) =
2-texp(—|x|), and let F;*: [0,1] — [—oo, +00] be the inverse of F,. As noted
just after Theorem 1.3, and without any assumption on w, there exists only
one nondecreasing left-continuous function U: R — R which transforms v into
w. Indeed, such a function should satisfy the equality v({¢: U(¢) < x}) = F(x);
that is for all x, the set {#: U(t) < x} is the interval (—oo, F,;1(F(x))]. Hence
for all ¢t and x real, the two inequalities U(¢) < x and ¢ < V(x), where

V(x) = F}(F(x)),

are equivalent. Therefore, at the point ¢t = V(x), the only way to define U is
to put U(¢) = x. For the other points, then necessarily U = x on the intervals
(V(x7), V(x)), U = a on (—o0, V(a)] and U = b on [V(b), +00). Thus, U is
unique and can be expressed as

U(x) = FH(F,(x)).

In the next step, we show that

(6.1)

> K(u).
1T Lip
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By Lebesgue theorem, F is almost everywhere differentiable, with F'(x) =
p(x) almost everywhere on (a, b). Therefore, differentiating the function V
and noting that p,(F;(p)) = min(p, 1 — p), we get

: p(x)
V) 2 i F .1~ Fa) ~ )

for almost all x € (a, b). Therefore, for all a < x < y < b,

V)= V@ = [ Viodt = Ky - ».

Let Im(F) = {F(x) > 0: x € R}. For all p € Im(F), one always has
F(F~Y(p)) = p, hence V(U(x)) = x, whenever F,(x) € Im(F). Noting that U
takes values in [a, b], we thus see that for all x < y,

(6.2) y—x=V(U(y) - V(U(x)) = K(u)(U(y) = U(x)),

provided that F,(x) and F,(y) € Im(F). However, (6.2) remains true for all
x < y, since the function F~! is continuous and constant on the intervals of
the form [F(z7), F(z)]. We have thus proved (6.1).

We now apply (3.7) to the measure v: since C = Is(v) = 1, we have

(6.3) Elf (&) < EIf'(§)I,

where the random variable ¢ has distribution », and where f is an arbi-
trary locally Lipschitz function on the real line such that E|f(¢)| < +o0, and
m(f(§)) = 0. Put n = U(¢) and apply (6.3) to f = g(U): since |f'(£)| =<
[UllLiplg'(U)|, we obtain for the random variable n = U(¢) that

(6.4) Elg(n)| < Elg'(n)l.

1UlLip
Hence by (6.1),

(6.5) K(w)E|g(n)| < Elg'(n)l,

which holds for any locally Lipschitz function g such that E|g(n)| < +o0, and
m(g(n)) = 0. Since n has distribution u«, again by (3.7), the optimal constant
in (6.5) in front of E|g(n)| is Is(r), and thus we conclude that Is(u) > K(u).
As a result

(6.6) K(u) = Is(un).

With a similar reasoning, since, again by (3.7), the optimal constant in (6.4)
in front of E|g(n)| is Is(u), we get

(6.7) < Is(u).
1T i
Comparing (6.7) with (6.1) via (6.6), one obtains
1
(6.8) Is(p).

1Tl —
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To complete the proof, it remains to establish (6.8) when K(u) = Is(n) = 0,
that is, we need to show that in this case |U]|| i, = +oo. Otherwise, ||U]|| i, <
+00, and one can mimic the reasoning from (6.3) to (6.4), and obtain according
to (6.7) that Is(n) > 0. Theorem 1.3 is proved.

REMARK 6.1. Repeating the step from (6.3) to (6.4), it is easy to see that
(6.7) holds for any function U with ||U]||_;, < +oo, which transforms v into u,
without the nondecreasing assumption on U. As a result, we conclude that
the property (iii) in Theorem 1.2 implies Is(u) > 0.

Proor oF THEOREM 1.2. As one can note, we have just proved the equiv-
alence of (ii), (iii) and (iv). In addition, (i) implies (ii) is trivial. To obtain (i),
assume that Is(n) > 0. Let U: R — R be the nondecreasing function which
transforms v into u, so |U| j, < +oc. Let £ = (&3, ..., §,) be a random vector
with distribution v", so that n = (U(&;), ..., U(§,)) has law u”. By Theorem
1.1 (remembering that Is(v) = 1), we have Is(v") > 1/(2+/6); therefore, as
shown in Section 3, the measure »" satisfies the inequality

(6.9) ——=EIf(OI <EIVF(O)I,

2f
where f is an arbitrary locally Lipschitz function on R" such that E|f(¢)| <
+oo0 and m(f(&)) = 0. Hence, applying (6.9) to f = g(U) with g locally Lip-
schitz and noting [recall (6.8)] that

Vg o Ul < |UllLip [((VE)U)| = |(Ve)(U)I,

1
Is(u)
we obtain

Is(pn)
(6.10) e

for any locally Lipschitz function g such that E|g(n)| < +o00 and m(g(n)) =0
Approximating the indicator function 1, of a Borel set A ¢ R" by a sequence
of Lipschitz functions g, as in Lemma 3.5, it follows from (6.10) that

Is(p)
G

hence 2+/61s(u”) > Is(n). Now use (5.1) for the measure v and repeat the
above argument: for any locally Lipschitz function f on R” such that E|f(¢)] <
+o00 we have

Elg(n)| <E|Vg(n)l,

(W) (A) =

"(A), 1 - u"(A)),

(6.11) Ef(§) —Ef(OI =E[VI()I

1
26
Indeed, (6.11) is fulfilled for all the locally Lipschitz functions if and only if
it is fulfilled for indicator functions (in an asymptotic sense; see [4]). But for
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indicator functions, (6.11) becomes
1
P)T(A) > — v*(A)(1 - v (A)),
") (A) = NG (AX( (A))

which is a particular case of (5.1) since Is(v) = 1. Applying (6.11) to the
functions f = g(U), we get as above that

Is(n)
26

Now recall that (6.12) is just (1.5) with K = Is(u)/(2+/6). Theorem 1.2 is
thus proved.

(6.12) Elg(n)—Egm)| <E[Vg(n)l.

7. Poincaré type inequalities. Here, Theorem 1.1 is used to obtain the
statements of Theorem 3.1 in the n-dimensional space (X", d,,, ") under the
more natural assumption Ef = 0. Again, let N satisfy the same hypothesis
as before, let || - || ; denote the norm in the Orlicz space L (X", u") and let E
be the expectation with respect to u”.

THEOREM 7.1. For any Lipschitz on every ball function f on X" with Ef =0,

46C y
(7.1) 171y = 735 197 -
In particular,
C
(7.2) EN(f) < EN(%wﬂ).

ProoF. On X" x X™, let g(x,y) = f(x)— f(y), x,y € X. Since m(g) =0
with respect to u?*, applying Theorem 3.1 and (1.2) gives

276C y
gl < Ts(w) IV&lws
where now, || - |y denotes the norm in Ly (X?",d,,, u?"). Since [Vg(x, y)| =
VIVE@)P+ V()2 < V()| + VF(y)l, we get [lg]ly < 2||flln. Thus,
14+/6Cy |
(7.3) lelln < | IVEI| -
M Isw) T Dy
Applying (7.3) to the functions N (t) = N(¢)/«, t € R, a > 0, one easily obtains

v [ [ N = [ 85097 )aw

However, by the convexity of N, [x. [x. N(f(x)—f(¥)) = [x. N(f(x)— [x. [)-
This gives (7.1). In turn, applying (7.1) to the functions N, gives (7.2) and the
theorem is proved.
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REMARK 7.2. If N(x) = |x|?, p > 1, then Cy = p, and (7.1) becomes

4/6
7.5 - E < ——pl|V
where the constant is of sharp order in p. This can be tested for the measure
v on the function f(x) = exp(ax), x € R, letting « — 1/p. When p is Gaussian
on X = R, (7.3) with a better constant (of order ,/p) can be found in Pisier
[14].

8. Khintchine-Kahane type inequalities. Let &,,...,¢,, bei.i.d. ran-
dom variables on the real line R with E¢; = 0, & # 0, a.s. and with a law
w such that Is(n) > 0. As already noted (Theorem 1.2), this last condition
implies that u has a finite exponential moment.

Let N be a Young function such that

Ky =[Aln < 4o,

where A is a random variable which has a double exponential distribution.

THEOREM 8.1. There exists a finite positive constant C = C(N, w) such that
for any Banach space (B, | - ||g) and vectors v,, ..., v, € B,

(8.1) [Sly < ClS|1,
where S = ||é;v; + -+ + £,0,] 5

In (8.1), one can take

C=2+ w
Is(w)E|&|

When N(x) = |x|? and w is Gaussian, (8.1) is well known (see e.g., [14],
page 179). Under the above general conditions, (8.1) might also be known for
the Lebesgue norms and with possibly a different constant. Indeed, it can eas-
ily be obtained from Talagrand’s inequality (1.9), since in the crucial inequality
(8.3) below, only the large values of i are important.

PrOOF. The inequality (1.2),

1 .
(W) (A) = 2% min(ur(4), 1 w(4))
A C R", can easily be integrated (see [4]) to give
I
(8.2) W(AM = Riy(w'(A)), k>0, K = 28%)

where the function R, is defined by R;,(p) = v((—o0, a + h]), p = v(—o0, a],
a € R. In particular, when u"(A) > 1/2, (8.2) gives

(8.3) 1—u"(AMEY < le7" = P(A > h).
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Therefore, for functions f: R" — R with |||, < +oo, applying (8.3) to the
sets A = {f < ¢}, we have

w'(If = m(F) > KM flliph) < P(IA] > R).

By the very definition of the Orlicz norm, this gives

(8.4) If = m(H)lly < K luplAly = KKyl liip-

Now, let f(x) =sup>_; (w vk)xk, where the sup is taken over the unit ball
of B* the dual of B. The function f is such that

n
2 2 2
£ty < 0% = sup > (w, v;)%,
lwl g k=1

and moreover it has (with respect to ™) the same distribution as S. Hence,
(8.4) can be rewritten as

(8.5) IS —m(S)|y < K *Kyo.

To estimate o via ES, we replace our original argument by a folklore one
provided to us by the referee. Let n; be i.i.d. symmetric Bernoulli random
variables independent of the ¢;’s. By the triangle inequality and symmetry,

meivi Zﬂi|§i|vi
i i

where {£;} is an independent copy of the sequence {¢;} and is also independent
of the sequence {n;}. By Jensen’s inequality along the &,’s,

=E
B

2ES > E

>E
B

b

B

Z ni(& — &)v;

E!!Zmlfilvi!! ZE|§1|EHZ771'UL'! .

| B I B

Then, using the usual Khintchine—Kahane inequality with the optimal con-
stant (see [9]), we get

2v2||S|,
o< —=.
Elél
Finally, the elementary inequality m(S) < 2ES, as well as (8.5) and (8.6) give
2V2K 'Ky
—= ISl
Elé|

(8.6)

ISy < m(S) + KK yo < (2 +

Acknowledgment. Many thanks to an anonymous referee for his careful
reading of the paper and for a suggestion which led to the present, improved
version of Theorem 1.2.
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