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ASYMPTOTICS FOR THE PRINCIPAL EIGENVALUE AND
EIGENFUNCTION OF A NEARLY FIRST-ORDER

OPERATOR WITH LARGE POTENTIAL

By Wendell H. Fleming1 and Shuenn-Jyi Sheu2

Brown University and Academia Sinica

The asymptotic behaviors of the principal eigenvalue and the corre-
sponding normalized eigenfunction of the operator Gεf = �ε/2��f+g∇f+
�l/ε�f for small ε are studied. Under some conditions, the first order ex-
pansions for them are obtained. Two applications to risk-sensitive control
problems are also mentioned.

1. Introduction. The theory of diffusion processes with small noise by
now is well developed and is still a good source for interesting problems. See
[20]. In this paper, we will consider operators which arise by adding a potential
function to the generators of such diffusion processes and study the asymptotic
behavior of their principal eigenvalue and eigenfunction. More specifically, let
the diffusion process inRn satisfy the following stochastic differential equation

�1
1� dxt = g�xt�dt+ ε1/2 dbt�

with initial state x0 = x, where b· is an n-dimensional Brownian motion. We
assume that the noise intensity ε is small. Here g� Rn → Rn will be chosen
so that the process xt is ergodic. Some conditions will be given in Section
2. These conditions are motivated by questions in risk-sensitive stochastic
control, considered in [12] and [14]. We will consider the following operator:

�1
2� Gεf = ε

2
�f+ g · ∇f+ l

ε
f


Here l� Rn → R. Under some suitable conditions, this operator possesses
the principal eigenvalue λε with eigenfunction ψε�·� in the sense that the
spectrum of Gε is contained in 	λ ∈ C� �λ ≤ λε�. We have Gεψε = λεψε�ψε

is an everywhere positive function and ψε becomes unique when we require
ψε�0� = 1. In order to make this rigorous, we have to specify the space that Gε

acts on. This will be discussed in Section 2. In the particular case, which will
be referred to as the gradient case in this paper, g = −∇U for some smooth
strictly convex functionU satisfying some growth conditions;Gε is self-adjoint
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as an operator in the space L2�Rn�dµε� with

dµε�x� = exp
(
−2
ε
U�x�

)
dx


Therefore, ψε is required to be in L2�Rn�dµε�. In this case, λε also has the
following variational expression:

�1
3� λε = − inf∫
f2�x�dµε�x�=1

∫ (ε
2
�∇f�x��2 − 1

ε
l�x�f2�x�

)
dµε�x�


In the general case, we may establish the following:

�1
4� λε = lim
T→∞

1
T

logEx

[
exp

(
1
ε

∫ T
0
l�xt�dt

)]



That is, λε determines the rate of growth of the expectation in (1.4). Relation
(1.4) holds when the process is in a compact state space and satisfies a strong
kind of ergodicity condition. See [6, 7, 16, 41]. Donsker and Varadhan ([5])
deduce the following variational formula for λε as a consequence of the large
deviation principle:

�1
5� λε = sup
µ

{∫ l
ε
dµ− I�µ�

}
�

where I�µ� is the large deviation rate function. Equation (1.5) reduces to (1.3)
when g = −∇U. See [8]. On the other hand, denote by φ�T�x� the expectation
in (1.4). The following result, which relates the exact asymptotics of φ�T�x�
and λε, ψε, was mentioned in [16]:

φ�T�x� ≈ c exp�λεT�ψε�x� as T→∞�
where c is a constant and ψε is uniquely determined from this relation. The
last relation also holds in our case.

The control interpretation of λε and ψε is useful and worth mention. The
idea was first given by Holland [24] (see also [1, 2, 27, 37]). Write

�1
6� λ̂ε = ελε� Wε�x� = ε logψε�x�

Then λ̂ε�Wε�x� satisfy formally the dynamic programming equation for a
stochastic control problem with expected average cost per unit time criterion.
This will be explained in Section 2. The scaling chosen in (1.6) will also be-
come clear there. In [14], by considering the corresponding infinite horizon
discounted cost control problem in the small discount factor limit, an a pri-
ori bound for its value function is found under suitable conditions. Then the
existence of λ̂ε�Wε�x� as well as an a priori bound independent of ε can be
deduced by letting the discount factor go to zero. This in turn implies the con-
vergence of λ̂ε�Wε�x� to the limit λ̂0�W0�x� as ε→ 0. Then λ̂0�W0�x� satisfy
the dynamic programming equation for a deterministic control problem with
average cost per unit time criterion. This result will be generalized in Section
2 under slightly weaker conditions. Some study has been made in [14] where
a conjecture also was mentioned.
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In Sections 3 and 4, the uniqueness of the Lipschitz solution for (2.9) is
proved under conditions (3.3) or (4.1), (4.6). This implies the convergence of
Wε�·�. We remark that in [10] a similar result for a different model in discrete
time is obtained. A PDE argument to prove the uniqueness of the solution
for equations similar to (2.9) can be found in [25]. We next study more accu-
rate asymptotics of λ̂ε�Wε�x�. More precisely, the limit of �λ̂ε − λ̂0�/ε� �Wε�x�−
W0�x��/ε will be shown to exist under suitable conditions. Section 3 considers
the gradient case. For the “general” case considered in Section 4, the strictly
convex function U�x� is replaced by a large deviations quasipotential func-
tion I�x�. Here we remark that in the gradient case, Gε in L2�Rn�dµε� is
equivalent to the operator Hε in L2�Rn�dx� by the transformation:

�1
7�
L2�Rn�dµε� → L2�Rn�dx�

f→ f exp
(
−U
ε

)



Here

Hε�f� = exp
(
−U
ε

)
Gε

(
f exp

(
U

ε

))

= ε

2
�f+ V

ε

ε
f�

with Vε = l − 1
2��∇U�2 − ε�U�. This transformation enables us to apply the

result in [39] and obtain the asymptotic expansion for λε�ψε�√εx�. Here we
shall rederive a weaker form of this result using a simpler argument. The
asymptotic behavior of Wε has also been studied in the literature and relates
to the semiclassical rate of degeneracy of the lowest eigenvalues of the op-
erator Hε. See [26] and the references therein. The behavior appears to be
very unstable with respect to perturbations of V. We refer to [14] for further
examples. The conditions we pose are motivated by the study in [12], which
reveals interesting connections between risk-sensitive control and H∞ con-
trol. Our condition implies that λ̂0 = 0. Then a dissipation inequality, which is
familiar in robust control, holds. The statements of the conditions include: 0 is
the unique stable point for ẋ = g�x� and l behaves quadratically near 0. See
Sections 3 and 4 for a more precise statement. The argument for the gradient
case is rather easy compared to the general case. It will be treated separately.

In Section 5 two applications are given to robust and risk-sensitive control.
The first of these provides asymptotics for λε and Wε�x� considered in [14].
These results can be interpreted as more precise statements about the stochas-
tic risk-sensitive approximation to the deterministic robust control limit, as
the noise intensity parameter ε tends to 0. The second application is an ex-
tension of results in [12] to a particular class of controlled dynamical systems.
In this case two small parameters µ and ε are considered, where µ−1 = γ2

and γ is a H∞-norm bound parameter. The asymptotic results are as ε tends
to 0 and µ = βε with β a constant. A different model closely related to ours is
also studied in [25]. We finally remark that from the viewpoint of H∞-control
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and risk-sensitive control, it is important to allow l to be of quadratic growth,
which, however, is excluded in this paper. We mention that McEneaney [33]
has some new results in this case.

2. Associated control problem and preliminary results. In this sec-
tion, we shall give conditions and specify the space that Gε acts on. We show
that on this space there exists the principal eigenvalue λε and eigenfunc-
tion ψε�·� in the sense that Gεψε = λεψε; λ − Gε has an inverse on this
space if �λ > λε. The eigenfunction ψε is everywhere positive and is the
unique one satisfying ψε�0� = 1. The existence of ψε will be proved through
ψε = exp�Wε/ε� with Wε defined using a control problem formulation. Some
estimates forWε can also be derived. Then the uniqueness of ψε follows easily.
This approach is taken from [12, 13, 14].

Another goal of this section is to discuss the convergence of λ̂ε and Wε

as ε tends to 0. This problem has been studied in [14] where a conjecture
of our main result was also made and a proof for the one-dimensional case
was given. The basic approach is similar to that used in that paper. We will
regard λ̂ε�Wε as objects satisfying the dynamic programming PDE for the cost
per unit time control problem. By first considering the corresponding infinite
horizon discounted cost control problem instead and deriving an a priori bound
for its cost function, then letting the discount factor go to zero, an a priori
bound for ∇Wε can be obtained. Convergence of λ̂ε and Wε can be achieved
by the compactness argument and the uniqueness of viscosity solution for the
limiting PDE. We first introduce the conditions used in this section.

Assume that l ∈ C2�Rn�, g ∈ C2�Rn�. Let gx denote the matrix of partial
derivatives of g. We assume the following conditions.

Condition 2.1.

(a) The first and second partial derivatives of g are bounded;
(b) There is c0 > 0 such that

z · gx�x�z ≤ −c0�z�2

for x outside a bounded set, say 	x� �x� ≥ R0� , and all z;
(c) l and its partial derivatives up to second order are bounded.

A condition such as (c) can be weakened. We leave this for the interested
reader. We first describe the spaces that Gε defines.

For any nonnegative c, define

Bc = 	f ∈ C�Rn�� �f�x�� exp�−c�x�� is bounded�

Then Bc is a Banach space with the norm defined by

�f�Bc = sup
x
�f�x�� exp�−c�x��


The term B0 is just the space of bounded continuous functions defined on
Rn. Under Condition 2.1, Gε generates a semigroup Tεt on Bc. Some basic
properties for Tεt will be given in Appendix 4. Let ψε = exp�Wε/ε� with Wε�λε
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defined in the folllowing. By Theorem 2.2, ψε is in Bcε , cε = c/ε. Here c is the
constant appearing in the theorem. In fact, we will show in Appendix 4 that
ψε is of polynomial growth; therefore, it is in B1. Since B0 is a natural domain
for Gε, it is an interesting question if ψε is in B0. However, if we allow l to
be of linear growth, then ψε in general is not in B0. This can be seen, for
example, by taking g�·�� l�·� to be linear.

We now assume that ψε is a positive function satisfying

Gεψε = λεψε

Let λ̂ε�Wε be defined by (1.6). In the next paragraph we briefly sketch a formal
procedure to derive a control problem associated with λ̂ε and Wε. See [15, 17]
for the details.

Now, λ̂ε and Wε satisfy the equation

�2
2� λ̂ε = ε exp�−ε−1Wε�Gε�exp�ε−1Wε�

Then the generators Gv and function k�x� v� can be chosen so that (2.2) can
be rewritten as the dynamic programming equation

�2
3� λ̂ε = sup
v
	GvWε�x� + k�x� v���

where

Gvf = ε

2
�f+ �g + v� · ∇f�

k�x� v� = l�x� − 1
2 �v�2


The associated stochastic control problem can be described as follows. The
admissible control class � consists of processes which are bounded and pro-
gressively measurable with respect to some reference probability system [17].
For each v· in � , the controlled Markov process ξ is governed by the stochastic
differential equation

�2
4� dξt = �g�ξt� + vt�dt+ ε1/2 dbt


The criterion is given by an expected average cost per unit time

�2
5� J�v� = lim sup
T→∞

1
T
Ex

[∫ T
0
k�ξt� vt�dt

]



The goal is to find a v· in � which maximizes J and we have

λ̂ε = sup
v∈�

J�v�


The corresponding infinite horizon discounted cost control problem with
discount factor ρ > 0 uses the following as the criterion instead:

�2
6� Jρ�x� v� = Ex
[∫ ∞

0
e−ρtk�ξt� vt�dt

]
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The value function is denoted by

�2
7� Wρ�x� = sup
v∈�

Jρ�x� v�


Then Wρ is in C2�Rn� and is a solution of

�2
8� ρWρ�x� =
ε

2
�Wρ�x� + g�x� · ∇Wρ�x� +

1
2
�∇Wρ�x��2 + l�x�


As in [14], we will obtain an a priori bound for ∇Wρ independent of ρ. Then
we can conclude, as there, that ρWρ�x� and Wρ�x�−Wρ�0� converge to λ̂ε and
Wε�x� as ρ→ 0. Note that Wε�0� = 0. We now state our main results.

Lemma 2.1. For every ρ > 0, x ∈ Rn,
ρWρ ≤ ��l�� and �∇Wρ�x�� ≤ c

for some constant c independent of ρ and ε. The function −�Wρ is bounded
above, independent of ρ, ε.

The following results are direct consequence of this lemma as mentioned
earlier.

Theorem 2.2. We have the estimates

λ̂ε ≤ ��l�� and �∇Wε�x�� ≤ c

The function −�Wε is bounded above independent of ε.

Moreover, possible limits of λ̂ε and Wε�x� will be shown to satisfy the dy-
namic programming PDE of a deterministic control problem with averge cost
per unit time criterion. To describe this, we need some notation.

Let the control class � 0 be the set of bounded Lebesgue measurable Rn

valued functions on �0�∞�. For each v ∈ � 0, the state dynamics is

ξ̇0
t = g�ξ0

t � + vt
with intial state x . The criterion is

J0�v� = lim sup
T→∞

1
T

∫ T
0
k�ξ0

t � vt�dt


Theorem 2.3. Let λ̂0 and W0�x� be the limit of a subsequence of λ̂ε and
Wε�x�, as ε tends to 0. Then W0�·� is a Lipschitz continuous viscosity solution
of the following first order PDE:

�2
9� λ̂0 = sup
v∈Rn

	�g�x� + v� · ∇W0�x� + k�x� v��
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See (4.8) for λ̂ε and Wε. Equation (2.9) is the dynamic programming equation
for the control problem mentioned above. Moreover, λ̂0 is unique and is given
by the following

λ̂0 = sup
v∈� 0

J0�v�


For every T <∞, W0�·� satisfies the following relation,

�2
10� W0�x� = sup
v∈� 0

[∫ T
0
k�ξ0

t � vt�dt+W0�ξ0
T�

]
− λ̂0T


The argument which leads to Theorem 2.2 and Theorem 2.3 by using
Lemma 2.1 can be found in [14] and is omitted here. We only remark that
the uniqueness of the solution of (2.9) is not known in general. Therefore, we
cannot conclude the convergence of Wε as in [14]. In Section 3 and Section 4
we will see some cases where (2.9) has a unique solution.

In the rest, we shall prove Lemma 2.1. The following notation will be used.
For a function f on Rn, fi ≡ ∂f/∂xi; fij ≡ ∂2f/∂xi∂xj. The sup norm of f
is �f�.

Proof of Lemma 2.1. The first inequality is immediate. We shall show
that �∇Wρ�x�� ≤ c with c independent of ε, ρ. Since the boundedness of the
function �∇Wρ�x��, with a bound which may depend on ε, ρ, is needed in
several places in the following argument, and we remark that this can be
proved without too much difficulty, a proof for this fact will be sketched at
the end. Therefore, it shall be assumed for what follows. The regularity of
solutions of (2.8) can be found in [22]; see Chapter 17 therein in particular. In
the rest of the proof we omit ρ as index.

We differentiate (2.8) with respect to xi:

�2
11�
ρWi�x� =

ε

2
�Wi�x� + �g�x� + ∇W�x�� · ∇Wi�x�
+ gi�x�∇W�x� + li�x�


Let x∗t be the process generated by the following stochastic differential
equation:

dx∗t = �g + ∇W��x∗t �dt+ ε1/2 dbt


This process does not explode, since �∇W� is bounded as mentioned earlier.
Then by Itô’s differential rule, after a simple calculation using (2.11),

�2
12�
d�∇W�x∗t ��2

= 2
[
−∇Wgx∇W− ∇l · ∇W+ ε

2
W2
ij + ρ�∇W�2

]
�x∗t �dt+ dMt�
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where Mt is a local martingale. By considering �∇W�x∗t ��2 exp�−2c0t� and us-
ing (2.1) with a stopping time argument, we obtain

�2
13�
�∇W�x��2 +Ex

[∫ ∞
0

exp�−2c0t�εW2
ij�x∗t �dt

]

≤ cEx
[∫ ∞

0
exp�−2c0t���∇W�x∗t ��2χ	�x∗t �≤R0� + ��∇l���dt

]
�

where R0 is given in Condition (2.1)(b), χ is the indicator function and c is a
positive constant.

From (2.13),

�2
14� ��∇W��2 ≤ c
(
��∇l�� + sup

�x�≤R0

�∇W�x��2
)



Therefore, it is enough to obtain a bound for �∇W�x�� in 	x� �x� ≤ R0�. By
(2.8), this will follow if we can show −�W to be bounded above. The idea of
proving this interesting result, which will be presented in the following, has
been used in [32]. Related to this, we mention also the method of Krylov in
[30] which gives a lower bound for Wxixi

for the cost functions of some finite
time horizon control problems. See also Section 4.9 in [17]. The method can
also be applied here under stronger conditions.

Write h = �W. We differentiate the equation (2.8) with respect to xi twice
and sum over i:

�2
15� ε
2
�h+ �g+∇W� · ∇h = −2gi · ∇Wi − gii · ∇W−∑ �∇Wi�2 − �l+ ρh


We use F to denote the right-hand side of (2.15). Let α be a positive constant.
Then by Itô’s differential rule,

�2
16� −h�x� = Ex
[∫ ∞

0
e−αt�F− αh��x∗t �dt

]



Here we use the property that

�2
17� Ex�h�x∗t ��e−αt → 0 as t→∞

The last result can be proved as follows. Equation (2.8) and the boundedness
of �∇W�, which is mentioned earlier, implies that

�h�x�� ≤ c��x� + 1�
for some constant c, which possibly depends on ε and ρ. By a routine argument
using the boundedness of �∇W� and (2.1)(b), we can prove the existence of c
such that

Ex��x∗t �� ≤ c
for all t > 0. These imply (2.17).
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We now estimate the integral on the right-hand side of (2.16). The following
are observed: ��W�2 ≤ n∑ �∇Wi�2; for �x� ≤ R0, there is c > 0 such that

�∇W�x��2 ≤ ε

2
n1/2

(∑ �∇Wi�x��2
)1/2

+ c

by (2.8). From these together with (2.13),(2.16) we can easily show that −h
has an upper bound, independent of ρ and ε.

In the rest, we will sketch a proof for the result that �∇W� is a bounded
function for any ε and ρ.

We may assume ε = 1. As in [14] Lemma 4.1, we need to estimate∫ ∞
0
e−ρtE�l�ξxt � − l�ξyt ��dt

where ξx is the solution of (2.4) with initial state x, and similarly for ξy. This
can be done as follows.

It is not difficult to see that we can choose vector fields g0� g1 such that
g�x� = g0�x� + g1�x� for all x, g1 has compact support and (2.1)(b) holds for
g0 for all x. Consider the processes ηxt and ηyt which solve the equation

dηt = �g0�ηt� + vt�dt+ dbt
with initial states x and y, respectively. We then use the Girsanov theorem to
get the following expression:

E�l�ξxt � − l�ξyt �� = E
[
�l�ηxt � − l�ηyt �� exp

(∫ t
0
g1�ηxs �dbs − 1

2

∫ t
0
�g1�ηxs ��2 ds

)]

+E
[
l�ηyt � exp

(∫ t
0
g1�ηys �dbs − 1

2

∫ t
0
�g1�ηys ��2 ds

)

×
(

exp
(∫ t

0
�g1�ηxs � − g1�ηys �

)
dbs

− 1
2

∫ t
0
��g1�ηxs ��2 − �g1�ηys ��2�ds� − 1

)]



Using �ηxt − ηyt � ≤ exp�−c0t��x − y� for all t, Hölder’s inequality and tedious
calculation, we can get the following estimate

E�l�ξxt � − l�ξyt �� ≤ exp�−c0t��∇l��x− y� + c�l� exp
(

1
2
�g1�2�q− 1�t

)

× exp�cp�x− y��
(

1+ t+ exp�c�x− y�� − 1
�x− y�

)
�x− y�

for any q�p > 1 with 1/p+1/q = 1. We then choose q such that 1
2�g1�2�q−1� ≤

1
2ρ. With these, a uniform bound for

∫∞
0 e−ρtE�l�ξxt � − l�ξyt ��dt can be derived

which implies the boundedness of �∇W�.

3. Finer asymptotics: the gradient case. In the last section we have
proved that 	λ̂ε�Wε� forms a compact family with limit satisfying (2.9). In
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this and later sections, further conditions will be assumed such that (2.9) has
a unique solution. This implies the convergence of 	λ̂ε�Wε� as ε → 0. Finer
asymptotics for λ̂ε�Wε will also be studied in this and the next section. In
this section we consider only the gradient case, that is, g = −∇U. Although
this can be regarded as a special case, the treatment is less technical and is
interesting on its own. Let us first give a remark. Recall Gε given in (1.2).
After the transformation (1.7), the variational formula (1.3) for λε can be
rewritten as

�3
1� −λε = inf∫
f2 dx=1

∫ (ε
2
�∇f�2 + 1

ε
Vεf2

)
dx�

where

�3
2�
Vε = V− ε

2
�U�

V = 1
2 �∇U�2 − l


Note that λ̂ε ≡ ελε. Then we have the following.

Lemma 3.1. Assume that V�x� and V�x� − �U�x� tend to ∞ as �x� → ∞.
Then

lim
ε→0

λ̂ε = λ̂0

= −min
x
V�x�


This follows easily from (3.1) by using suitable test functions. We omit the
proof (see also [44]). The conditions ensure that Gε has discrete eigenvalues.
See [35]. In the rest we will assume the following. The functions U and l are
smooth.

Condition 3.3.

(a) U�x� ≥ 0, l�0� = U�0� = 0, ∇l�0� = 0.
(b) U is convex and there are c1� c2 > 0 such that c1 ≤ ��∂2U�/∂xi∂xj� ≤ c2,

U has bounded third-order derivatives.
(c) Up to third order, l and its derivatives are bounded.
(d) There is c3 > 0 such that V�x� ≡ 1

2 �∇U�x��2 − l�x� ≥ c3�x�2

The inequalities in (b) are meant for nonnegative matrices. These conditions

imply (2.1). Therefore, λ̂ε converge to λ̂0 by Theorem 2.3. According to Lemma
3.1, λ̂0 = 0. Moreover, we will show that the Lipschitz solution of (2.9) is
unique. Therefore, Wε also converges to W0. This result will be stated in the
following theorem. Some additional properties of W0 will also be mentioned.
We denote

�3
4� A =
(
∂2U�0�
∂xi∂xj

)
� B =

(
∂2l�0�
∂xi∂xj

)
� D =

(
∂2V�0�
∂xi∂xj

)
�

where A, D are positive definite and D = A2 −B.
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Theorem 3.2. As ε tends to 0, Wε converges to W0�x�, which satisfies the
following equation:

�3
5� 1
2 �∇W0�x��2 − ∇U�x� · ∇W0�x� + l�x� = 0�

in viscosity sense and almost everywhere. It has the following expression:

�3
6�

W0�x� = sup
ϕ0=x�
ϕ∞=0

∫ ∞
0
�l�ϕt� − 1

2 �ϕ̇t + ∇U�ϕt���2�dt

= U�x� − inf
ϕ0=x�
ϕ∞=0

∫ ∞
0
� 1

2 �ϕ̇t�2 +V�ϕt��dt


We have the estimate: there is c > 0 such that

�3
7� W0�x� −U�x� ≤ −c�x�2

The smooth region for W0 is connected, of full Lebesgue measure and contains
a neighborhood of 0. Moreover,

�3
8� �W0�0� = Tr A− Tr D1/2 ≡ 2κ


Proof. The first statement follows from [14], Section 5 and λ̂0 = 0. Equa-
tion (3.6) will be proved in Appendix 3. To obtain (3.7), we use (3.6) and replace
V�ϕt� by c3�ϕt�2 [see (3.3)(d)]. Then (3.7) is well known. We prove (3.8) in Ap-
pendix 1.

We now state our main results.

Theorem 3.3. Asssume (3.3). Then

lim
ε→0

λε = κ�

as κ is defined in (3.8). Moreover, there is c > 0 such that

�λε − κ� ≤ cε1/2


Theorem 3.4. Assume (3.3). Let W0 be smooth at x. Then

lim
ε→0

Wε�x� −W0�x�
ε

=
∫ ∞

0

(
κ− 1

2
�W0

)
�ϕ∗t �dt�

where ϕ∗t is the unique minimizing curve of the variational problem in (3.6).
The limit exists uniformly for x in compact subsets of the smooth region of W0.

Remark. Here ϕ∗t satisfies

�3
9� ϕ̇∗t = −∇U�ϕ∗t � + ∇W0�ϕ∗t �
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This is also a solution of the following characteristic system for a Hamitonian–
Jacobi equation

ϕ̇ =Hp�ϕ�p��
ṗ = −Hx�ϕ�p�


Here H�x�p� = 1
2 �p�2 −V�x�.

We begin the proof of these results.

Proof of Theorem 3.3. In (3.1) we use the scaling x → ε1/2x. Then we
can get the following expression:

�3
10� λε = − inf∫
f2 dx=1

∫
� 1

2 �∇f�2 + V̂εf2�dx�

where

�3
11� V̂ε�x� = 1
ε
V�ε1/2x� − 1

2
�U�ε1/2x�


Therefore, λε formally converges to the right-hand side of (3.10) with V̂ε re-
placed by V̂0 ≡ 1

2 < Dx�x > − 1
2�U�0�. The last number is exactly equal to κ.

For a proof we proceed as follows. First, we get a lower bound. Let

f�x� =
(

1√
2π

)n/2
�detD�1/4 exp

(
− 1

2
�
√
Dx�x�

)



Then

�3
12�

λε ≥ −
∫
� 1

2 �∇f�2 + V̂εf2�dx

= κ−
∫
�V̂ε�x� − V̂0�x��f2�x�dx

≥ κ− c√ε

The last step is by the expansion of V�ε1/2x� and �U�ε1/2x� at ε = 0 using
Taylor’s formula and bounded third-order derivatives of U and l.

To get an upper bound, let inf in (3.10) be attained at fε. Then fε satisfies

�3
13� 1
2�f

ε − V̂εfε = λεfε

and

�3
14� λε = −
∫
� 1

2 �∇fε�2 + V̂ε�fε�2�dx


An easy argument (see Appendix 2) shows

�3
15� fε�x� ≤ c1 exp�−c2�x�2�
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for some c1� c2 > 0. Then

λε = −
∫
� 1

2 �∇fε�2 +V0�fε�2�dx+
∫
�Vε −V0��fε�2 dx

≤ κ−
∫
�Vε −V0��fε�2 dx

≤ κ+ cε1/2


This completes the proof. ✷

Proof of Theorem 3.4. The argument sketched as follows is taken from
[38]. Remark that we may also use the arguments in [18] to prove the result.

We consider the function

Rε = exp
(

1
ε
�Wε −W0�

)



It satisfies

�3
16� ε

2
�Rε + �−∇U+ ∇Wε� · ∇Rε =

(
λε − 1

2
�W0

)
Rε

in the set where W0 is smooth. Moreover, Rε�0� = 1.
The following fact will be needed. See the argument in Appendix 1 and [4],

Theorem 6. Let W0 be smooth at x. Then ϕ∗t , the solution of (3.9), has the
properties: ϕ∗t tends to the origin as t → ∞; there is δ > 0 such that W0 is
smooth in a δ neighborhood of 	ϕ∗t � 0 ≤ t <∞� denoted by G.

Let ζ be the diffusion solving

dζt = �−∇U+ ∇W0��ζt�dt+ ε1/2 dbt

with initial state x until ζt hits the boundary of G. Fix R > 0. Define

τε = inf	t� �ζt� = ε1/2R or ζt ∈ ∂G�

Then

�3
17�
Rε�x� = Ex

[
Rε�ζτε� exp

{∫ τε
0
� 1

2�W
0 − λε�dt

}]

= Ex
[
Rε�ζτε� exp

{∫ τε
0
� 1

2�W
0 − κ�dt

}
exp	−�λε − κ�τε�

]

As in [38], we can prove the following.

Property 3.18.

(a) For any positive δ1 > 0, Rε�x� ≤ exp�δ1/ε� uniformly on compact sets;
(b) There is δ2 > 0 such that Px	ζτε ∈ ∂G� ≤ exp�−δ2/ε�;
(c) There is c > 0 such that for any r > 0,

Ex

[
exp

(
r
∫ τε

0
�ζt�dt

)]
≤ exp�cr�U�x� −W0�x��1/2�
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For example, (c), as in [38], Lemma 3.3, can be proved by applying Itô’s
differential rule to exp	cr�U −W0�1/2�ζt�� and by choosing c large enough.
Further, (b) is a consequence of large deviation properties of ζt and (a) follows
from the convergence of Wε to W0 uniformly on compact sets as ε→ 0.

Since � 12�W0�x� − κ� ≤ c�x� holds in a neighborhood of origin, by using W0

being C3 near origin, 1
2�W

0�0� = κ, and �λε−κ� ≤ cε1/2 and by (3.17), (3.18), we
can prove the convergence of Rε�x� if we can show that Rε�ε1/2x� converges
uniformly on compact sets. Recall that fε > 0 is the unique function attaining
the inf in (3.10). We observe

Rε�ε1/2x� = 1
fε�0�f

ε�x� exp
(

1
ε
�U−W0��ε1/2x�

)



Since fε satisfies a uniformly elliptic equation (3.13), the estimate in (3.15)
implies 	fε� is a compact family of functions. Therefore by a routine argument,
they converge to f0 as ε→ 0. In fact, f0 is Gaussian and is given by

f0�x� =
(

1√
2π

)n/2
�detD�1/4 exp

(
−1

2
�
√
Dx�x�

)



Remark that exp��1/ε��U−W0��ε1/2x�� converges to exp� 1
2�
√
Dx�x��
 This in

turn implies the uniform convergence of Rε�ε1/2x� to 1 on compact sets.

4. Finer asymptotics: general case. In this section, we consider the
general case when g is not a gradient. We will see that the “gradient part”
of g plays a crucial role. That is, g has an orthogonal decomposition: g =
−∇I+�g+∇I� for a function I, where I is the Wentzell–Freidlin quasipotential
function. See [20]. Some interesting properties of this function are given in [4].
The function I also relates to the asymptotic behavior of the invariant density
of the process in (1.1). See [3, 20, 34, 38]. Results concerning this will be
reported in the following lemma. We assume the following condition:

�4
1�
The function g is smooth with bounded first-order and
second-order derivatives; g�0� = 0. There is c0 > 0 such
that z · gx�x�z ≤ −c0�z�2 for all x, z.

Lemma 4.1. Assume condition (4.1). Then the process in (1.1) has a unique
invariant density pε. The following limit exists

�4
2� lim
ε→0

−ε logpε�x� = 2I�x�


Here I has the following properties. It satisfies the following equation in the
viscosity sense and also almost everywhere

�4
3� �∇I�x��2 + g�x� · ∇I�x� = 0


It is a classical solution in the smooth region of I, which is an open set contain-
ing the origin with complement of Lebesgue measure 0. The following expression
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holds for I:

�4
4� 2I�x� = inf
φ0=x�
φ∞=0

1
2

∫ ∞
0
�φ̇t + g�φt��2 dt


Moreover, we have the estimate: there are positive constants c1, c2 such that

�4
5�
c1�x�2 ≤ I�x� ≤ c2�x�2�
c1�x� ≤ �∇I�x�� ≤ c2�x�


The last inequalities hold when I is differentiable at x.

We remark that (4.3) is the the dynamic programming equation for the
calculus of variations problem in (4.4). Equation (4.2) can be found in [3, 34,
38]. A related result can be found in [20], Chapter 4. A proof of (4.5) will be
given in Appendix 3. After this preliminary result we now state assumptions
for l.

Assumption 4.6.

(a) The function l is smooth with bounded derivatives of all orders and
l�0� = 0, ∇l�0� = 0.

(b) There is c > 0, V�x� = 1
2 �∇I�x��2 − l�x� ≥ c�x�2.

Here (b) holds at x where I is differentiable.

Recall that ψε� λε are the first eigenfunction and eigenvalue of Gε normal-
ized by ψε�0� = 1,

�4
7� Gεψε = λεψε�
with

Gεf = ε

2
�f+ g · ∇f+ l

ε
f


Let λ̂ε = ελε, Wε = ε logψε. Then Wε�0� = 0 and

�4
8� ε

2
�Wε + g · ∇Wε + 1

2
�∇Wε�2 + l = λ̂ε


Some properties of Wε, λε will be stated in the following. Some of these have
already been mentioned in Section 2. See also [14].

Theorem 4.2. We have the estimate

�4
9�
�λ̂ε� ≤ �l��

�∇Wε� ≤ c−1
0 �∇l�

with c0 as in (4.1). Then Wε� λ̂ε converge to W0, λ̂0 as ε→ 0, λ̂0 = 0 and W0

satisfies

�4
10� g · ∇W0 + 1
2 �∇W0�2 + l = 0�
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in the viscosity sense and almost everywhere and has the expression

�4
11� W0�x� = sup
φ0=x�
φ∞=0

∫ ∞
0
�l�φt� − 1

2 �φ̇t − g�φt��2�dt


The smooth region for W0 is connected, of full Lebesgue measure and contains
a neighborhood of the origin. Moreover, we have the estimate

�4
12�
�∇W0� ≤ c−1

0 �∇l��
I�x� −W0�x� ≥ c�x�2


Here c is some positive constant.

These results will be proved in Appendix 3. The following are statements
corresponding to Theorems 3.3 and 3.4.

Theorem 4.3. Assume (4.1), (4.6). Then

lim
ε→0

λε = κ

exists and is finite and κ can be defined explicitly; see (4.20). There is a positive
number c such that

�λε − κ� ≤ cε1/2


Theorem 4.4. Assume (4.1), (4.6). Let W0 be smooth at x. Then

lim
ε→0

Wε�x� −W0�x�
ε

=
∫ ∞

0

(
κ− 1

2
�W0

)
�ϕ∗t �dt�

where ϕ∗t is the unique minimizing curve of the variations problem in (4.11).
The limit exists uniformly on compact subsets of a smooth region of W0.

In the rest, whenever no confusion will arise, we will drop ε as an index.
We denote

ĝε�x� = 1√
ε
g�ε1/2x��

l̂
ε�x� = 1

ε
l�ε1/2x��

Ŵε�x� = 1
ε
Wε�ε1/2x��

ψ̂ε�x� = ψε�ε1/2x��
Ĝεf = 1

2�f+ ĝε∇f+ l̂
ε



Let xε∗t be the diffusion generated by the stochastic differential equation

dxε∗t = �g + ∇Wε��xε∗t �dt+ ε1/2 dbt


The unique invariant density of this process is denoted by pε∗.
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Reexamine the proof of Theorem 3.3. The following play a role: variational
formula (1.3) , using a suitable test function and properties of pε∗. Here the
situation is more complicated: pε∗, depending on Wε, cannot be directly ana-
lyzed. On the other hand, (1.5) should be used instead of (1.3), which, however,
is not rigorously established. The following are some technical results we need
to solve these difficulties.

Lemma 4.5. There is c > 0 such that

�∇Ŵ�x�� ≤ c�1+ �x�� for all x


Lemma 4.6. There is δ > 0 and c1� c2 > 0 such that

I�x� −Wε�x� ≥ c1�x�2 − c2ε� �x� ≤ δ


Lemma 4.7. There are r0, c > 0 such that

∫
exp

(
c
�x�2
ε

)
pε∗�x�dx ≤ exp

(
r0

ε

)



Lemma 4.8. We denote pε∗t �x�y� to be the transition density of xε∗t . Then

�4
13�
lim
ε→0

ε logpε∗t �x�y� =W0�y� −W0�x�

− inf
φ0=x
φt=y

∫ t
0
� 1

2 �φ̇s − g�φs��2 − l�φs��ds


Moreover,

�4
14� lim
ε→0

ε logpε∗�x� = −I∗�x�

holds uniformly on compact sets with

I∗�x� = −W0�x� + inf
φ0=x
φ∞=0

∫ ∞
0
� 1

2 �φ̇t + g�φt��2 − l�φt��dt


Let Pε∗ be the invariant measure of xε∗t . Then

�4
15� lim
ε→0

ε logPε∗�D� = − inf
x∈D

I∗�x�

for any region D with smooth boundary. In particular, for any positive r there
is positive c�r� such that

�4
16� Pε∗	�x� ≥ r� ≤ exp
(
−c�r�
ε

)
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Lemma 4.9. Let A�·� be a smooth function such that

0 ≤ A�x� ≤ 1�

A�x� =
{

1� if �x� ≤ δ1�

0� if �x� ≥ δ2

for small δ1� δ2 with δ1 < δ2 . Then the integral∫
pε∗�x�V�x�

ε
A�x� exp

(
I�x� −Wε�x�

ε

)
dx

is uniformly bounded.

Lemma 4.8 says that the process xε∗t has quasipotential function I∗. In the
proof, we also see that xε∗t satisfies, in finite time intervals, the large deviation
principle with rate function

I∗T�φ� =W0�φ0� −W0�φT� +
∫ T

0
� 1

2 �φ̇t − g�φt��2 − l�φt��dt


We shall postpone the proof of these lemmas.

Proof of Theorem 4.3. Let ĝ0, l̂
0

be the limit of ĝε, l̂
ε

as ε→ 0. Then

ĝ0�x� = Ax� l̂
0 = 1

2�Bx�x��

A = gx�0�� B =
(
∂2l�0�
∂xi∂xj

)



Denote

�4
17� Ĝ0f = 1
2�f+ ĝ0 · ∇f+ l̂0f


The first eigenvalue and corresponding eigenfunction of Ĝ0 are denoted by
κ� ψ̂0. Then

�4
18� ψ̂0�x� = exp
( 1

2�Dx�x�
)
�

where D is a symmetric matrix and satisfies the following Riccati-type equa-
tion:

�4
19� D2 +ATD+DA+B = 0�

such that D+A is stable. Here AT is the transpose of A:

�4
20� κ = 1
2 TrD


The equations (4.19), (4.20) follow by formally plugging (4.18) into

�4
21� Ĝ0ψ̂0 = κψ̂0


The existence of D satisfying (4.19) follows from [45]. See also [9, 19, 23].
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The convergence of ψ̂ε, λε to ψ̂0, κ is expected since ψ̂ε, λε satisfy

�4
22� Ĝεψ̂ε = λεψ̂ε�
with

Ĝεf = 1
2�f+ ĝε · ∇f+ l̂

ε
f�

which has (4.21) as the limiting equation. A rigorous proof will go as follows:
let yεt be the diffusion with generator 1

2� + �ĝε + ∇Ŵε� · ∇ and let p̂ε be the
invariant density for yεt . We first observe that

�4
23�
∫ 1
u

(
1
2
�u+ ĝ · ∇u

)
p̂ dx ≥

∫ 1

ψ̂

(
1
2
�ψ̂+ ĝ · ∇ψ̂

)
p̂ dx

for any smooth positive function u such that log u has bounded derivatives of
any order. Equation (4.23) also holds for more general u by using approxima-
tion argument.

Equation (4.23) can be proved as follows. It is easy to see the following by
differentiation:

1
ev

(
1
2
�ev + �ĝ + ∇Ŵ� · ∇ev

)

≥ 1
2
�v+ �ĝ + ∇Ŵ� · ∇v


We integrate the above inequality with respect to p̂ . Notice that the right-
hand side is zero and

1
ev

(
1
2
�ev + �ĝ + ∇Ŵ� · ∇ev

)

= 1

evψ̂

(
1
2
��evψ̂� + ĝ · ∇�evψ̂�

)
− 1

ψ̂

(
1
2
�ψ̂+ ĝ · ∇ψ̂

)



We obtain (4.23) by taking u = evψ̂.
Now in (4.23) we take u = ev and use (4.22) and an integration by parts to

obtain

λε ≤
∫
p̂� 1

2 �∇v�2 + �ĝ − 1
2∇ log p̂� · ∇v+ l̂�dx


Let Î�x� = �1/ε�I�√εx�. If we formally choose v = Î+ 1
2 log p̂, after using the

relation ∇Î�ĝ + ∇Î� = 0 and an integration by parts formula, the right-hand
side in the last relation becomes∫

�l̂− 1
2 �∇Î�2 − 1

8 �∇ log p̂�2 − 1
2 div ĝ�p̂ dx


Therefore,

�4
24� λε +
∫
�V̂+ 1

8 �∇ log p̂�2 + 1
2 div ĝ�p̂ dx ≤ 0


A rigorous proof of (4.24) can be done by an approximation argument. Indeed,
let us choose v = f + 1

2 log p̂, where f is smooth and has compact support.
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Then, after some simple calculations and using an integration by parts, the
integral we consider is equal to∫

�l̂− 1
8 �∇ log p̂�2 − 1

2div�ĝ� + 1
2 �∇f�2 + ĝ · ∇f�p̂ dx


Now we can choose a sequence of f approximating Î and we obtain (4.24).
Equation (4.24) implies, with c = 1

2�div�g��,
λε ≤ c


Note also, by

1
2�Ŵ

ε + ĝε · ∇Ŵε + 1
2 �∇Ŵε�2 + l̂ε = λε�

we have

λε = 1
2�Ŵ

ε�0� + 1
2 �∇Ŵε�0��2


Here �Ŵε�0� has a lower bound, independent of ε, by an argument in Sec-
tion 2. Therefore, λε is bounded from below by a constant. From this, we can
conclude the following: there is a constant c such that

�4
25�

�λε� ≤ c�∫
p̂V̂dx ≤ c�∫

p̂�∇ log p̂�2dx ≤ c


We remark that (4.25) is enough to deduce the convergence of λε to κ by a
compactness argument. We need a further argument to claim that

√
ε is an

upper bound for the rate of convergence. Let p̂0 be the invariant density for
the diffusion with generator 1

2�+�Ax+Dx� ·∇. An inequality similar to (4.23)
holds with p̂ε, ĝε replaced by p̂0, ĝ0 . Recall (4.18). Then

�4
26�

κ =
∫
p̂ε

(
1
2
�ψ̂0 + ĝ0 · ∇ψ̂0 + l̂0ψ̂0

)
1

ψ̂0
dx

=
∫
p̂ε

(
1
2
�ψ̂0 + ĝε · ∇ψ̂0 + l̂εψ̂0

)
1

ψ̂0
dx

+
∫
p̂ε��ĝ0 − ĝε�Dx+ �l̂0 − l̂ε��dx

≥ λε +
∫
p̂ε��ĝ0 − ĝε�Dx+ �l̂0 − l̂ε��dx


Here we use (4.23) with u = ψ̂0. After a simple calculation, we obtain

κ ≥ λε − c√ε
∫
p̂ε�x�3 dx

≥ λε − c√ε
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The last inequality follows by the fact that
∫
p̂ε�x�3 dx is uniformly bounded.

This is a consequence of Lemma 4.6 ∼ Lemma 4.9 for the following reason:
first, notice that

p̂ε�x� = �√ε�npε∗�√εx�

We consider the integral in two regions: 	x� �x� ≤ δ/√ε or �x� ≥ M/√ε� and
its complement. Here we choose a small δ and large M. From Lemma 4.6 and
4.9, there is a positive constant c1 such that∫

�y�≤δ
pε∗�y� �y�

2

ε
exp

(
c1
�y�2
ε

)
dy

is bounded if we choose δ ≤ δ1. This implies the boundness of the integral∫
�x�≤δ/√ε

p̂ε�x��x�3 dx


On the other hand, by Lemma 4.7, it is easy to deduce the boundedness of the
integral ∫

�x�≥M/√ε
p̂ε�x��x�3 dx


Finally, using (4.16), we have the boundedness of the integral∫
δ/
√
ε≤�x�≤M/√ε

p̂ε�x��x�3 dx


Similarly, we can prove λε ≥ κ− c√ε . Here we use Lemma 4.5. This com-
pletes the proof.

Proof of Theorem 4.4. The proof is exactly the same as that of Theorem
3.3. We also consider the function

Rε = exp
(

1
ε
�Wε −W0�

)
�

which now satisfies the equation

ε

2
�Rε + �g + ∇W0� · ∇Rε =

(
λε − 1

2
�W0

)
Rε


We then consider this function along the diffusion ζt defined by

dζt = �g + ∇W0��ζt�dt+
√
εdbt


This again gives the expression (3.17). Property 3.18 holds in our case except
for a minor change. Estimation in Property 3.18(c) is replaced by the following:
there is c > 0 such that for any r > 0 and if ε is small enough we have

Ex

[
exp

(
r
∫ τε

0
�ζt�dt

)]
≤ exp�cr�I�x� −W0�x��1/2�


This can be proved by applying Itô’s differential rule to exp�cr�I−W0�1/2�ζt��




1974 W. H. FLEMING AND S.-J. SHEU

In the rest, we will prove Lemmas 4.5–4.9.

Proof of Lemma 4.5. By

1
2�Ŵ

ε + ĝε∇Ŵε + 1
2 �∇Ŵε�2 + l̂ε = λε�

the required estimate for �∇Ŵε�·�� follows from a uniform upper bound of λε

and −�Ŵε. Here we note that

�ĝε�x��2 + �l̂ε�x�� ≤ c�x�2

for some c > 0. Estimation (4.25) gives a uniform bound for λε. On the other
hand, we can derive a uniform upper bound for −�Ŵε by using the argument
in Section 2. This completes the proof. ✷

Proof of Lemma 4.6. Let

Îε�x� = 1
ε
I�√εx�


Again, in the following we will omit ε whenever it is convenient and does not
cause confusion. We fix a positive δ such that I�·� is smooth in the region
	x� �x� ≤ δ�.

We consider the function Ŵ− Î in the set 	x� �x� ≤ δ/√ε�. By some calcu-
lations,

�4
27�

1
2��Ŵ− Î� + �ĝ + ∇Î��∇�Ŵ− Î�� + 1

2 �∇�Ŵ− Î��2

= 1
2 �∇Î�2 − l̂+ λε − 1

2�Î

= V̂+ λε − 1
2�Î


Let zt be the diffusion governed by the stochastic differential equation

dzt = �ĝ + ∇Î��zt�dt+ dbt
before the exit time

τ = inf
{
t > 0� �zt� =

δ√
ε

}

if z0 = x with �x� ≤ δ/√ε. Applying Itô’s differential rule,

exp
{
�Ŵ− Î��zt∧τ� −

∫ t∧τ
0

�V̂+ λε − 1
2�Î��zs�ds

}

is a martingale. Therefore, for �x� ≤ δ/√ε,

�4
28�
Ex

[
exp

{
�Ŵ− Î��zt∧τ� −

∫ t∧τ
0

�V̂+ λε − 1
2�Î��zs�ds

}]

= exp	�Ŵ− Î��x��
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By (4.25), �λε� is bounded. Note that this part of proof of Theorem 4.3 did not
depend on the lemmas which follow it. Since V̂ + λε is bounded from below
and �Î is bounded for �x� ≤ δ/√ε, we have

�4
29�
exp	�Ŵ− Î��x�� ≤ Ex�exp	�Ŵ− Î��zt∧τ���ect

= Ex�exp	�Ŵ− Î��zt��� t ≤ τ�ect

+Ex�exp	�Ŵ− Î��zτ��� t > τ�ect

The second term on the right has an upper bound Px�t > τ�ectecδ/ε
 Here we
use (4.9). To get an upper bound for Px�t > τ�, we apply Itô’s differential rule
to Î�zt� and use (4.3),

�4
30� dÎ�zt� = 1
2�Î�zt�dt+ ∇Î�zt�dbt


Using

Î�zτ� − Î�x� =
∫ τ

0

1
2�Î�zt�dt+

∫ τ
0
∇Î�zt�dbt�

as well as the fact that

E

[
exp

(∫ τ∧t
0

α∇Î�zs�dbs − 1
2α

2�∇Î�zs��2ds
)]

= 1�

then by choosing α = c1/t for some suitable c and using

E

[
exp

(∫ τ∧t
0

α∇Î�zs�dbs − 1
2α

2�∇Î�zs��2 ds
)
� τ ≤ t

]
≤ 1�

we can prove

�4
31� Px	τ < t� ≤ exp
(
−cδ

2

tε

)
if �x� ≤ δ1

ε
�

where δ1 < δ is sufficiently small. We conclude that the second term on the
right of (4.29) is bounded by 1

2 exp�Ŵ − Î��x� if �x� ≤ δ1/ε and t is small.
Therefore, for such x, t,

�4
32�

exp	�Ŵ− Î��x�� ≤ 2Ex�exp	�Ŵ− Î��zt��� t < τ�ect

≤ c
(

1√
t

)n ∫
�y�≤δ/√ε

exp	�Ŵ− Î��y��dy

= c
∫
�y�≤δ/√ε

exp	�Ŵ− Î��y��dy

if we fix t. Here we use the fact that the diffusion zt stopped before τ has
transition density bounded by c�1/√t�n. See [31], Corollary 3.9. This is little
different from the estimate cited above where the constant is found to depend
on x. The dependence of c on x comes because the diffusion coefficient may
grow linearly at infinity. A careful reexamining of the proof, in particular
Lemma 3.2 and Theorem 3.5 (refer to [31]), assures us that in our case we
may choose c which is independent of x. We note that the constant depends
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on the derivatives of the drift up to the second order. See also a related result
in [40], Corollary 3.37.

Let

τ1 = inf
{
t > 0� �zt� =

δ1√
ε

}



Another positive number is δ0 < δ1 which is sufficiently small. For �x� ≤ δ0/
√
ε,

repeat the above argument, and note that we now have (4.28), (4.32),

�4
33�
exp	�Ŵ− Î��x�� ≤ c

∫
�y�≤δ/√ε

exp	�Ŵ− Î��y��dy

×Ex
[
exp

{
−
∫ t

0
�V̂+ λε − 1

2�Î��zs�ds
}
� t < τ1

]



For a fixed t, the expectation in (4.33) is bounded by c1 exp�−c2�x�2� which can
be proved by estimating the expectation in the sets 	α�x� ≤ �zs� ≤ α−1�x� for
all s ∈ �0� t�� and its complement. Here α is a very small positive number.
The expectation in the first set has an upper bound exp�−c�x�2� if we use the
property V̂�x� ≥ c�x�2. Using a similar argument for (4.31), the expectation in
the complement also has the same upper bound. We thus conclude:

�4
34�
exp	�Ŵ− Î��x��

≤ c exp�−c�x�2� ·
∫
�y�≤δ/√ε

exp	�Ŵ− Î��y��dy� �x� ≤ δ0√
ε



Let β be a small positive number. Theorem 4.2 implies, for any M > 0,
ρ > 0,

Ŵ�x� − �1− β�Î�x� ≤ −c�x�2 + ρ
ε
� �x� ≤ M√

ε
�

if ε is small. Therefore, the maximum of the function Ŵ�·� − �1 − β�Î�·� in
	�x� ≤ δ/

√
ε� is attained in 	�x� ≤ δ0/

√
ε� if β is small enough. We fix one

such maximal point x∗. Similarly to (4.27),

1
2��Ŵ− �1− β�Î� + �ĝ + �1− β�∇Î��∇Ŵ− �1− β�∇Î�
+ 1

2 �∇Ŵ− �1− β�∇Î�2

= 1
2�1− β2��∇Î�2 − l̂+ λε − 1

2�1− β��Î

Then

� 1
2�1− β2��∇Î�2 − l̂+ λε − 1

2�1− β��Î��x∗� ≤ 0�

which implies �x∗� ≤ r for some positive r independent of ε. Here we use

1
2�1− β2��∇Î�2 − l̂ ≥ c�x�2

for some c > 0 if β is small.
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From

Ŵ�x� − Î�x� = Ŵ�x� − �1− β�Î�x� − βÎ�x�
≤ Ŵ�x∗� − �1− β�Î�x∗� − βÎ�x�

for x in 	�x� ≤ δ/√ε� and (4.32), we obtain

c1 exp�Ŵ�x∗�� ≤
∫
�y�≤δ/√ε

exp��Ŵ− Î��y��dy ≤ c2 exp�Ŵ�x∗��


Then by (4.34) we have

exp��Ŵ− Î��x�� ≤ c1 exp�Ŵ�x∗�� exp�−c�x�2�� �x� ≤ δ0√
ε
�

which implies the result.

Proof of Lemma 4.7. Recall that xε∗t is the process satisfying

dxε∗t = �g + ∇Wε��xε∗t �dt+ ε1/2 dbt


Applying Itô’s differential rule to exp	c�xε∗t �2/ε�,

d exp
{
c

ε
�xε∗t �2

}
= c

ε
�2c�xε∗t �2 + 2xε∗t g�xε∗t � + 2xε∗t · ∇Wε�xε∗t � + nε�

× exp
{
c

ε
�xε∗t �2

}
dt+ dM1�t�


Then

d exp
{
c

ε
�xε∗t �2

}
exp	ct� = c

ε
�2c�xε∗t �2 + 2xε∗t g�xε∗t � + 2xε∗t · ∇Wε�xε∗t � + nε�

× exp
{
c

ε
�xε∗t �2 + ct

}
dt+ dM2�t�


In the above, M1�t�, M2�t� are local martingales. By using (4.9) and condition
(4.1), the coefficient of the dt term is bounded by exp	ct+ c1/ε� for some c1 if
c is sufficiently small, say, we may take c = 1

4c0 with c0 in (4.1). Therefore

Ex

[
exp

{
c

ε
�x∗t �2

}]
≤ exp

{
c

ε
�x�2 − ct

}
+ c1 exp

{
c1

ε

}



Letting t→∞, we have

∫
pε∗�x� exp

{
c

ε
�x�2

}
dx ≤ ec1/ε�

which implies the result.



1978 W. H. FLEMING AND S.-J. SHEU

Proof of Lemma 4.8. First we observe, with xt defined in (1.1),∫
p∗t �x�y�f�y�dy
= Ex�f�x∗t ��

= Ex
[
f�xt� exp

{
1√
ε

∫ t
0
∇Wε�xs�dbs −

1
2ε

∫ t
0
�∇Wε�xs��2 ds

}]

= Ex
[
f�xt� exp

{
1
ε
�Wε�xt� −Wε�x�� + 1

ε

∫ t
0
l�xt�dt− λεt

}]



Note that here the drift of the process xt does not depend on ε and Wε con-
verges uniformly on compact sets. This implies the large deviation properties
for the process xε∗. The result, (4.13), follows from this also by using the ar-
gument in [36] (see also [29, 43]).

Equation (4.15) can be proved by using the argument in [20]. See Chapter
4, Theorem 4.3 therein in particular. Here we only add a few words for the
convenience of the reader. The estimate (4.20) in [20], page 131, follows from
the large deviation properties and still holds in our case. The estimate (4.19),
in [20], page 131, can also be proved since it only uses the following: large
deviation properties of the process, the estimate (4.20) there and condition A in
[20], page 128, which follows from condition (4.1), and Theorem 4.2 in our case.

Finally, (4.14) can be proved by adopting an argument of Day [3], page 133
and using properties (4.13) and (4.15). We only mention that estimate (5.2) in
[3] has to be verified in our case. Instead, we will give an upper bound for the
integral ∫

�z�>M
pε∗�z�pε∗T �z� x�dz


This is enough for our purpose. For this, we use the relation

pε∗t �x�y� = qεt �x�y� exp
(
−λεt+ W

ε�y� −Wε�x�
ε

)

×Ex
[
exp

(
1
ε

∫ t
0
l�xs�ds

)∣∣∣∣xt = y
]

and the boundness of l and λε to obtain

pε∗1 �x�y� ≤ c
(

1√
ε

)n
exp

(
c

ε

)
exp

(
Wε�y� −Wε�x�

ε

)

for some c > 0. Here we use the property

qε1�x�y� ≤ c
(

1√
ε

)n



For the process xt, q
ε
t �x�y� is the transition density. See [31], Corollary 3.9

and some explanation after (4.32). By the semigroup property

pε∗t+1�x�y� =
∫
pε∗t �x� z�pε∗1 �z� y�dz
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and the boundness of �∇Wε�, we have

pε∗t+1�x�y� ≤ c
(

1√
ε

)n
exp

(
c

ε

)
exp

(
c
�y�
ε

) ∫
pε∗t �x� z� exp

(
c
�z�
ε

)
dz


To estimate the last integral, we use

dxε∗t = �g + ∇Wε��xε∗t �dt+ ε1/2 dbt

and apply Itô’s differential rule to exp�c�1 + �xε∗t �2�1/2/ε� . After some simple
calculation, using condition (4.1) and the boundedness of ∇Wε, we have

∫
pε∗t �x� z� exp

(
c
�1+ �z�2�1/2

ε

)
dz ≤ exp�−c1t� exp

(
c
�1+ �x�2�1/2

ε

)
+ exp

(
c2

ε

)

for some positive constants c1, c2. Therefore, we obtain, for some c > 0,

pε∗t+1�x�y� ≤ c
(

1√
ε

)n
exp

(
c

ε

)
exp

(
c
�x� + �y�
ε

)



By the above argument we can also get the following estimate. For any c3 > 0,
there is c4 > 0 such that

∫
pε∗�z� exp

(
c3
�1+ �z�2�1/2

ε

)
dz ≤ exp

(
c4

ε

)



We take c3 = 2c. Then∫
�z�>M

pε∗�z�pε∗t+1�z� x�dz

≤ c
(

1√
ε

)n
exp

(
c

ε

) ∫
�z�>M

pε∗�z� exp
(
c
�z� + �x�
ε

)
dz

≤ c
(

1√
ε

)n
exp

(
c

ε

)
exp

(
−cM

ε

)
exp

(
c
�x�
ε

) ∫
�z�>M

pε∗�z� exp
(

2c
�z�
ε

)
dz

≤ c
(

1√
ε

)n
exp

(
c+ c4

ε

)
exp

(
−M
ε

)
exp

(
c
�x�
ε

)

for all t. This is the estimate we need in order to apply the argument in [3].
This completes the sketch of the proof of the lemma.

Proof of Lemma 4.9. Let

q�x� = pε∗�x� exp
{
−W

ε�x�
ε

}



Then

ε

2
�q− div�gq� +

(
l

ε
− λε

)
q = 0
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By a simple calculation using integration by parts,

�4
35�

0 =
∫
A exp

(
I

ε

)(
ε

2
�q− div�gq� +

(
l

ε
− λε

)
q

)
dx

=
∫
qA exp

(
I

ε

)(
1
2
�I− 1

2ε
�∇I�2 + l

ε
− λε

)
dx

+
∫
q exp

(
I

ε

)(
ε

2
�A+ g∇A+ 1

2
∇I∇A

)
dx


Equation (4.14) implies that the second term is bounded above by a constant.
In fact, by an argument in Appendix 3, we can show

I∗�x� − �I�x� −W0�x�� ≥ c�x�2

for some c > 0. Using the property of A, we can easily prove the boundedness
of the second term in (4.35).

From (4.35),

�4
36�

∫
qA exp

(
I

ε

)
V

ε
dx ≤ c+

∫
qA exp

(
I

ε

)(
1
2
�I− λε

)
dx

≤ c+ c
∫
qA exp

(
I

ε

)
dx


To estimate the last term, let M be a large number and be fixed. The integral
is evaluated separately in two regions: 	�x� ≤ M

√
ε� and the complement.

Here we choose a large M. The integral in the first region can be bounded by
a constant for the following reason: �I�x��/ε is bounded above by a constant
in this region. Also by Lemma 4.5, �∇Wε�x�� ≤ c√ε holds in this region. By
the mean value theorem, we have �Wε�x�� ≤ cε in this region. These imply
the result.

For the integral in the region 	�x� ≥M√
ε�, we remark that

V�x�
ε

≥ cM2

holds in this region. Therefore, this integral can be dominated by the half of
the integral on the left-hand side of (4.36) if M is large enough. Then the
left-hand side of (4.36) is bounded by a constant. This completes the proof of
the lemma. ✷

5. Robust and risk sensitive control. We recall the definition of the
H∞ norm of a nonlinear system. As in Section 2, consider ξ0

t satisfying

�5
1� ξ̇0
t = g�ξ0

t � + vt� t ≥ 0

with initial state ξ0
0 = x. The function v· is interpreted as a disturbance

entering the dynamical system (5.1). Let zt denote a state dependent output,
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zt = h�ξ0
t �, with values in Rd for some d. System (5.1) has H∞-norm ≤ γ if

and only if there exists W�x� with W�0� = 0 such that

�5
2�
∫ T

0
�zt�2 dt ≤ γ2

∫ T
0
�vt�2 dt+W�x�

for every T > 0 and v· ∈ L2��0�T��Rn�; W is called a storage function [45].
Let

�5
3� l = γ−2l1� l1 = 1
2 �h�2


Assume that g satisfies (2.1)(a) and (4.1) and that l1 satisfies (2.1)(c) with
l1�x� ≥ 0, l1�0� = 0. This guarantees the existence of λ̂0 ≥ 0 and Lipschitz W0

as in Theorem 2.3. The lower bound on �∇I� in (4.5) implies that there exists
γ1 such that Vγ = 1

2 �∇I�2 − γ−2l1 satisfies (4.6) for all γ > γ1. If γ > γ1, then
λ̂0 = 0. Moreover, W0 is a storage function. This follows from (2.10) and the
fact that W0�ξ0

T� ≥ 0. The nonnegativity of W0 follows from an easy argument
using (4.1). See the proof of [12], Corollary 3.3. Thus γ1 is an upper bound for
the H∞ norm. In the gradient case g = −∇U with U satisfying (3.3)(a), (b),
the H∞-norm ≤ γ if and only if Vγ ≥ 0, that is,

γ�∇U�x�� ≥ �h�x�� for all x


The exponential in (1.4) can be interpreted as a risk-sensitive cost criterion
and λε represents a long-term growth rate of expected exponential cost. The-
orems 4.3 and 4.4 are more precise approximations for λε�Wε�x� than those
in [14]. Theorem 4.4 states that

�5
4� Wε�x� =W0�x� + εZ�x� + o�ε��
where Z�x� is the integral in this theorem. However (5.4) holds only in the
region where W0 is smooth.

In the case of controlled dynamical systems, instead of (1.1) let the state
dynamics be governed by

�5
5� dxt = f�xt� ut�dt+ ε1/2 dbt�

where ut is the control applied at time t, with ut ∈ � (the control space).
We consider state feedback (complete state information). For a more precise
formulation, see [17]. Let

µ = 1
γ2



The risk-sensitive control problem considered in [14] is to find a stationary
feedback control policy ut = u

¯
�xt� for which a criterion of the form

�5
6� ε

µ
lim sup
T→∞

1
T

logEx exp
[
µ

ε

∫ T
0
L�xt� ut�dt

]
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is minimized. The counterpart of the linear eigenvalue problem for λε�ψε in
Section 1 is a nonlinear eigenvalue problem considered in [14] by stochastic
control methods. The solution depends on finding λ̂ε� µ, Wε�µ satisfying

�5
7ε� λ̂ε� µ = ε

2
�Wε�µ +min

u∈�
�f�x�u�∇Wε�µ +L�x�u�� + µ

2
�∇Wε�µ�2


In the cases without control, λ̂ε� µ = �ε/µ�λε�µ, Wε�µ = �ε/µ� logψε�µ where

λε�µψε�µ = ε

2
�ψε�µ + g∇ψε�µ + µ

ε
lψε�µ


Under suitable assumptions on f�L and compact �, λ̂ε� µ�Wε�µ exist, with
λ̂ε� µ�∇Wε�µ uniformly bounded. As ε → 0 and µ fixed, they tend to λ̂0, W0

satisfying �5
70� in the viscosity sense. See [14], Sections 7, 8. Moreover, λ̂0 is
the value of a differential game with average cost per unit time payoff and with
�5
70� as the Isaacs PDE. In this game, the minimizing control corresponds to
ut and the disturbance vt has the role of a maximizing control.

It is of interest to seek more precise asymptotic results like Theorems 4.3
and 4.4 for controlled dynamical systems. This can be done in the following
special case. Let

f�x�u� = g�x� + bu� b != 1� b > 0�

L�x�u� = l1�x� + 1
2 �u�2

and � = Rn. Assume that g, l1 are as above. If we impose the artificial bound
�u� ≤M, then �5
7ε� has a solution λ̂ε� µ, Wε�µ, with

0 ≤ λ̂ε� µ ≤ ��l1��� ��∇Wε�µ�� ≤ c−1
0 ��∇l1��

with c0 as in (4.1). See [14], Theorem 7.1. Let M ≥ c−1
0 ��∇l1��. Then the mini-

mum in �5
7ε� is the same as the minimum for u ∈ Rn. Thus in this special
case,

�5
8ε� λ̂ε� µ = ε

2
�Wε�µ + g∇Wε�µ + l+ µ− b

2

2
�∇Wε�µ�2


Assume µ = 1. If we let

λ̃ε = �1− b2�λ̂ε�1� W̃ε = �1− b2�Wε�1� l̃ = �1− b2�l�
then this reduces to (4.8) and Theorems 4.3 and 4.4 apply. Note that in
Assumption (4.6) we have not required l ≥ 0, so that both b < 1 and b > 1 are
allowed.

In [12] the asymptotic behavior of λε�µ and Wε�µ was considered as ε →
0� γ → ∞ so that γ2ε is constant. The asymptotic series obtained involve
both H2 and H∞ formulations of the disturbance attenuation problem. The
results of [12] are for the uncontrolled system with dynamics (1.1). It would
be interesting to find corresponding results for controlled dynamical systems,
governed by (5.5). We consider this special case with

µ = βε�
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where β is a constant. Let

λ̃ε = �βε− b2�λ̂ε� βε� W̃ε = �βε− b2�Wε�βε� l̃
ε = �βε− b2�l


Then

λ̃ε = ε

2
�W̃ε + g∇W̃ε + 1

2 �∇W̃ε�2 + l̃ε

The same argument can be applied and we have the following asymptotic
result.

Theorem 5.1. Assume condition (4.1) and let l satisfy (4.6)(a) and l ≥ 0.
Then Wε�βε converges to W0 given by

W0�x� = 1
b2

inf
φ0=x�
φ∞=0

∫ ∞
0

(
1
2
�φt − g�φt��2 + b2l�φt�

)
dt


Moreover, we have

lim
ε→0

λ̂ε� βε

ε
= κ = 1

2
�W0�0�


If W0 is smooth at x, then

lim
ε→0

Wε�βε�x� −W0�x�
ε

= β

b2
W0�x� +

∫ ∞
0

(
1
2
�W0�φ∗t � − κ

)
dt�

where φ∗t is the unique minimizing curve of the above calculus variations prob-
lem, which defines W0. The limit exists uniformly for x in compact subsets of
the smooth region of W0.

APPENDIX 1

The purpose of this appendix is to sketch a proof of (3.8) following the
argument in [4]. The interested reader should consult [4] for the details. Recall
the conditions in (3.3).

The calculus of variations problem

�A1
1� C�x� = inf
ϕ0=x

∫ ∞
0
� 1

2 �ϕ̇t�2 +V�ϕt��dt

has Hamiltonian

H�x�p� = 1
2 �p�2 −V�x�


An optimal trajectory of (A1.1) satisfies the equation

�A1
2� ϕ̇ =Hp�ϕ�p��
ṗ = −Hx�ϕ�p�


That is,

ϕ̇ = p�
ṗ = ∇V�ϕ�
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As in [4], they also have the property

ϕt�pt → 0 as t→∞

For discussing the property of the system (A1.2) near the origin, we linearize

the system (A1.2) at �0�0�. We have the matrix

E =
[

0� I

D� 0

]



It is not difficult to see that eigenvalues of E are given by ±√µ, where µ is
an eigenvalue of D. The eigenvectors of E corresponding to −√µ and

√
µ are

given by 
− 1√

D
v

v


 �


 1√

D
v

v


 �

with v being an eigenvector of D corresponding to µ. Therefore, the stable
manifold of (A1.2) near (0,0) is given by

p = F�x�� Fx�0� = −
√
D


Moreover,

F�x� = −∇C�x�
for x near 0. Since W0 = U−C, the above relation implies (3.8) after an easy
computation.

APPENDIX 2

In this appendix we will prove (3.15).
By (3.13) and Itô’s differential rule, we have

�A2
1� fε�x� = Ex
[
fε�b1� exp

{(
−
∫ 1

0
�V̂ε�bs� + λε�ds

)}]
�

where bt is a Brownian motion. It is easy to see that −λε has a uniform upper
bound by (3.10). Also, −V̂ε ≤ �ε/2��U, which is bounded above. Therefore, fε

is bounded by

c
∫ ( 1√

π

)n
exp

(
−�x− y�

2

2

)
fε�x�dx

which in turn is bounded by a constant, since
∫ �fε�2 dx = 1.

Using (A2.1) again and Condition (3.3)(d),

fε�x� ≤ cEx
[
exp

(
− c

∫ 1

0
�bs�2 ds

)]
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Note the following identity,

�A2
2� Ex

[
exp

(
−c

∫ 1

0
�bs�2 ds

)]
= exp�−αn�u�x�Ex

[
1

u�y1�
]
�

with

u�x� = exp�−α�x�2�� α =
√
c

2
�

where yt is the Ornstein–Uhlenbeck process satisfying

dyt = −2αyt dt+ dbt
with initial state y0 = x. This is an easy consequence of the Girsanov theo-
rem. Finally, by some computation, the expectation in (A2.2) is bounded by a
constant. Thus, (3.15) is proved.

APPENDIX 3

In this appendix, we prove (4.5), (3.6) and Theorem 4.2.

Proof of (4.5). Let φ0 = x�φ∞ = 0� ut = φ̇t + g�φt� . Then

d

dt
�φ�2 = −2φg�φ� + 2φu

≥ c�φ�2 + 2φu

= c
∣∣∣∣φ+ 1

c
u

∣∣∣∣
2

− 1
c
�u�2


Here c = 2c0 with c0 in (4.1). It is easy to deduce I�x� ≥ c1�x�2 from this.
On the other hand, using φt as a test function, where

φ̇ = g�φ�� φ0 = x�
then, for some constant c,

1
2

∫ ∞
0
�φ̇+ g�φ��2 dt = 2

∫ ∞
0
�g�φ��2 dt

≤ c
∫ ∞

0
�φ�2 dt

≤ c�x�2

which implies I�x� ≤ c2�x�2 for some constant c2. Here we use

�φt� ≤ �φ0� exp�−c0t�
by an easy argument.

Let I be differentiable at x. We first prove that

�∇I�x�� ≥ c�x�
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holds for some positive constant c which is independent of x. We know from
[4] that there is a unique minimizing curve of (4.4) which satisfies

φ̇ = −g�φ� + p�
ṗ = gx�φ�p�

with

φ0 = x� p0 = −2∇I�x�

By (4.1),

�pt� ≤ exp�−c0t��p0�

Then

2I�x� = 1
2

∫ ∞
0
�φ̇+ g�φ��2 dt

= 1
2

∫ ∞
0
�pt�2 dt

≤ 1
4c0

�p0�2

= 1
c0
�∇I�x��2


This implies the result with c = √
2c1c0.

On the other hand, we have �∇I�x�� ≤ c̄�x� for some constant c̄ which follows
easily from

�∇I�x��2 + g�x�∇I�x� = 0


Proof of (3.6) and Theorem 4.2. Since (3.6) is a special case of (4.11), we
only prove Theorem 4.2.

We first prove that λ̂0 = 0. Following the same calculation for (A3.2) below,
we have ∫ T

0
�l�φt� − 1

2 �vt�2�dt ≤ I�x�

if φ0 = x, φ̇t = g�φt� + vt. In particular,∫ T
0
�l�φt� − 1

2 �vt�2�dt ≤ 0

if φ0 = 0, φ̇t = g�φt� + vt.
From relation (2.10) with x = 0, v = 0, we have λ̂0T ≥ 0 for all T. Therefore,

λ̂0 ≥ 0


On the other hand, there is an optimal trajectory of (2.10) with φ0 = 0,
satisfying

�A3
1� φ̇t = g�φt� + vt� φ0 = 0
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such that �vt� ≤M, 0 ≤ t ≤ T, for some M which is independent of T. See [14],
Section 5. Then we can use this property to deduce that �φt� ≤ r, 0 ≤ t ≤ T,
for some r > 0 independent of T. From

0 =W0�0� =W0�φT� +
∫ T

0
�l�φt� − 1

2 �vt�2�dt− λ̂0T

≤W0�φT� − λ̂0T�

we have

λ̂0T ≤ sup
�x�≤r

W0�x�

for any T > 0. Then λ̂0 ≤ 0, that is, λ̂0 = 0.
We now prove (4.11). First, we remark that there is µ < 1, µ near 1, such

that ∫ T
0
�l�φt� − 1

2µ�vt�2�dt ≤ µI�x�

if φ0 = x, φ̇t = g�φt�+ vt. This follows by noting that (4.6) still holds for µ−1l
and using an inequality above with l� I replaced by µ−1l� µ−1I.

Fix T > 0. Let φ be an optimal trajectory of (2.10). Let φ̇t = g�φt� + vt.
Then, as above, there are M and r independent of T such that

�vt� ≤M� �φt� ≤ r�
for all 0 ≤ t ≤ T. By assumption,

W0�x� =W0�φT� +
∫ T

0
�l�φt� − 1

2 �vt�2�dt

=W0�φT� +
∫ T

0
�l�φt� − 1

2µ�vt�2�dt− 1
2�1− µ�

∫ T
0
�vt�2 dt

≤W0�φT� + µI�x� − 1
2�1− µ�

∫ T
0
�vt�2 dt


From this, there is c independent of T such that∫ T
0
�vt�2 dt ≤ c


From

φ̇t = g�φt� + vt
and (4.1),

d

dt
�φt�2 = 2�φt�g�φt�� + 2�φt� vt�

≤ −2c0�φt�2 + 2�φt��vt�

≤ −c0�φt�2 +
1
c0
�vt�2�
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we have ∫ T
0
�φt�2 dt ≤

1
c0

(
�φ0�2 +

c

c0

)



This implies, for any δ > 0 , if T is large enough there is S < T such that
�φS� < δ for φ, an optimal trajectory of (2.10). Remark that we have

W0�x� =W0�φS� +
∫ S

0
�l�φt� − 1

2 �vt�2�dt


Denote ṽ by

ṽt = vt� t ≤ S�
= 0� t > S�

and φ̃ the solution of

˙̃φt = g�φ̃t� + ṽt

Using (4.1), we can prove that there is c independent of δ such that∫ ∞

S
l�φ̃t�dt ≤ cδ


Therefore,

W0�x� ≤
∫ ∞

0
�l�φ̃t� − 1

2 �ṽt�2�dt+ cδ

≤ sup
φ0=x�
φ∞=0

∫ ∞
0
�l�φt� − 1

2 �φ̇t − g�φt��2�dt+ cδ


Since δ is arbitrary, we have

W0�x� ≤ sup
φ0=x�
φ∞=0

∫ ∞
0
�l�φt� − 1

2 �φ̇t − g�φt��2�dt


The reverse inequality is obvious by using (2.10) and the properties that λ̂0 = 0
and W0�0� = 0. Thus we have the equality which is (4.11) as claimed. This
completes the proof. ✷

Proof of (4.12). Given φ with φ0 = x, φ∞ = 0. We may assume that φt
is in the smooth region of I for almost all t. In general, we can approximate a
given curve by those satisfying such property for the following reason. LetA be
the complement of the smooth region of I. We know A has Lebesgue measure
zero. We take smooth α� �0�∞� → �0�1� such that α�t� → 0 as t→∞, α�0� = 0
and α�t� != 0 for t != 0. Since

∫
χA�φt + α�t�y�dy = 0 holds for all t != 0, by

Fubini’s theorem, we have
∫∞

0 χA�φt + α�t�y�dt = 0 for almost all y. We can
take φt + α�t�y as an approximation for φt by choosing y with �y� small and
satisfying

∫∞
0 χA�φt + α�t�y�dt = 0.
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Now observing the relation

l�φ� − 1
2 �φ̇− g�φ��2 = −V�φ� − 1

2 �φ̇− θ�φ��2 −φ∇I�φ��
where θ�x� = g�x� + ∇I�x� and V = 1

2 �∇I�2 − l� we have

�A3
2�
∫ ∞

0
�l�φ� − 1

2 �φ̇− g�φ��2�dt = I�x� −
∫ ∞

0
�V�φ� + 1

2 �φ̇− θ�φ��2�dt


Let

ut = φ̇t − θt

Then

dI�φt�
dt

= ut∇I�φt�


Here we use θ∇I = 0.

I�x� =
∫ ∞

0
−ut∇I�φt�dt

≤
∫ ∞

0
�ut�2 dt+

∫ ∞
0
�∇I�φt��2 dt


Since �∇I�φt�� ≤ c2�φt�,

c1�x�2 ≤ I�x� ≤
∫ ∞

0

[
�ut�2 +

c2

c
V�φt�

]
dt

with c as in (4.6)(b) and hence

c�x�2 ≤
∫ ∞

0
��ut�2 +V�φt��dt

with another c. This gives the second inequality in (4.12). Note that ��∇W�� ≤
c−1

0 ��∇l�� was proved in [14]. See also Section 2.

APPENDIX 4

In this appendix, we shall derive some estimates for the process defined
by (1.1) under condition (2.1), from which we can deduce that the semigroup
generated by Gε is bounded in Bc for each c and the eigenfunction ψε is of
polynomial growth, therefore is in B1. The uniqueness of ψε can be proved
using an argument in [12], Theorem 3.1. In the following, we shall assume
ε = 1.

Let x�t� be the process defined by (1.1).

Lemma A4.1. Assume �2
1�. Let c0 be the constant in �2
1�. Then for any
c1 > 0 there is c2 such that

Ex�exp�c1�x�t���� ≤ exp�c1�x� exp�−c0t� + c2�
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Proof. Let

y�t� = x�t� exp�c0t�

Then

dy�t� = �c0y�t� + exp�c0t�g�exp�−c0t�y�t���dt+ exp�c0t�dbt

Therefore, by applying Itô’s formula to the function

f�y� = exp��1+ �y�2�1/2��
we have

df�y�t�� =
(
c0�y�t��2 + exp�c0t�yg�exp�−c0t�y�t��

+ 1
2 exp�2c0t� − 1

2 exp�2c0t�
�y�t��2

1+ �y�t��2
)

1
�1+ �y�t��2�1/2f�y�t��dt

+ 1
2 exp�2c0t�

�y�t��2
1+ �y�t��2f�y�t��dt+ dM�t�


Here M�t� is a martingale. Since

� exp�−c0t�y�t�� ≥ R0

implies

exp�c0t�y�t�g�exp�−c0t�y�t�� ≤ −c0�y�t�2

by (2.1), we have

df�y�t�� ≤ c exp�2c0t+R0 exp�c0t��dt+ dM�t�

for some constant c. This implies

Ex�f�y�t��� ≤ f�y�0�� +
∫ t

0
c exp�2c0s+R0 exp�c0s��ds

≤ f�y�0�� + c

R0
exp�c0t+R0 exp�c0t��

≤ exp��x� + c0t+R0 exp�c0t� + c�

Here c can be a different constant. Thus,

Ex�exp�exp�c0t��x�t���� ≤ exp��x� + c0t+R0 exp�c0t� + c�

By Hölder’s inequality,

Ex�exp�c1�x��� ≤ �Ex�exp�exp�c0t��x�t�����c1 exp�−c0t�

≤ exp�c1�x� exp�−c0t� + c0c1 exp�−c0t�t+R0 + c exp�−c0t��
≤ exp�c1�x� exp�−c0t� + c2�

for some constant c2. This completes the proof. ✷
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Let G be the operator in (1.2) and with ε = 1. The space Bc is defined by

Bc = 	f ∈ C�Rn��f�x� exp�−c�x��is bounded�

Corollary A4.2. The operator G generates a semigroup Tt on Bc.

Proof. Tt is given by

Ttf�x� = Ex
[
f�x�t�� exp

(∫ t
0
l�x�s��ds

)]

by the Feynman–Kac formula. See [28]. Therefore,

�Ttf�x�� ≤ exp��l�t�Ex��f�x�t����

The result follows from Lemma A4.1 immediately.

Corollary A4.3 Let ψ be the principal eigenfunction for G with ψ�0� = 1.
Then there are m, c1, c2 such that

ψ�x� ≤ c1�x�m + c2


Proof. By Theorem 2.2, there are c, r such that

ψ�x� ≤ exp�c�x� + r�

Since ψ satisfies

Gψ�x� = λ0ψ�

we have

ψ�x� = Ex
[
ψ�x�t�� exp

(∫ t
0
�λ0 + l�x�s���ds

)]



Therefore, with ĉ = �l� + �λ0�,
ψ�x� ≤ exp�ĉt+ r�Ex�exp�c�x�t����

≤ exp�ĉt+ c�x� exp�−c0t� + r̂�

Minimizing this w.r.t. t, we get the result with

m = ĉ

c0
� c1 = �c0c

ĉ
�ĉ/c0 exp

(
ĉ

c0
+ r̂

)

for �x� > ĉ/c0c. Since ψ is continuous, we have

ψ�x� ≤ c2 if �x� ≤ ĉ

c0c



The lemma is proved with this choice of m, c1, c2.
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Lemma A4.4. Let λ > λ0; λ0 is the principal eigenvalue for G. Then the
inverse of λ−G exits on Bc and is given by

�λ−G�−1f�x� =
∫ ∞

0
e−λtTtf�x�dt


Proof. We only need to prove that the integral defined by the right-hand
side of this equality converges.

Let W = logψ. Then,

1
2�W+ g · ∇W+ 1

2 �∇W�2 + l = λ0


Now,

Ttf�x� = Ex
[
f�x�t�� exp

(∫ t
0
l�x�s��ds

)]

= Ex
[
f�x�t�� exp

(∫ t
0
−� 1

2�W+g · ∇W+ 1
2 �∇W�2��x�s��ds

)]
exp�λ0t��

by Itô’s formula and we have

Ttf�x� = exp�λ0t�Ex
[
f�x�t�� exp�−�W�x�t�� −W�x���

× exp
(∫ t

0
∇W�x�s��dbs − 1

2

∫ t
0
�∇W�x�s���2 ds

)]

= exp�λ0t�Ex�f�x∗�t�� exp�−�W�x∗�t�� −W�x�����
where x∗�t� is the process defined by

dx∗�t� = �g + ∇ logψ��x∗�t��dt+ dbt

Here we apply the Girsanov theorem for changing the measure. We remark
that Lemma A4.1 also applies to x∗�t�. The assertion follows from these easily.
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