ON THE THEORY OF SAMPLING FROM FINITE POPULATIONS

By Morris H., HansEN AND WiLriam N. Hurwitz

Bureau of the Census

I—HISTORICAL BASIS FOR MODERN SAMPLING THEORY

The theory for independent random sampling of elements from a population
where the unit of sampling and the unit of analysis coincide was developed by
Bernoulli more than 200 years ago. The theory that would measure the gains
to be had from introducing stratification into sampling was indicated by Poisson
a century later. Subsequently, Lexis systematized previous work and provided
the theoretical basis for sampling clusters of elements.! The adaptation of the
work of Bernoulli and Poisson to sampling from finite populations was sum-
marized by Bowley in 1926 [1] approximately a century after the work of Poisson.

An impetus to sampling advancement, following some fundamental statistical
contributions of Pearson, Fisher, and others, resulted from the work of Neyman
when he published his paper in 1934 on the two different aspects of the repre-
sentative method [8]. In that paper he introduced new criteria of the optimum
use of resources in sampling, including the concept of optimum allocation of
sampling units to different strata subject to the restriction that the sample have
a fixed total number of sampling units.

If, no matter how a sample be drawn, the cost were dependent entirely on the
number of elements included in the sample, there would be little need for theory
beyond the classical theories of Bernoulli and Poisson covering the independent
random sampling of elements within strata, supplemented by the extension of
the theory to finite populations, and the extension to optimum allocation of
sampling units. Very often, however, in statistical investigations it is extremely
costly, if nov impossible, to carry out a plan of independent random sampling
of elements in a population. Such sampling, in practice, requires that a listing
identifying all the elements of the population be available, and frequently this
listing does not exist or is too expensive to get. Even if such a listing is avail-
able, the enumeration costs may be excessive if the sample is too widespread.
Frequently also, there are other restrictions on the sample design, such as the
requirement that enumerators work under the close supervision of a limited
number of supervisors, and as a consequence the field operations must be confined
to a limited number of administrative centers. Techniques such as cluster
sampling [2, 3, 4, 5, 6, 7, 8, 10], subsampling, and double sampling [9], have been

! The sampling of clusters of elements refers to the sampling of units that contain more
than one element. Examples of cluster sampling include the use of the city block or the
county as the sampling unit when the purpose of the survey is to determine the properties
of the population made up of individual persons or individual households. In these in-
stances, the city block or county is referreéd to as the cluster of elements, and the individual
person or household is referred to as the element.
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developed with the aim of making most effective use of available resources, while
keeping within existing administrative restrictions, and thus producing the maxi-
mum amount of information possible within these resources and restrictions.
Neyman [8], Yates and Zacopanay [10], Cochran [2], Mahalanobis 7], and others
have made important contributions in this regard.

We can illustrate a number of the developments indicated above in a simple
but fairly general subsampling design. This design involves the sampling of
clusters of elements from a stratified population and the subsampling of elements
from each of the selected clusters, where the number of elements in each of the
primary- sampling units within a stratum is the same.

Suppose we have a population made up of L strata, with the ¢-th stratum con-
taining M; primary sampling units of N; elements each. The individual element
will be the subsampling unit. Let X, be the value of some characteristic of the
k-th element of the j-th primary sampling unit in the ¢-th stratum, and assume
that the character to be estimated is
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For example, if X is the average income per household in a given city, X, might
be the income of the k-th household in the j-th city block in the i-th ward;
where the household is the subsampling unit, the city block is the primary
sampling unit, and the stratification has been by wards. Suppose, further, that
we sample m; primary units from the ¢-th stratum, and subsample n; elements
from each of the primary units sampled from that stratum.

The “best linear unbiased estimate’ [8] of X from the sample will be
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These formulas have no practical utility in designing samples unless there are,
in addition, some considerations of differential costs. Cost relationships some-
times may be stated explicitly as a function of the m; and the n;, or, what is
frequently the case, they may be approximated sufficiently through intuition
and speculation to guide one to a reasonable decision among the various alter-
natives implied by the design.
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If we know the cost function we proceed to determine the values of the m; and
the n; that make o3, a minimum for a fixed total expenditure, and also subject
to any other restrictions that may be imposed. This theory provides a basis for
determining the optimum allocation of the sampling ratios to the various strata,
and to primary and secondary sampling units within each stratum.

Such developments, however, must be regarded as only the first step in sample
design. We cannot go forward if we only know that the optimum sample design
is some particular mathematical function of the population parameters and the
cost factors; we need also to know something about the relative magnitudes of
certain parameters in the particular populations under consideration, as well as
something about the costs associated with the various sampling and estimating
operations.

Thus, considerable work in recent years has been done on the study of the
relative magnitudes of variances and covariances between and within various
types of sampling units and on the study of costs and types of cost functions
that operate. Work is being done in this field by the Department of Agriculture
in connection with sampling for agricultural items, and is being done also in the
Bureau of the Census, and in other places.

II—THE DIRECTION OF MORE RECENT DEVELOPMENTS

The sampling procedure indicated above involves as a first step the definition
of the system of sampling, such as whether the sampling method will involve
cluster sampling, double sampling, or subsampling, and along with this the
definition of the stratification and the sampling units. The second step is that
of determining the method of estimation, together with the allocation of the sam-
pling units.

The first step, that of defining the sampling system is taken with a view to
administrative feasibility and sampling efficiency, but no simple procedure exists
which leads one uniquely to the selection of a system except perhaps by the
impractical method of listing and examining all possible alternatives and accept-
ing one on some criterion of best. However, giyen the definition of a population
character to be estimated, and a sampling system, a simple procedure is available
that will provide a unique solution to the second step providing we accept some
criterion as to what ‘‘best’”” means, such as the best linear unbiased estimate,
subject to any cost or administrative restrictions that may be imposed. Such
criteria lead us to both our estimating procedure and our allocation of sampling
within the sampling system defined.

While no theory with practical applicability has been developed which indi-
cates a ‘‘best’’ system of sampling, and at the same time indicates the ‘best”
estimating procedure and sampling allocation, some progress in the choice of
improved sampling systems and estimating procedures has been made. The
developments in the following two directions appear to us to be particularly
pertinent.

1. Modifications in some of the fairly generally accepted criteria of good
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sample estimates have led to more reliable sample results for some types of
sampling systems (some of these are mentioned in Sec. III);

2. Some principles are emerging, that have led to improved determination of
the sampling units, the strata, and other aspects of the sampling system
(some efforts at formulating such principles are reported in Secs. IV, V, and
VI).

We shall summarize, principally, some of the recent work in the Census—and
in so doing shall mention some work of others that is closely related. Most of
the work that we shall summarize relates to problems where the sampling units
are clusters of elements and vary in size.

III—MODIFICATIONS IN THE CRITERIA FOR GOOD ESTIMATES

The estimate given in the general subsampling problem formulated in See. I
satisfies the criterion of the ‘best linear unbiased estimate.” Also, as far as our
experience has indicated, this estimate is frequently the most efficient one for
populations of the form described, that is, where the number of elements in each
sampling unit within a stratum is the same. However, if the numbers of ele-
ments differ between sampling units, a biased but consistent estimate can fre-
quently be found that has a substantially smaller mean square.error"' than the
best linear unbiased estimate.

For example, consider the case where clusters of elements are the sampling units

M M
and we want to estimate X = Z X ;/Z N;, the average value per element

of some specified characteristic. Here M is the number of sampling units in the
population, X is the aggregate value of the specified character for all elements
in the ¢-th cluster, and N; is the number of elements in that cluster. The joint

distribution of X; and N; is unknown, but f N; = Nisknown. TUnder these
circumstances the “best linear unbiased esti;nate” of X from a sample of m
clusters turns out to be % f: X:/N. However, a smaller mean square error is
often obtained by the usel of a ratio estimate from the sample such as
z:.: X/ {; N;. This estimate is excluded by the ‘best linear unbiased” cri-

terion because it is nonlinear and biased, although the bias is usually negligible
and the estimate is consistent. Since the best linear unbiased estimate of X
requires the knowledge of N, the sample.ratio has a further advantage in that
it can be used even when N is net known.

A recent paper by Cochran [3] gives a number of consistent though biased esti-

2 In this paper the terms ““mean square error’’ and ‘‘ variance’’ are used interchangeably
to refer to E(X — X)? when EX is equal to X, the population character to be estimated.
When EX is not equal to X, however, E(X — X)?will be referred to only as the ‘“mean square
error.” Since, under these latter circumstances, E(X — X)? = E(X — EX)? + (EX — X)?,
the mean square error is equal to the variance of X plus the contribution due to the bias.
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mates of X that make use of the least square estimate of the linear regression of
X;on N;. These estimates generally have a smaller mean square error than
either the best unbiased linear estimate or the simple ratio estimate given above.
However, they require knowledge of NV, as does the best linear unbiased estimate,
and in addition may require detailed tabulations and considerable clerical work
as a part of the estimating process.

Both types of biased estimates mentioned above are consistent, and usually
have a smaller mean square error than the best linear unbiased estimate for
sampling systems in which the sampling units vary in size. Thus, improved
sample estimates will be obtained by modifying the ‘‘best linear unbiased
estimate” criterion to include estimates that are nonlinear, consistent, but have
a smaller mean square error than the best linear unbiased estimate.

IV—-IMPROVEMENTS IN THE SPECIFICATIONS OF
SAMPLING SYSTEMS

A great deal can be done to improve sampling designs through improved speci-
fication of the sampling system even though one has only a limited knowledge of
the manner in which the population is likely to be made up, and no specific
information concerning the particular population parameters involved (see
Sec. VI).

1. The sizes of sampling units. A number of recent investigations have
indicated the desirability, with costs considered, of keeping the size of cluster
very small when clusters of elements are used as the sampling unit in field sur-
veys [2, 5, 6, 7, 8]. It is important to point out, however, that this principle is
not necessarily applicable to subsampling systems, and that the use of large
clusters as the primary sampling units in a system involving subsampling may
yield distinet gains over the use of smaller clusters without subsampling. More-
over, one of the often recurring problems in large-scale studies is the designing of
sample surveys within stringent administrative restrictions on the number of
different locations in which operations can be carried on. Under such restric-
tions a procedure commonly used is to choose a limited number of existing
political units, such as counties, as the primary sampling units, and then to sub-
sample units such as blocks, small rural areas, or households. Under the circum-
stances, if the numbers of primary subsampling units to be included in the
sample are assumed to be held constant, the use of larger primary sampling units
than the existing political units would have the effect of decreasing the sampling
variance.

The advantage of using large primary units in subsampling is evident in the
simple case when the original units, each having the same number of elements,
are consolidated to form half as many enlarged primary units, each twice as large
as the original units. The variance between the enlarged primary units will be
0% = 3o1(1 + p), where o% is the variance between the original primary units,
and p is the correlation between the units that are paired. The correlation coeffi-
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cient will be close to zero (exactly equal to —1/{M — 1}, where M is the number
of original primary units) if the pairing is done at random, and it follows that the
variance between counties is then cut at least in half. Ordinarily, p will be
greater than zero if the paired units are required to be contiguous. However,
through choosing for consolidation those contiguous units that are as different
as possible, p is made as small as possible, and in some instances this minimum
value may even be negative. Inany event, the smaller the value that p takes on,
the greater the reduction of the sampling variance between primary units from
the use of enlarged units. While the sampling variance within primary units is
increased by such consolidations, the increase is slight, and the total sampling
variance is almost invariably decreased (see Appendix, Section 1).

The restriction on extending the consolidation of primary units is introduced by
the increased cost of subsampling within larger and larger areas. This increased
cost is to be weighed against the decreased variance. If the cost restriction
were not sufficiently severe, consolidation would proceed to the point of eliminat-
ing the use of primary sampling units altogether, and the subsampling units
would be selected independently throughout the entire stratum.

2. Subsampling where the primary units are of unequal size. Use of proba-
bility proportionate to size in subsampling. A subsampling system frequently
followed, whether or not the primary sampling units vary in size, involves the
selection of one or more primary units from each stratum with the probability
of selection the same for each primary unit in the stratum, and the subsampling
of a fixed proportion of the subsampling units from the selected primary unit.
When the primary units vary in size this subsampling system has some ad-
ministrative disadvantages that arise because the number of subsampling units
to be included in the sample will vary with the number of elements in the se-
lected primary unit. (The term “size” of sampling unit as used in this paper
refers to the number of elements in the sampling unit.)

The disadvantages in the above system have led in some instances to the speci-
fication of a second subsampling system in which, although the primary units
were selected with equal probability, the subsampling has been of a constant
number rather than of a constant proportion.

A third subsampling system that can be recommended over both the above
systems is to make the probability of selection of a primary unit proportionate
to its size and then to subsample a constant number of subsampling units.

We shall assume that for all three systems only one primary unit is selected
from each stratum. Stratification to this degree leads to a smaller sampling
variance than does less extensive stratification. For simplicity in making com-
parisons, we shall assume, furthermore, that the subsampling unit is the element
of analysis and that the sample estimate used is of the form X’ = ZN W X1/ N
where X is the sample average, for the h-th stratum, of the character being
estimated, and N, is the size of that stratum. This estimate, which is frequently
used, is biased for the first two systems but unbiased for the recommended sys-
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tem. However, an unbiased estimate, say the “best’’ linear unbiased estimate
for the first two systems generally has a much larger mean square error than the
biased estimates used in these comparisons and hence has not been considered in
the comparisons which follow (see Sec. VII, footnote 7).

The first two subsampling systems mentioned are about equally efficient when
the number of subsampling units drawn from each primary unit is reasonably
large, but each will usually have a larger mean square error than will the recom-
mended system. The difference between the mean square errors of either of the
first two. and that of the recommended design is given approximately by

4) A%ZQ}»NWi [E pr, Nu — ZPMNM]
T 7 7

where, within the h-th stratum, N ;is the number of elements in the j-th primary
sampling unit, N, is the average size of primary sampling unit, Q, is the number
of primary sampling units, psx; is the intra-class correlation between elements
within the j-th unit and ¢} is the variance between individual elements within
the stratum; L is the number of strata. (See Section 2 of the Appendix for the
development of this difference.)

This difference, which is a multiple of the average covariance between the
Nyjand pn;, will be positive if Ni; and px; are negatively correlated, and this is
exactly the situation that exists in most practical problems we have encountered
in sampling for social and economic statistics (see Sec. VI).

The reduction in the mean square error arises because the recommended de-
sign provides a more nearly optimum allocation of sampling as between large
and small sampling units than do the other two. It might be possible, of course,
as another alternative, to stratify the primary units by size and then allocate
sampling to the various strata on the basis of optimum sampling considerations.
However, this would mean that some other and perhaps more important modes
of stratification would be sacrificed, and moreover, the optimum allocation of
sampling between the larger and smaller units could only be guessed at in most
practical problems. Furthermore, it usually is not possible to stratify on size
to the point that there is no variation in the sizes of units within a stratum.

The sample estimate from the recommended system is unbiased whereas the
estimates from the other two are usually biased, and sometimes fairly seriously
so. (For a proof of this statement see Appendix, Section 1, and see also Sec.
VII for a numerical illustration.)

The use of probability proportionate to size serves to decrease only the sam-
pling variation between primary units and has very little effect on the sam-
pling variance within. Therefore, the recommended design shows its greatest
advantage over the two alternatives when the contribution of the mean square
error between primary units to the total mean square error is large.

Ordinarily, the actual sizes of the primary sampling units will not be known,
but numbers may be known that are highly correlated with the sizes. For
example, ordinarily we will not know the populations of blocks or of cities or
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counties at the time a sample is taken, but we may know their populations at the
preceding census. Under these circumstances the primary units may be sampled
with probabilities proportionate to the previously known (or their estimated)
sizes, but if this is done the subsampling is to be modified in order to take account
of the changes in the sizes between the two dates. If the actual sizes are known,
the constant number taken from the selected primary unit in the A-th stratum is
nn = tN» where ¢, is the sampling ratio assigned to the stratum, and N, is the
total number of elements in the stratum. The subsampling ratio within the
selected primary unit, therefore, is t,N»/Ny;, where N;; is the number of ele-
ments in the selected unit. On the other hand, if there is available only a meas-
ure of size Py ; highly correlated with the actual sizes of the units N, and, if the
probability of selection of the primary unit has been proportionate to the P;
the subsampling ratio in the selected primary unit will be equal to t.P/Ps;,
where P}, is the measure of size of the entire stratum, and P} ; is the measure of
size of the selected primary unit. The variance of a sample estimate where
measures of size are used is given subsequently in this paper (see Eq. (9)).

3. The use of area substratification within primary strata in a subsampling
system. Another modification, which will be called area substratification
within primary strata, may be particularly useful where a relatively small sample
is required from a population covering a large area, and where operations must
be confined to a limited number of centers.

Some preliminary remarks are necessary before area substratification can be
explained. Area substratification requires (a) that the entire population to be
sampled be divided into areas that will serve as primary sampling units; (b) that
these units be further subdivided into a number of sub-areas; and (c) that certain
summary statistical information be available for each of the sub-areas in advance
of drawing the sample. The information that must be known for the sub-areas
includes a reasonably good measure of their sizes (perhaps the total population,
total dwelling units, or total farms) and other information which is indicative of
the characteristics of the area, such as whether predominantly farm or-nonfarm,
predominantly white or colored, etc. The sub-areas, when grouped into homo-
geneous classes, will serve only to determine the substrata described subse-
quently, and will not ordinarily serve as the subsampling units, which may be
defined independent of the sub-areas.

The definition of the primary sampling units and the classification of them
into strata proceed as indicated earlier, with the primary units made as internally
heterogeneous as possible within strata that are as homogeneous as possible. It
will be assumed that only one primary unit is sampled from each stratum, and
that the probability of selecting the j-th primary unit within the A-th stratum is
proportionate to Py;, where Pj;is the measure of size of the primary unit and is
equal to the sum of the measures of size of the sub-areas that it contains. It will
be assumed, also, that ¢, , the over-all sampling ratio to be used within the h-th
stratum, has been determined for all strata on the basis of considerations of
optimum allocation.
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The introduction of area substratification within primary strata may then be
accomplished as follows:

(a)

()
(c)

(d)

(e)

The sub-areas within each primary stratum are classified into substrata
on the basis of their characteristics. (For example, they may be classified
into predominantly farm and predominantly nonfarm sub-areas, and
these further classified on the basis of the average size of farm or average
rental value of the dwelling units. In such a case, the sub-areas within
the primary stratum that are predominantly farm and that have average
rental values lying within a specified interval constitute a substratum.)
The sub-areas within the primary unit selected from each primary stratum
are classified into the same substrata.

Subsampling units are defined within each of the substrata within the
selected primary units. The number of subsampling units defined within
that part of the 7-th substratum that is contained within the j-th primary
unit is denoted by Mj;;. (Various types of subsampling units may be
defined, such as the individual person, farm, dwelling unit, or structure, a
very small area, ete. The subsampling units need be defined only within
the selected primary sampling units.)

The number of subsampling units to be included in the sample from the
1-th substratum within the selected (j-th) primary sampling unit is

(5) Mpi; = MpijtnPni/Phij,

where P;;;is the measure of size of that part of the -th substratum that
lies within the j-th primary unit, and P; = Z Py;; is the sum of the

?

measures of size of the sub-areas contained in the 7-th substratum of the
h-th primary stratum. This method of allocating the subsampling pro-
vides that the subsample drawn from the selected primary unit is repre-
sentative, so far as possible, of the entire stratum, rather than of the par-
ticular primary unit that happens to be included in the sample from that
stratum. To illustrate, suppose the numbers of persons in sub-areas from
the 1940 census are used as the measures of their sizes, and that the sub-
areas are classified into substrata on the basis of their characteristics in
1940 as indicated by the 1940 Decennial Census of Population. The
allocation of the subsampling indicated above then provides that if the
proportion of the total population residing in sub-areas that are pre-
dominantly farm is 30 percent, the 'sample will be drawn in such a manner
that 30 percent of the 1940 population expected in the sample would be
from the predominantly farm sub-areas, even though, in the selected
primary sampling unit, perhaps only 15 percent of the 1940 population
might reside in such areas.

The population character to be estimated is

Sh Qr Mpij

(6) X = Xh)Z; Zk: Xhiik

1
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where X is the aggregate value of a specified characteristic for all of the
elements contained within the k-th subsampling unit in the #-th substra-
tum of the j-th primary unit; S is the number of substrata and Q; is the
number of primary units in the A-th primary stratum; and L is the number
of primary strata. (X might be the total number of workers in the
United States, or the total number of farm laborers, etc.) An estimate of
X from the sample is

L Sp mpij,
(M) X' = ; 1/t 2 > Xt «

No summation over j is involved, because only one primary unit is drawn
from the h-th stratum. This is a very simple estimate, involving a sum
weighted only at the primary strata level. If the ¢, are all set equal to
¢, i.e., if a constant proportion is sampled from each stratum, the estimate
becomes merely the total number of elements in the sample having the
specified characteristic multiplied by 1/¢, the reciprocal of the sampling
ratio.

The allocation of the subsampling indicated above may be deviated from and
the controls of area substratification can still be maintained if proper modifica-
tions are made in the sample estimate. In this event, differential weighting
must be introduced at the substrata level rather than only for the primary strata.

The definition of heterogeneous primary sampling units, the proper classifica-
tion of them into strata, and the use of probabilities proportionate to the meas-
ures of size in the selection of the primary units are particularly desirable if area
substratification is used. If these are not introduced the likelihood of making
substantial gains through the use of area substratification is decreased. The
definition of the primary strata should be made in conjunction with the definition
of the substrata, and should insure that each primary unit has adequate repre-
sentation of each substratum that is to be defined within that primary stratum.
With this restriction observed, the number of significant substrata that can be
defined will be limited by the heterogeneity of the primary units. Thus, in
order to provide for substratification into predominantly farm and predomi-
nantly nonfarm areas, the primary sampling units should be defined so that both
farm and nonfarm areas are represented in each unit. This procedure not only
makes area substratification more effective, but improves the efficiency of the
sample in making separate estimates for such classes of the population. How-
ever, if this procedure cannot be adhered to exactly in practice, primary units in
which certain of the substrata are not represented will occasionally come into the
sample. One alternative when this occurs is to combine certain substrata;
another is to exclude such primary units from the sample.

Since the number of primary strata is restricted by the number of primary
units to be sampled, it is wasteful to set up strata at the primary level with re-
spect to sources of variation that can be controlled adequately through area
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substratification. For example, if farm areas and nonfarm areas are to be dis-
tinguished in the substrata, the primary strata should not be exhausted by classi-
fying the primary units into a large number of strata by percent farm (percent
of total population in primary unit living on farms), since the effect of the sub-
stratification is to control the variation in the percentage farm. Limiting the
number of percentage farm classes at the primary level makes possible the use
of other modes of stratification that will control on farm type, or on the indus-
trial character of the nonfarm population, or on some other similar criteria.

Area substratification is to be distinguished from the fairly commonly used
method of specifying the number of elements to come into the sample from each
of several different classes of elements—whether such quotas are fixed to make the
sample correspond with the specified characteristics of the entire primary stra-
tum or of the selected primary sampling unit. The method of fixing quotas and
instructing interviewers or enumerators to obtain a given number of elements
(persons, dwelling units, farms, voters, etc.) having various specified charac-
teristics has a fundamental weakness that is avoided in area substratification
within primary strata. Such quotas ordinarily must be set on the basis of pre-
vious information or rough estimates, and thus cannot accurately reveal chang-
ing characteristics of the population. Area substratification, on the other hand,
uses previous information to insure the proper representation of various types of
areas in the sample. The numbers of elements obtained with various specified
characteristics are determined from the population as it is, and not as it was at
some previous date. In times of rapid change the fixing of quotas on the basis of
previous information may introduce increasingly serious biases.

The gain from using previously available information in stratifying areas
arises from the fact that there is a high correlation in the characteristic of an
area from time to time over a period of several years. An area that is pre-
dominantly farm at one date ordinarily will be predominantly farm a few years
later. Similarly, while very substantial shifts in population may occur, the num-
bers of persons in a set of areas at one time ordinarily will be very highly corre-
lated with the numbers a few years later. However, area substratification does
not depend on the fact that no shifts occur. If shifts have occurred it will
measure them. If the shifts have been sufficient to completely alter the charac-
ter of most small areas, it will still provide estimates revealing the changing
character of the population, but under these circumstances the efficiency of the
method is decreased.

V—EXPECTED VALUES AND VARIANCES FOR THE SUBSAMPLING
SYSTEM INCORPORATING THE PRINCIPLES OUTLINED ABOVE

The system of sampling incorporating the principles of enlarged primary
units, the selection of primary units with probabilities proportionate to the
measures of size and area substratification will be examined more fully below.
It will be referred to, for convenience, as the specified subsampling system.
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1. The expected value of an estimated total for the specified subsampling
system. All summations in the formulas below are over the population unless
otherwise indicated. The expected value of X’ as defined in Eq. (7) is

= ; 21: Z.: ; (1/t0) (Pn3/ Pn) (ms i/ Mni ) Xni o -
From (5) t» = muijPri;/ Mni;Pri, and therefore
= ; ; ; zk‘: (Phi/ Pusj) (Prj/ Pn) X i e
= A}: Py z]‘: 2_3 (Pai/ P1)(Prj/Pr)(Xnii/Pri) = D, PiRuay

where

=2 Pu=20Pi; Raw = 2 (Pas/P)Rijcar;
1 1 1
th(A) = Z (Phi/Ph)Rhij; and Rlu'j = kz Xhijk/Phij = Xlu‘j/Phij.

The Ry jy will be referred to as the adjusted ratio for the j-th primary unit.
It is the weighted average within the j-th unit of the substrata ratios, Ry;;,
where the same set of weights Py is applied to the R; in each primary unit
within a stratum. The R, is the average, within the A-th stratum of the
adjusted ratios. Hence

8) EX=X+;m@w—m,

where
Ry = Xi/Py, with X, =22 Xuj,
* 7

is the ratio of the aggregate value of the specified characteristic for the elements
in the h-th stratum to the measure of size of that stratum, and where the popula-
tion character being estimated (6), is equal to X = =X, = ZP,R;.

From (8), it is seen that X’ is a biased estimate of X, although ordinarily, in
practice, only slightly so. The bias, equal to ZP,(Ri4y — Ra), is the sum of the
biases for the various primary strata. Under many practical circumstances
some of these will be slightly negative and some slightly positive, with the result
that the total bias will be relatively small. The bias would be nonexistent if
area substratification were not used, or if the form of the sample estimate were
properly modified, but here again, as in the case of substituting ‘biased for un-
biased estimates discussed in Sec. III, the-introduction of a slight bias may result
in a substantial reduction in the variance.

A sufficient, although not necessary, condition for the sample estimate (7)
with area substratification to be unbiased is for the ratios Pi;;/Ps; to be un-
correlated with the Rj;; within each substratum. Under these circumstances

ZP}L]P,MJ ZPMPM;ZP_MR}."_PthP}uRh,
hf PhPh1 i Ph
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and therefore

- sy Dibup, sy lePug, g,
7

To illustrate, if the measures of size are the 1940 populations, then the sample
estimate will be unbiased if the proportions of the 1940 populations of the pri-
mary sampling units that are in the various substrata are uncorrelated with the
corresponding Ry;;. As indicated earlier these conditions are approximated in
many practical problems, especially if the primary stratification has been carried
out effectively. Moreover, if the conditions are not met approximately, the
bias introduced may still be very small. (See Sec. VII for a numerical illus-
tration.)

2. The mean square error of an estimated total for the specified subsampling
system. For the development of the mean square error of X’ for the specified
subsampling system, see the Appendix, Section 2. There it is shown that the
mean square error of X’ is

2 Py My — mni ohii
oz = Z E Z P
P Mlm‘ -1 ’rnh.;Pw

©®
+ 2P E 2 Brw — Racw)' + [ Pa(Ruco — RP
7

where
ohii = ; Xnise — Xnis)'/Mhi;

is the variance between subsampling units within a substratum of the aggregate
value of a specified characteristic for the subsampling unit and

Pii; = Pij/Myi;

is the average measure of size of the subsampling units in the h~i-j-th area.

The first term of (9) is the contribution of the variance between subsampling
units and may be kept small by proper definition of the subsampling units, and,
of course, by increasing the subsampling ratio. The second term of (9) is the
contribution of the variance between primary sampling units within strata;
and the third term is the contribution of the bias, which, as indicated before,
ordinarily will be of negligible size, so that the mean square error and the vari-
ance will be approximately equal.

It is the variance between primary sampling units that contributes most
heavily to the total variance in many subsampling situations, and it is on this
contribution that the modifications proposed in this paper have their principal
effect. The effect of area substratification is seen by comparing the variance
between primary units given above with that obtained if area substratification
were not used but other aspects of the design remained unchanged. In this
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event the variance between primary units involves the variance of the ratio,
Ru; = Z Xii/Prj = Xn;i/Pij, instead of the variance of the adjusted ratio,

Rhujea) -
The relationship between the variance of Rj; and that of Ry ;4 within the
h-th primary stratum is given by

2 2 2
(10) ORpj = ORnjca) + Oryj—raj ) + 2P"Rh;u) ORpj—Rhj(4) )

where o%,;—r4;4, iS the variance of the difference between the adjusted and the
unadjusted ratios, and p is the correlation between the adjusted ratio and the
amount of the adjustment. Thus, if the correlation is near zero or positive,
there will be a gain from the introduction of area substratification, although there
may be a loss if the correlation is highly negative. Essentially, the condition
for p being equal to or near zero is the same as that for the sample estimate being
unbiased ; namely, that the P;;/Ps; be uncorrelated or only slightly correlated
with the Rj;; within each substratum.®

The variance of Rs;c4) rather than that of Rj; occurs in the variance of X’
because the subsampling numbers were allocated proportionate to the P,
no matter what primary sampling unit happened to be selected for inclusion in
the sample. The ratio R;; like Ry 4y may be regarded as the weighted average
of the Rj:; but with the weights equal to Ps;; instead of Py, and thus varying
from primary unit to primary unit. It would appear, therefore, from the rela-
tionship of the variances given above, that if the substrata are effective, and if
the Pj;; are highly correlated with the actual sizes of the substrata, the weighted
average using fixed weights in all primary units should have a considerably
smaller variance than that using variable weights. This turns out to be the
case in many practical situations, some illustrations of which will be given later
(see Sec. VII).

3. The mean square error of ratio estimates for the specified subsampling
system. The need for estimating a ratio from a sample arises in two cases;
first, when the ratio is the population character for which an estimate is desired,
and second, when the application of a ratio from the sample to a known total
uses additional available information for obtaining an improved estimate of the
desired total.

Ratio estimates are desired as an end-result when, for example, the change in
a characteristic from one time to another is being considered. Thus, if Y’ is
the estimated total income of farm workers at one date, and X’ the corresponding
estimated total income at a second date, then 7 = X’/Y’{s an estimate of the
relative change in the total income of farm workers over the period of time
covered. Similarly, the estimate of a percentage such as the percentage of the

8 Actually, a sufficient, although not necessary, condition for p to be equal to zero is that
Py;;/P;; be uncorrelated with both the ratio Rx;; and the cross-product R:; Rag; for all
pairs of substrata.
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workers unemployed will involve the ratio of two random variables from the
sample. Ratio estimates from a sample may be particularly useful in instances
where the reliability of the ratio estimate is greater than the reliability of the
estimate of either the numerator or the denominator, as is frequently the case.

Ratio estimates may be used as a means of obtaining an estimated aggregate
value of a specified characteristic, if Y, the aggregate value of a second charac-
teristic highly correlated with X is known exactly from independent sources, and
X’ and Y’, estimates of X and Y respectively, are available from the sample.
Thus

(11) X" = [X//YY =Y

is an estimate of the aggregate value of the specified characteristic. If the corre-
lation, in successive samples, between X’ and Y’ is sufficiently high, the ratio
estimate will be a more efficient estimate of X than will X’, the simple estimated
total given earlier (7); but X’ will prove the more reliable estimate when the
correlation is low.* Thus, X”/, when the correlation between X’ and Y” is suffi-
ciently high, makes use of more of the relevant available information for esti-
mating X than does X'.

The application of ratio estimates to the specified subsampling system is
considered below.

(a) The estimated ratio and its mean square error. The estimate of the popula-
tion ratio r = X/Y is:

Mhy

1
Z zk: Xhi]'k
;
22

<

(12) r =

Mhij ’

Yhijk

.
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where X’ is given in (7) above, and Y’ is a similar estimate of the total value of
a second characteristic. The mean square error of v’ is approximately

0’ ’ Z Z Z P2 Ph: Mhu — Mhij Z Yhuk(rhuk — rh”)
r i Ph Mhu -1 Msj Mhiiplzzij
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2 Ph’ 2 = = 2
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j
+ ; Pi(facay — )" 22 F}: (Rhjcarsy — Rh(.a.):r)2}
1

4 The variance of the ratio of random variables of the form ' = X’/Y” is approximately
ot = (Vg + Vy, — 2px'y'Vx'Vy) where V indicates the coefficient of variation of the
vanable demgnated by the subscnpt and Px'y’ is the correlation. Hence, if pyx’y’ is suffi-
ciently large V2, will be less than V. The size of pyz’y- required depends on the relative
magnitudes of the coefficients of variation of X’ and Y.
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where

Xy = the aggregate value of a specified characteristic for the elements in
the k-th subsampling unit within the h-i-j-th area, for which a total
1is to be estimated;

Y = the aggregate value of a second specified characteristic for the ele-
ments in the same subsampling unit, and for which the total in
the population is known;

Y).,'j = Ek: Yhijk y and Y}. = Z Z Ym‘,‘ .
LI |
' Zk: (Yuiie — Vi)

2
Chij:y = Mh
4

is the variance of the sampling units in the A-i-j-th
area with respect to the second characteristic,
and Yu; = Yaij/Mpi; .
Py Y

Riiy:r = 2 P, b is the adjusted average of the Y3;, and
i

Thifle = ).Ifﬂ‘, Thij = zlf—'ﬁ' , etc., are the ratios of the X to the Y for the
hijk ki areas indicated by the subseripts, and

Fricay = REM_(-A_)- , and Fuy = RE—'—"—‘)— are the ratios of the adjusted

hi(4):¥ h(4):¥ ratios for X and Y indicated by

the subscripts;

and the remaining symbols are as defined in the sections above where the ex-
pected value and variance of X’ are given.

The first and third terms of (13) are, ordinarily, the principal contributing
terms. The second and fourth terms contain contributions due to the variation
between the means of the substrata and the primary strata respectively even
though the sample was stratified with respect to these classes. In some in-
stances, the contributions of these terms will be important. The between
strata contributions arise because the primary and subsampling units vary in
size with respect to the character Y.

This formula for the mean square error of a ratio is approximately equal to the
one more commonly used given in footnote 4. The two formulas, both of which
are approximations, would be identical if certain terms which are ordinarily
negligible were retained in (13). This latter formula has the advantage of indi-
cating the effect of different aspects of the design of the sample on the variance
of the ratio. The derivation of this approximate variance formula is given in
the Appendix, Section 3, together with an indication of the accuracy of the
approximation.

(b) The estimated totals and their mean square errors. As mentioned earlier,
two estimates of X, the aggregate value of a given characteristic for all ele-
ments are X’ (7), and X"’ (11). The mean square error of X’ is given by (9)
and that of X"’ is simply equal to Y?¢2. , where o7 is given approximately by (13).
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The decision as to whether to use X’ or X’’ as an estimate of X depends, of
course, in the first instance, on whether ¥ is known, and in the second instance,
on the relative magnitudes of the respective mean square errors given in (9)
and (13). These may be approximated from prior knowledge concerning the
relationships in the population under investigation, or they may be estimated
from preliminary sample investigations. However, in instances where there is
a positive correlation between the Xi;;, and the Yy, within substrata, it is fairly
safe to assume that if the information necessary for the ratio estimate is avail-
able, there will be little to lose and possibly considerable to gain from its use.

The use of (11) instead of (7) is often desirable when Y in (11) is the aggregate
value of the actual sizes of the primary units, and Y” is its estimate. This is
particularly so if the measures of size used are not fairly precise measures of the
actual sizes, and if, at the same time, the actual size is highly correlated with
the character being estimated, in which case the use of ratio estimates will yield
gains in both the between primary unit contribution and the within primary unit
variance. (See Sec. VII for numerical illustrations.) However, if the measures
of size are identical with the actual sizes (i.e., Prijx = Yaij) the last two terms of
(13) are identical with the between primary unit contribution to the variance of
X’ (9), and only the within primary unit variance is affected by the ratio estimate.

While it is fairly safe in practice, if ¥ is known, to make use of X"’ instead of
X’ as the estimate of X, some care must be exercised to make sure that the
Xiijx has at least a moderately high average correlation with the Yi:j , where
the correlations considered are those within substrata within primary sampling
units. If this correlation is low, and if the size of the subsampling unit varies
considerably, the ratio estimate may be considerably less efficient than the simple
total estimate. On the other hand, if the measures of size of the various sub-
strata and of the primary sampling units are fairly close measures of the actual
size, and if the subsampling units have been carefully defined so that they do
not vary too greatly in size, the two estimates are likely to ave about the same
efficiency.

VI—SOME PHYSICAL PROPERTIES OF FREQUENTLY OCCURRING
POPULATIONS THAT ARE BASIC TO THE SAMPLING
PRINCIPLES RECOMMENDED IN THIS PAPER

Many actual populations are characterized by the following physical proper-
ties:
(i) The elements within a cluster are’positively correlated with regard to a
specified characteristic.
(ii) Clusters containing large numbers of elements have greater internal hetero-
geneity than clusters containing small numbers of elements.
(iii) Increasing the size of the cluster brings in correlated elements (e.g., in popu-
lation or agriculture surveys larger clusters are formed by including house-
holds or farms in adjacent areas).
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The first of these properties is recognized implicitly in the literature where the
losses of efficiency through the use of large clusters as sampling units are fre-
quently cited. In our experience the second and third properties hold just as
commonly in actual populations, and ordinarily for the same populations for
which the first property holds.

The presence of these physical properties in combination within strata leads
to the following mathematical relationships that have been used throughout
this paper:

(a) The sizes of the primary sampling units, N;, are negatively correlated
with the pn;, the intra-class correlations between elements within the
units;

(b) The Nyj;and N jon; are positively correlated;

(¢) The N»;and o} ;are positively correlated;

(d) The N; and or;/Ny; are negatively correlated.

The use of these relationships has determined most of the choices among
alternative procedures throughout this paper. The relationships, of course, do
not necessarily hold, and exceptions to them can be found [5]. The frequent
occurrence of populations characterized by such properties justifies further re-
search on the more effective use of these and other properties that may be found
to hold.

VII—SOME APPLICATIONS OF THE PRINCIPLES DESCRIBED
IN THIS PAPER TO AN ACTUAL SAMPLING PROBLEM

The analyses summarized below were carried out for the purpose of deciding
between alternative sampling procedures in the revision of a monthly national
sample for labor force and other characteristics. Budgetary and administrative
restrictions made it necessary to confine the field operations to a limited number
of administrative centers scattered over the country, from which a sample of
less than one-tenth of one percent of the population of the United States was
to be drawn.

The original sample (the one to be revised) was of a usual subsampling design
in which counties were used as the primary sampling units, and households or
small clusters of households were used as the subsampling units. In the revised
sample contiguous counties were combined wherever administratively feasible,
to form more heterogeneous primary units than the individual counties. Ap-
proximately 2000 primary sampling units were formed from the 3000 counties in
the United States. The combinations of counties, the primary stratification,
the area substratification, and the measures of size, were determined on the basis
of 1940 Decennial Census data together with more recent data where available.®

The applications of the various principles suggested in this paper have been

5 See [11] for a full description of the proposed revised sample, including an outline of the
criteria of stratification used. That paper may be useful as a simple description of an
application of the specified subsampling system.
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evaluated by estimating 1930 Census labor force characteristics from a sample
that was stratified on the basis of 1940 and more recent data. This constituted
a particularly severe test of some of the methods, because of the substantial
shifts that had taken place during the 10-year interval between 1930 and 1940.

The analyses to be summarized in this section are concerned primarily with
the gains obtainable under favorable circumstances by the introduction of three
sampling principles; namely,

(1) enlarged primary units (see Sec. IV-1);

(2) the sampling of primary units with probability proportionate to measures

of their size (see Sec. IV-2);

(3) area substratification (see Sec. IV-3).

Some comparisons are also given to illustrate the effect of using alternative
sample estimating formulas. Computations have been made for six of the prin-
cipal items that are currently being included in a monthly report of the labor
force; namely, total numbers of male and female workers, total numbers of male
and female agricultural workers, and total numbers of male and female non-
agricultural workers. The comparisons between alternative systems have been
made holding constant both the primary stratification criteria and the expected
numbers of persons to be drawn into the sample.

The percentage gains given below are the reductions in the befween primary
unit contributions (which include the bias contributions) to the mean square
error.® Except where otherwise specified, the sample estimate used is given
by (7).

1. Gains obtained by introducing enlarged primary units. The gains obtained
by using enlarged primary units are calculated by comparing the mean square
errors arising from the sampling design in which individual counties are primary
units with the mean square errors arising from the design in which combinations
of counties are the primary units. In both designs, the primary units are drawn
with equal probabilities and no area substratification is used. For this compari-
son, preliminary computations have been completed for only a limited niumber
of strata and for two of the labor force items given above; namely, total male
workers and total female workers. The reduction in the sampling errors ob-
tained by introducing enlarged primary units is estimated to be 48 per cent for
total male workers and 26 per cent for total female workers.

2. Further gains obtained by introducing probability proportionate to measures
of size. The further gains obtained by using the principle of sampling with
probability proportionate to measures of size are calculated by comparing the
mean square errors arising from the design in which the units are drawn with

¢ The contribution of the variance within the primary units to the total mean square error
was relatively small in all instances, and practically unaffected by the introduction of the
various principles.
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equal probability with the mean square errors arising from the design in which
the units are drawn with probability proportionate to measures of size. In
both the designs, the primary units are combinations of counties, and in neither
of them is area substratification used. The estimated per cent gains are as
follows:

Total Workers Agricultural Workers Nonagricultural Workers
Male Female Male  Female Male Female

50 8 77 6 19 21

The gains reflect both decreases in the sampling variance and the elimination
of the bias which arises when the primary units are drawn with equal prob-
abilities.’

3. Further gains obtained by introducing area substratification. The further
gains obtained by using the principle of area substratification are calculated by
comparing the mean square errors for the design in which area substratification
is not used, with those for the design in which area substratification is introduced.
In both these designs the primary units are combinations of counties, and are
drawn with probability of selection proportionate to measures of their sizes.
The estimated per cent gains are as follows:

Total Workers Agricultural Workers  Nonagricultural Workers
Male Female Male  Female Male Female
6 31 46 51 32 22

4. Gains obtained by the integration of the above principles into a single sub-
sampling system (the specified subsampling system). The gains obtained by
using all three principles are calculated by comparing the mean square errors for
the specified subsampling system (in which all three principles are used) with
the mean square errors for the system in which none of these principles is used.
In the specified subsampling system, combined counties are the primary units,
the primary units are drawn with probability proportionate to measures of their
size, and area substratification is used. In the other system, the primary units
are individual counties, the sampling is done with equal probabilities and area
substratification is not used. Preliminary computations for this comparison
are available for anly 2 of the 6 labor force items; namely, total male and total
female workers. The estimated gains were 76 per cent for male workers and 53
per cent for female workers.

7 As indicated before, estimate (7) is used in both designs compared above. This esti-
mate is unbiased for the design in which the primary units are drawn with probability pro-
portionate to measures of size, but is biased for the design in which they are drawn with
equal probabilities. However, for the latter design, the biased estimate is usually much
more efficient than the best linear unbiased estimate. For the six labor force items, the
best linear unbiased estimate gives rise to variances that are several times as large as the
mean square errors for the biased estimate.
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Calculations are available for all 6 items to measure the gains ohtained by
the use of the last two of the principles in combination; namely, probability
proportionate to measures of size and area substratification. For measuring
these gains, the systems are as described above, except that in both designs the
primary units are combinations of counties. The estimated per cent gains are
as follows:

Total Workers Agricultural Workers  Nonagricultural Workers
Male Female Male Female Male Female
54 37 88 54 45 39

While both the specified subsampling system and the alternative to which it was
just compared are biased designs, the bias in the specified system is appreciably
smaller than the bias in the latter. For example, while the bias of the specified
system in the estimation of total male workers was less than one-half per cent
of the true total male workers, the bias for the alternative design in the estima-
tion of the same population character was more than one and one-half per cent.

6. The choice of estimate to use with the specified subsampling system. The
simple estimate (7) given for the specified subsampling system may be improved
on by the use of regression techniques (see Sec. III). However, such techniques
may require a great deal of clerical work, so that they frequently cannot be used
in practice. As indicated in the last part of Sec. V, however, if certain inde-
pendent information such as a knowledge of the total population is available, a
simple ratio estimate of the form of (12) may sometimes introduce gains over
(7). The use of the ratio estimate may be particularly desirable when the
correlation between the measures of size and the actual sizes of the primary
sampling units is only moderately high, and when, at the same time, the actual
sizes are highly correlated with the values for the character being estimated.
A small-scale experiment in the sampling for labor force items indicated that for
estimating total male workers for 1930, both the variance between primary units
and the variance within primary units for the ratio estimate (12) were approxi-
mately one-half that for the simple estimate (7). The use of the ratio estimate
had very little effect in the estimation of the remaining five labor force character-
istics. The reduction in variance of the total male employment figure was
brought about because migration since 1930 reduced the correlation’ between
the 1930 and 1940 sizes, and furthermore, the number of male workers is highly
correlated with the total population. ‘Similar reductions for the variances of
the other five items were not obtained because the correlations with actual sizes
for the other items were not as high.

6. Some final remarks. The gains just obtained arose from application of
the sampling principles enumerated above. The situations that these principles
were applied to are favorable, but are frequently met in practice. The principles
differ in their effect depending on the particular attributes of the population
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being studied. The use of enlarged primary units may be desirable whenever
the enlarged units are internally more heterogeneous than are the smaller units.
The selection of primary units with probability proportionate to size is desirable
for the general classes of populations described in Sec. VI whenever the primary
units vary considerably in size. The use of area substratification is limited to
sampling situations where large primary units are used. The joint effect of all
three principles shows to greatest advantage when subsampling is used, the
primary units are large, but variable in size, and the number of primary units
included in the sample is limited by cost or administrative conditions. The
types of estimates described in Sec. III may be effective in a large number of
physical situations other than those mentioned in this paper.
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APPENDIX
1. The effect of the consolidation of the primary units on the sampling vari-
q 7
ance (see Sec. IV-1). Let X1 = Z zk: X/qn, be the average for the sample
i

where the primary units are the original units and where X j is the value of the
k-th element in the j-th primary unit; ¢ is the number of primary units in the
sample, and 7n is the number of elements sampled from each of the ¢ primary
units. The variance of X is

3 N -n Q - q 2
(14) @ T e ="

where @ is the number of original primary units in the population; N is the

number of elements in each original primary unit; o3, =_22(X & — X)/QN

is the variance within the original primary units, with X; = ), X#/N; and
%

a'u. = 2(X; — X)*/Q is the variance between the original primary units, with

zXi/Q.
(15) o= 22X — X)*/QN = o3, + o1y Then
(16) o = o[l + m(N — 1)/N
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2
1. . . .
where p; = [af,, - NUIT“’I] = is the intra-class correlation® between elements in

the original units.
From (15) and (16)

a7) oo = Y1t - p.
Hence
19 =Vt -+ I T - DL
N (Q 1) N
Similarly, the variance of X is
2
19) oy =N g e (g g()’ gN [L + p(CN — 1)

where X is the mean for the enlarged primary units, p, is the intra-class corre-
lation between elements in the enlarged primary units and C is the number of
original units combined to form each enlarged unit. Then

2 s _ o J@—DEC-1) o
(20) Tz, — 0x, = —N{@————i)—(Q—C) + o1y Pzaz}
_Q@—-gWN-1) N-n _Q@-C9)(CN—-1) CN-n
where a; = 0 -1 p and a; = @ = 0)C o
Since
_ (C—D@—1@QN-1) -1 -1
w-w= g 20 W Ty 20

then a gain is brought about by enlarging primary units whenever p; > pz,
where p; and p; are both positive.

2. Comparison of variances of certain alternative subsampling systems where
the primary units are of unequal sizes. The development of (4), the formula
for the difference between the variances of sample estimates compared in Sec.
IV-2 is given below. We shall confine ourselves to the simple case where only
one primary sampling unit is drawn into the sample from each stratum. Let

(21) X' = ZN:XW/N
be the sample estimate used for each of the three designs to be compared, where

nhs
X=X,= Z Xnju/maj, and Xpji is the value of the k-th element in the j-th
k

8 For definitions and properties of intra-class correlations, see Secs. 38-40 of Statistical
Methods for Research Workers, R. A. Fisher, and [5].
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primary unit in the h-th stratum; L is the number of strata; n,; is the number
of elements drawn into the sample from the j-th prlmary unit in the h-th stratum

with N3 ; the corresponding total number, N = E N} ; with @, = the number of

primary units in the A-th stratum, and N = Z N, . If the subsampling within a
h

stratum is of a constant proportion, C, as in the first of the subsampling systems
mentioned, 7;; in the above estimate is equal to C N;;. If the subsampling
within a stratum is of a constant number, as in the second subsampling system
mentioned, as well as in the recommended system, n; is equal to 7z = C

N j/ Qh = CN b

We shall denote the sample estimate for the first design by X1, that for the
second design by X:, and that for the recommended design by X3 .

The expected values of the sample estimates for the first two designs, X7,
and X3, are the same, and are equal to

EYi- Bt - X - T RTmnIn_ Ly By,

Nh1 k nh:
where X5 ; = > X i#/Nnj. Thus,since X isnot,in general, equal to X Xu:;/ > Nx ;
P hoivd i

= X, both X7 and X; are biased estimates of X.

For the recommended design, in which the primary unit is drawn with prob-
ability of selection proportionate to size and a constant number taken from the
sampled units within a stratum, the expected value of the sample estimate is
@2) 2D D R D ID 2B B ¢

Ny NT 5
and therefore the estimate for_the recommended design is unbiased.
The mean square error of Xiis

2 Ny — n _
NPT DL [th,+2(xh, Xh)]

i

+ X - X - NI—Z > M& -

where o3; = O (Xas — X4;)’/Na;is the variance between elements within the
k

j-th primary sampling unit of the h-th stratum, X, = E Xh;/Qn, Xn; = Xui/Na;j,

and X, = Z Z Xh,k/z Nij = Z N;.,X';.,/EN;,, The first term in the square

bracket of (23) is the contrlbutlon of the vanance within primary units. The sec-
ond term in the square bracket is an approximation to the mean square error be-
tween primary units and the remaining terms give the error in this approximation.
The mean square error of X3 is given by the same formula but with 7 ; replaced
by 7.
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The difference between o’y and o, is
2 2 1 N; N,,, 1 _ 1
(24) 7 x; o x; = CNz Z E Ohi 33— N — 1 (Nhj N2

which will be positive if o} j/Na; is negatlvely correlated with N,;, as is almost
invariably the case in practice (see Sec. VI). Thus, since azi; ordinarily is
larger than 02;[; , it will suffice to compare azi; with "25:; to show that the recom-
mended subsampling system is more efficient than either of the first two men-
tioned.

The variance for the recommended design is

CONNPNEIES 3 PrRLRLAR A B SCL SR o ¢

’.._

For comparing the mean square error of Xz with the variance of X3 we shall
define

1 = - 2
pri = 3 [(th - X - N,:’f- 1]
as the intra-class correlation coefficient between elements within the j-th primary
unit, where oj is the variance between all elements within the A-th stratum. In
this comparison, the terms outside the square brackets in (23), have been ig-
nored because their contribution to the mean square error is either positive or
negligible. Then,

— N N U:i N"’) _N—)
LT 0 = Z {EN;.,—lnhl +oh2ph,1 R

The second term of this difference was given in Sec. IV-2 as the approximate
difference, and the first term was neglected. To examine the relative magnitudes
of the two terms we shall write

Nh1 0_2
Nyj—1M

(26) o’s

27 = op(l — ).

Then

2
Ni;

28) o’y — o'z = F ;ah 2{ Z 5hz<N’— 1) th,(- - - 1)}

For the general class of populations given in Sec. VI the covariance between
onj and N;;, and also that between ps; and N;j, will be negative. Moreover,
in many practical problems of this class the two covariances will be of approxi-
mately the same magnitude. In such instances the first term of (27) will be
equal to -_l times the second, and thus smaller than the second term for all 7, > 1,

Np
and much smaller for moderately large values of 7, . For example, in popula-
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tions made up of clusters of different sizes for which the conditional probability
of an element having a particular property for a fixed size of cluster is the same
for all sizes of clusters, the two covariances will be very nearly equal. A number
of practical problems approximate this situation. Moreover, even in the situa-
tions where the covariance of §,; and N; is several times that of ps; and N,;,
say 5 times as large, then the second term will be larger than the first for all
7, > 5.

Some numerical illustrations of the gains obtained through the use of the
recommended system are given in Sec. VII, and for some of the items for which
results are summarized in that section the gains were substantial.

3. The derivation of the variance formulas (13) and (9). The mean square
error of a ratio of random variables is generally approximated from Taylor’s
expansion. If X’ and Y’ are random variables, Y’/ > 0, and r is the population
character of which X’/Y’ = 7’ is an estimate, then

The first term in the right-hand side of (29) is a first approximation to the mean
square error from Taylor’s expansion, and the second term is the error in this
approximation.

Eq. (13), and as a special case (9), is derived as follows:

—_ thk
N , t 1 ]
(30) B( =) = Bt — '
> Z Z Yhije
T T
L Sp 1 mpij
Let Yuije = Yaise(raiss — 7), and ¥’ = zh:tl—hz Z 2 Yiaije . Then, setting
i H
i: Sh Xl:m“i - zl,:l Sh lzmln'i v Y’ ’ )
o SR Y (5155 Y ) - 5 (5 -

E6* = EY™(r' — r)*/(EY")’

is the first approximation to the mean square error.
Since EY’ is evaluated in the same way as EX’(8), it is merely necessary to
evaluate EY"*(+" — r)?, the numerator of £6*. Now

EY?(r — 1)} = [Z Z Z "'zm:: l//hijk]

=E;t—f,¢ —l—E’E'I/"'I/q

hyq th tq
h#q

Sh Mmhusg

1 Sh
where y5 = Z > Yhijk = Z Vi -
) 4

3 k
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1 / r o
Since £ 30 2 ¥’ = BE X X Wi/h + E X 3 v/t

i#r
5 1 1 -
B2) BV - =EX T U+ EY 5 vt + EX BV
mo S R .’Z h’;éq b tg
17 q

The first term in the right-hand side of (32) is

,2 1 Ph: Mpi; Mht] mhc)
E Z ‘l’ t Z th P th M’“ Z ll’huk

h b7

(33)

1 Phi Mpij m;,,, —_ ,
+ );; & P M My; — 1 (E Yhijk) e

The second term of (32) is

1 1 17 1 P] 1
6y EX LT = (T muy,) - plluym g,
bt ;,.‘rr ki tp \ ¢ hij

wi th P PR Mh:)
where
Yhi; = ; Yhisk ;

and the third term of (32) is

(35) EZ ‘Ph!’_«_; — [Z 1 Ph] Mpij \bhu] _ Z 1 [Z IPhJ ]l”;hu ‘p'"l:l
hiy h hij

hq th lg h,::thPh )

Therefore EY” (' — r)* = (33) + (34) + (35), and when Y j(ruisx — 7) is
substituted for ys;;, we have

Py; mui; My — m
2 . 2 — hi hij hiy hij 2
EY (T, "') Z [:Z] Ph Mh y M}n E Yhuk(rlmk )

Phl Mpis m}"’ _— 2
Yiin(rhs
¥ E Py My Myy; — 1 [Z niik(Thije — 7))

Z Zht [E e Yhu(rhn - )]2

_ EPh] mhu
LY Ph M;m

(g - o]

1 Ph, Mhs; _ 2
+ [,.E v Py M Yo (rhis r)].

(36)
— Yii(rwj — 1)’
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By substituting (rass — rai; + 7i; — 7)° for (rasx — 7)° in the first term of
(36) and PyiM; i/ Priymai i for 1/t in the 1st, 2nd, and 4th terms, the sum of these
three terms becomes

2
PhiMM'i Ph‘ F Y2 . 2
P, 5 hij wiik(Thizk — Thij)
miik Ln Mui; Phy;

2
37) +22 Pay M P—:’ Fri; YVin(rwie — 1his) (rnig — 1)

miik Py Mg Phii

P hi M hii P :‘ [ Yh‘)]
e =2 Fhii(rae; — Y ;
h;-i Ph Mas; P:ij hiy (Th J] Z hiik — Mlu,

Where F;..'; = (Mm,‘ - m;..-,-)/(M;..-; - 1) and Thi; = Zk: Xhi,’k/; Yhi;’k .

When we substitute the appropriate value for 1/t in the 3rd, 5th, and 6th
terms of (36), the sum of these terms becomes

P, P P Py
; P}: [Z & Ylm(rhu 7'):r [ ~ P’: P: Yasi(rae; — 7')]z

*

(38) P P
[ ’;, i Yhu(rhu - )T~
Now
2 P Yuilr; — 1) = 2 P Zus _ Youi ) _ Py(Rnicay — TRhicay:v)
39) T Puij 3 Py Py

= PiRujay:r(Frjcay — 1)
where 7ijay = Rijcay/Rhjcay:y , and
P,; P
(40) tz: P’: P:, Yai(rng — ) = ; Pyi(Raiwr — TRaicay:v) = Pu(Bay — Ricay:v)
= PaRuw:r(Facay — 1)

where Thiay = Rh(A)/Rk(A);y .
Substituting (39) and (40) in (38), we have

2 (Pyi/Py)PARiicar.x (Fricoy — 1) — ; P Racay:r (Facy — 1)’

41 ’
1) + [hz Pi Racay:x (Frcey — D).

By substituting (Faja) — Facey + Faay — 7)° for (Fajay — 7)° in the first term
in (41) and expanding, (41) becomes

P P
Z Py :’ Riicwr:r (Fricay — Faw)’ + 2 E Pi Ph ! Rhicwr:r (Fricr — gy (Frcay — 7)

(42)
+ ZP»(TMA) -7} [Z— Riiwr.r — Riw: v] + [; PiRucay.x (Facny — I
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Hence, since (EY’)’ E6° = (37) + (42),

Ys (rh:k - Th.)

P M m Z hijk 3] 3]

EY/ 2 E02 P2, hi hij — hij

( ) Z " Ph Mlm -1 mthhs:plm

+ 0 E P2’ -I_J_h_y Mhs] M E Yhuk(rhuk - rh‘l))(r’"l - T)
kg " Py Mu;— 1 mhc‘iMhijPhs'j

+ E P2 Ph: Mlm - Mpij 2 (rh‘l'i - r)z

TN Py My — 10 Mai; Prij
(43) + ;.Z, Pi(Phi/Py)Rbjcar:yFricar — Facw)’
+2 ; Pi(P1i/Pw)Riiw:r(Pricay — Faa)) Py — 7)
+ ;.E, Pi(Fawy — 7)*(Pai/P1) (Rajear:y — Rucar:y)’

+ [Zh: P Ruayr(Fay = MY

Mpij

Muii _ _
where 0'}2u‘j:7 = ; (Yhijk - Yhij)z/Mhij and Yhu Z Yhuk/Mhu = Yhu/Mhu

The approximation to E(r' — )’ is given by (43) d1v1ded by (EY’)’. By ig-
noring the 2nd, 5th, and 7th terms which are negligible for a large class of popu-
lations, we obtain (13).

The variance of X’ is derived from (43) by simply substituting Ps:;/P for
Yiis in (43). This follows from the considerations given below:

Since r = X’/Y’, and X" is the numerator of 7/, o+ is given by o7+ when the
denominator, Y’ , is identically equal to unity in repeated samplings.

Since 1 M Py _

= from (5
b Mg Phij mh.,Pm ),

the denominator of 7/ which is equal to
L Sp 1 mpiy Pht

)3DIP I

hos ik mlmP
when Yi:j is set equal to Py;;j/P where P = ZP;.
The formula for the mean square error of X’ (9), of course is exact since the
error term

Y1, will be identically equal to unity in repeated sampling

E{(Y*/(EY')}{r = r}* = 0.
It may be pointed out that oy may be obtained directly and more simply
without the use of (29) since X’ is not estimated from the ratio of random

variables.
From (29), the error term for the approximation to E(r' — ), (43)/(EY")? is

12

given by E(l - '(ELY')—2> {#" — r}®. This cannot be expressed as a simple func-
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tion of the individual observations, but useful maxima and minima for it may be
obtained. A method for obtaining the upper and lower bounds of the variance
of 7’ is simply attained from the following inequalities which hold independent
of the joint distribution of X’ and Y.
EY” EY”
Y. = <E(r—-1rF< vE
where Y., is the maximum value of the Y’ obtained simply by choosing or
estimating the largest Y7} for each stratum. Y (the minimum value of Y”)
is obtained in a similar manner.

Eq. 44 when evaluated turns out to be

(EY"):E6?
Y2
where (EY’)’E®’ is given by (43).
Eq. (45) will serve adequately as an indicator of the accuracy of E§* for sam-
pling systems in which the variability of the Y’s within strata is restricted. How-

ever, in other designs, where stratification is not used and the variability in the
Y’s is not restricted the limits given by (45) may be too broad to be useful.

(44) (" —r)?

(EY')2Ef?

SEC -0 T

(45)
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