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1. Summary. The joint frequency distribution has been found for any set
of the (n — k) deviates from their sample mean of each of the ¢ variates in a sam-
ple from a multivariate normal population. Expressions for the variance of any
single deviate in this distribution, the correlation coefficient between any pair
of deviates, and certain partial correlation coefficients between any pair have also
been obtained.

These results have been generalized so as to include the corresponding proper-
ties of deviates from a set of ¢ multiple linear regression equations estimated
from the sample, the m independent variates being the same for each of the ¢
dependent.

2. Introduction. Some years ago, Irwin published results relating to the fre-
quency distribution of the deviations of individual observations from the mean
of a sample drawn from a normal population (see [1]). He derived an expression
for the joint distribution of any number of these deviates, which distribution
is always of the normal multivariate form, and thence obtained the total and
partial correlation coefficients between any pair of the deviates.

The purpose of this paper is to discuss the generalization of Irwin’s problem,
firstly to the properties of the deviates of individual observations from the mean
in a sample from a multivariate normal population-and secondly to the properties
of deviates from a regression equation instead of from a mean. So far as is known
to the writer Irwin’s results are of little practical importance, and these generali-
zations are probably of no practical value whatsoever. Nevertheless, they have
some interest as additions to the knowledge of the mathematical properties of the
normal frequency function, and for that reason alone they are put on record here.

3. Deviations from the sample mean. Irwin based his discussion on a normal
population with mean m and variance o°, but the algebra is simplified a little,
without any real loss of generality in the final results, if, by means of a prelimi-
nary transformation, these parameters of position and scale are made zero and
unity respectively. The multivariate normal distribution in the ¢ variates g,

z=1,2, --- 1), each with mean zero and variance unity, has the frequency
function
1 1 4
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where 4,5 = 1,2, --- t; p*’ is the cofactor of the element p;; in the determinant
of population correlation coefficients

1pps - - pue
2 R=|p2lps- - pau

............

Pre p2e p3e - 1

A summation convention for the affixes 7, j is understood throughout this paper,
except when the contrary is explicitly stated.

Let (q,) represent a sample of n independent sets of values of the ¢ variates
randomly selected from the population, (p = 1,2, .-+, n). Then the element
of probability for the sample is

1 ._1_ i
3 (21!')‘“ Rin exp {—ZR 4 ; iYp iyp} i-1I,I.,; {d(‘y’) }.
p=lyeee,n

If 7 is the mean of the n sample values of s, the deviates from the mean are
(:Y), where

@ YYo= — = 2 (591 - ‘l‘) iYe>

Py n
the summation being taken over ¢ = 1,2, - - - n with
1 if p=g¢
Opg = o
0 if psgq.

Now the ;Y are linear combinations of normally distributed variates, and are
therefore themselves normally distributed. Clearly ‘

(5) E(ti) =0
and, from an expansion by means of equation (4) using
E(iyp Yo = dpapij,
1
EGY, Yy = (51»« - ﬁ) Pijs

wherepi; = 1 (not summed). Consequently the variance of any one deviate is

(6)

@ Aty =",

and the correlation coefficient between any pair is

Opg — 1
(8) P(CYD) ;Y,) = n—;l:—l— Pij -

Equation (7) and equation (8) for the particular case of 7 = j agree with the
well-known results that Irwin has already given as equations (10) of his paper.
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For any 7, only (n — 1) of the deviates ;Y , are functionally independent. The
joint distribution of these for p = 1,2, - .-, (n — k) may be obtained from an
inversion of the matrix of correlation coefficients. If A is the determinant of
this matrix and A(;Y,, ;Y,) the cofactor corresponding to the two elements
specified, this inversion shows that

(9) ‘——‘A(ti’ iYQ) = (51:« + *1‘) p_"' . n—1 .

A k/ R n

The joint distribution is therefore

> (5,;+.,15>,~Y,,,-Yq} I@y).

1
2R P pSgsSn—k

Now A may be evaluated as

n t(n—k—1) k )t ke
A_<n—l> (n—l R™,

and the constant multiplier in equation (10) is therefore

av (&)

(10) const. X exp {—

From equation (9), the partial correlation coefficient between any two of the
variates in the distribution (10), the remaining {(n — k) — 2 being held constant,
is written down as

kdpe + 1 p¥

(12) partial correlation coefficient between ;Y,, ;¥, = — k+1 G pjj),;

the summation convention is suspended for this equation.

4. Deviations from regression equations. The results obtained in section
three may be generalized so as to relate to the frequency distribution of deviates
from linear or polynomial regression equations instead of to deviates from means.
Suppose that there are m independent variates z°, (¢ = 1, 2, ---, m), which
take values % corresponding to the sample observations .y, ; polynomial re-
gressions may be included by taking powers of an x as separate variates. If a
conventional variate z°, whose value is always unity, be introduced, the regres-

sion equation of i on z% (e = 0, 1, 2 - - - , m), may be written
(13) n = ;b“:c“,
where a summation convention is understood for @ = 0, 1, ---, m and the

regression coefficients are the solutions of the normal equations.

(14) b2 s, = 20 W,
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Write
(15) B* = 3 237,
y 4

and let (Bap) be the inverse matrix of (B®).
Then the solutions of equations (14) are

(16) " = Bag Zp YpTyp.

If the deviation of sy, from the regression equation (13) is ;Z, , then

iy = iYp — iMp

an = T (o — B3 s,

the summation for q being over ¢ = 1,2, ---, n. As for equation (5),
(18) EGZ,) = 0.

Also

(19) E(ZyiZo) = (8py — Bagt5l)pis.

since by definition
B*®B., = &,.
Write now 6 for the square matrix of (m + 1) rows and columns whose elements

are the B*®, and X, for the single column matrix of values z corresponding to
the pth observation; i.e.

(20) 8 = (B*)
and

(0

o

2
(21) X,=|-

\xz’.)
Write also
(22) Opar: = 0 — XpXo — XoXo — X, X} — +---
Then

16,] =]6]-(1 — Bapz3a’),

and

| Opg | — | Opg + X,,X,;I =16 I'Bcﬂx;xg-
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Hence, from equation (19), the variance of a deviate may be written
|65 |

(23) o*(:Zs) = To] ’
and the correlation coefficient between any pé,ir of deviates is

pii =9
(24) p(iZp; iZ0) = | |8pq] = |0+ X»Xq| (0 0

SN TR
For any i, only (n — m — 1) of the deviates :Z, are functionally independent.
The joint distribution of these forp = 1,2, -+, (n — k) andany k > m + 1
may be found by inversion of the matrix of correlation coefficients obtained from
equation (24). The multiplier of the exponential in this distribution of ¢{(n — k)
variables is
| g |2n—H>
(21'.)i‘(ﬂ—k) Ri(ﬂ—k) Dl‘ ’

where
D =
| 61 , 62| — |61z + X, X coe |On—k| — |61,0—k + XIX:;-kl
|012] — [612 + X1 Xl | 62 | oo |Oamat| — B2t + XoXai|
(61, mi] — [B1m XX k] [82,mi] — [B2mst XX - | Gk |
Since 6 is positive definite, there exists a non-singular matrix K such that
KoK’ = 1.
Then the X, may be transformed to new column matrices W, by
'w:’,}
Wp
w)
KXp = Wp =
(W

and consequently
X, = K'W,.
It follows that
16,1 = 101-|T = W, W3],
which may be reduced to the form
16,1 = 16]-(1 — wiws).
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Similarly
’ a a
Iapql - Iopq + Xqul = "'I Olw,,w,.
Hence
1 — wiwy ~wiwz 0 —wiwa
D=|6"" |—wiws 1 — wiws «-- — Wy Wa—k
— Wi Wk — W Wak - * 1 — waswa

This may be transformed into

Wi
W,
D = |0 I"-k I,....k
Wi
Wl W2 M Wn—k Im-H

=10|"* |I — WaW1 — WaW3 — +++ —WniWos|
= | 0|”_k—1‘ I O 2, (n—p) ,

Thus, finally, the constant in the distribution is found to be
1 Lo \*
(25) {(21[‘)‘ R};("—” {I Qk l} ’

in which Q; has been written for 6;..... (n—x , & matrix of the same form as 6
but calculated from the last k sets of observations only.

The cofactors of the matrix of correlation coefficients, required for the coeffi-
cients of the quadratic form in the distribution, can be derived in a similar man-
per. The distribution may be written

1 [le]\¥
{@n) BRI %/
- exp. {—Q—IR- p"' E (3,,.1 -1 + MI) izpiza} i} (dZ),

p<g< n—k lﬂkl

of which the distribution (10) is easily seen to be the particular case for m = 0.
From (26), the partial correlation coefficient between any pair of deviates,
Zpand ;Z,, may be written down as
_ |2+ XpXa| + (Bpg — 1) [ ] .{’ijn )
(& + XX, | - |&%+ X, X, 1} 56"

in this expression the summation convention is again suspended.

(26)

(27)
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