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1. Introduction. Given the doubly exponential distribution of maximum
values
@ Fz) =exp (=€), y=alz—u),
where a and u are unknown parameters, with a prescribed frequency F, the
“reduced variate” y is fixed, say at y = yo. Thus with
F, = .99, Yo = 4.60015 - - - .

Given a sample of n maximum values z;, we are interested in the sampling
variance of
)] &= g(d, &) = 4+ yo/a
due to sampling variations of the estimates 7% and &.

H. Fairfield Smith has recently pointed out to me that the examples of applica-
tions of sufficient statistical estimation functions to this problem given in a
previous paper (see [1, pp. 307-309]) give too large a range for £ = g(4, &)
because the sample points (@, &) within the confidence region of the constant
probability ellipse apply to optimum estimates of (@, &) rather than to that of
g = g(d, &). What the problem calls for is the determination of the positions of
curves §(u, a) and g(u, a) such that the integral of the pdf of the estimation
functions over all sample values (4, &) which lie between these two curves is
equal to the confidence level (taken as .95 in previous paper). Further con-
siderations of this being the shortest interval § — g, also come into play.

As so often happens in research, the previous analysis, although not giving the
final answer, suggests the next step. If we change our parameters to

@ g=g9gu,a) =u+y/e, o =a

and are able to carry through the inverse of the maximum likelihood solution
for fitting of (1) to n sample values z; , then we shall be in a position to find the
asymptotic marginal distribution of 4/n(§ — g), which will give the answer to our

problem (see [2]). v
The Jacobian of this transformation of parameters is

yo/a”
1

and hence for &' > 0 no new singularities are introduced.

’

(u, a)/d(g, &) = 0

1 This involves a correction of a previous paper [1].
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2. The equations of the maximum likelihood solution. For a sample of
size n, the pdf of the sampling distribution in terms of the old parameters is
given by

Plu, &, O.(z:)] = a" exp [—Z¢ *“™] exp [—Za(z: — w)],
and

—a(z;—u)

log P = nloga —Ze — aZz; + nowu;
= nflog o — e™(Ze " /n) — af + aul.
Now change to the new parameters and use the substitutions:
z=¢€", z = (Zz)/n, =€ =¢"e""
Thus
92,/0g = —d'z, 920/0a’ = —gz,
and denoting log P by L we write

L = nflog o’ — 2/20 — o'Z + a'g — yi].

Hence
4 L, = —nd[z/z — 1];
5) Lo = n[l/d’ — 0(3/2)/0d’ — Z + g].

3. Derivation of expected values needed. Recall that
2n = 62T 0 Iy = 3y,
Hence
6) 8(z/z)/0e! = —€ "2 (z; — g)e ¥ /n,
3(/z)/0a = —Z(z: — we “/n;
@) 8@/w)/0e” = 2w — g)e T,
3*(2/2)/3a" = Z(x:i — u)le™ "™ /n,
By investigation of the generating function
G@) = E[Z(zi/) ], 2zi=¢"",
it can be shown that
E[ze " /n] = 1,
E[Z(z: — w)e @™ /n] = —(1/)I"(2) = —(1/a)(1 = C),
where C denotes Euler’s constant, .577216 - - - , and
E[Z(z;: — w)'e ““™/n] = (1/a))I"(2) = (1/a")(="/6 + C* — 20).
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Hence to find expected values of (6) and (7) we note that
__e—uoz(xi . g)e—a'(zi—a)/n = —E(x.- _ g)e—a(z.'-u)/n;
= —Z(z; — we ““/n + (Yo/a)Ze " /n,
and therefore
8) E[0(2/2)/0d/] = E[3(2/20)/3a] + (yo/a) E(2/2).
Similar analysis shows that
@) EB*(2/2)/0a"] = E[3'(G/)/34"] + (2yo/)Eld(2/2)/30] + (yo/o’)Elz/ ).
4. The inverse of the maximum likelihood solution. It will first be noted
that the maximum likelihood equations (4) and (5) for determining best estimates
of g and o become identical to those for determining best estimates of old
parameters 4 and «, when the transformation of parameters (3) is applied to
them. This is easily verified by applying relations developed above.”

This means that the best estimates § and &' obtained from (4) and (5) are related
to the best estimates of old parameters 4 and & by

(10) f=2+uw/a &=a

We now proceed to set up the inverse of the maximum likelihood solution.
In order to do this we first need the variance-covariance matrix of the direct
solution. This is (see [2])

“ E[—Ln] E[_Loa']
E["'La’a] E[—La'a']

Now
Ly = —na”’*(3/z),  El—Ly) = na”,
Ly = —nlz/zo — 1 + d'3(Z/2)/0a'];,  E[Lsw] = n(1 — C + yo),
Low = —n[l/a” — 8'(2/2)/3a"),
El—Law] = (n/a®)[r"/6 + (1 — C + o)),
Thus the variance-covariance matrix of the estimation functions (4) and (5) is
na* n(l — C + w)
a(l — C+y0) @/a)x’/6 + (1 — C + )]

The asymptotic form of the inverse solution for /7 (§ — g) and vn (&’ — o)
will have the variance-covariance matrix which is the reciprocal of the above
matrix, multiplied by n. The determinant value of the above matrix reduces to
n*(x*/6). Thus the reciprocal matrix, adjusted by multiplying by n, is

2 See equations (5.2) of [1] and note +-3(2/20)/da in second equation of (5.2) should
read —9(2/z0)/da.
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(a1 I 1/ + A — C 4 )’/ ("/6)] — (1 — C + y5)/(x*/6) ”
| —(1 = C + y)/='/6) o*/(x/6) '

This gives the solution sought. From the general theory of the maximum
likelihood solution (see [2]) the distribution of [v/n(§ — g), V(& — &)] is

asymptotically normal. Hence the marginal distribution of Vn(§ — g) will be
asymptotically normal, and for finite n, the standard deviation may be approximated

by
(12) o(§ — 9) = [1/(V20)]VI+ T = C + )%/ («¥/6).

Now the correlation coefficient for the asymptotic bivariate normal distribution
is seen to be

r=—@~C+y)/Ve/6+ 1= C+ P

If o were known, we should have the standard deviation of v/n(§ — g) reduced
by factor /1 — 2. This is found to be equal to the reciprocal of the second
factor in the equation (12). Hence we conclude that if o be known, the standard
deviation of (§ — @), for finite n, is given approximately by

(13) o(§ — g) = 1/(v/na)).

b. An example. Using same example outlined in previous paper (see [1,
pp. 307-309]), we have n = 57, &’ = .01924, 1 — C = .422784, y, = 4.60015.
This gives ¢ = 27.826. For 959, confidence interval we take (1.96)c = 54.54,
and with ¢ = 180.6,

§ =14+ y/a = 419.7,
and the interval is approximated by
|§d —g| < 54.5,

which as an approximation gives the symmetrical interval

365.2 < g < 474.2.
Method 4 used in previous paper gave the longer interval (see Introduction)
which was not symmetrical about §;

362.8 < g < 507.4.
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