NOTES

NOTE ON WILCOXON’S TWO-SAMPLE TEST WHEN TIES
ARE PRESENT

By J. HEMELRUIJK
Mathematical Cenire, Amsterdam

Wilcoxon’s parameterfree two-sample test (cf. Wilcoxon [1]; H. B. Mann and
D. R. Whitny [2]) depends on a statistic U with the following definition: If
Z1, -+, Tp and Y1, -+, Yn are the two samples, U is the number of pairs
(2, j) with z; > y;. The probability distribution of U, under the hypothesis
that the samples have been drawn independently from the same continuous pop-
ulation, has been derived by Mann and Whitney. The influence of ties on this
probability distribution has not been investigated as yet.

It is noteworthy that Wilcoxon’s U is closely connected with the quantity S,
which Kendall (cf. e.g. Kendall [3]) introduced in the theory of rank correlation.
When 7 pairs of numbers (u; , v;) are given, S is computed by scoring:

—1,if (un — w) (0n — w) <O,
0, if (un — w) (vn — ve) = 0,
+1, if (un — we) (vn — v) > 0,

and adding the scores for all pairs (k, k) with & < k. If, in this definition, we
take r = n 4+ m and substitute the values z;, -, %, %1, **+, Ym in this

order for u;, ++* , Un, Uny1, *** , Ur, and O or 1 respectively for v; if up = x;
for some ¢ or u; = y; for some j respectively, then the following relation holds:
(1) 2U 4+ 8 = nm.

The simplest way to see this is by considering the total score of 2U + S for
every pair (h, k). This score is equal to +1 if v, = 0 and v, = 1, and O other-
wise. The sum of the scores is therefore nm.

Relation (1) holds if no ties are present among the two samples =z, -- -,
Z, and y1, -+, Ym. It is natural to define U in general by extending (1) to
the case when there are ties. Since for a pair (z;, y;) with z; = y; the score of
S is equal to zero, the score for U must be taken as } for such a pair.

Now Kendall has derived the mean and the standard deviation of S under
the hypothesis that for a given order of the quantities v,, ---, v, all the r!
possible permutations of «;, -+, %, are equally probable. This condition is
fulfilled in our case if the samples z;, --- , , and 41, * - - , ¥m have been drawn
at random from the same population (which need not be continuous anymore).
Therefore, the mean and standard deviation of U under the null hypothesis
may be derived from Kendall’s formulas.
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134 J. HEMELRIJK
According to Kendall ([4], pp. 56 and 60), we have
(2 E(S) =0

and .
var (S) = & {r(r — 1)(2r 4+ 5) — ; it — 1)(2t +5)

1
@ - 2sls—DEs+05) + =D =D {; 1t — 14t — 2)}
1

. {2_: s(s — D(s—2)} + =1 {‘Z 1t — 1)}{;8(8 - D},
where summation Z, takes place over the various ties among %, , - - -, u., and
>, over the ties amonguv, - - -, v, ; £ and s respectively indicating the number of
elements in every group of equal numbers among u, -+, u. and v, + -, vy
respectively. From (1) we have
4) E(U) = 2nm — E(8S) = : nm
and
5) var (U) = § var (8).

The group v, - , 9, consists of » numbers 0 and m numbers 1; thus s in (3)
takes the values » and m and we have
ds(s — 1) (28 + 5) = n(n — 1) (2n + 5) + m(m — 1) (2m + 5),

Ds(s—1)(s—2) =n@m—1) (n — 2) + m(m — 1) (m — 2),

Ds(s—1) =nn — 1) + m@m — 1).

Substituting in (8) and (5), we obtain after some reduction

var (U) = ggnm(n +m + 1) — 2 ; 1t — 1)(2t +5)

n(n — 1)(n — 2) + m(m — 1)(m — 2)
(©) + 36(n + m)(n +m — )(n + m — 2) Zt(t— 1)t — 2)

nin — 1) + mim — 1) _
+8(m+n)(m+n—‘l)zt(t D,

where Z,' takes place over the ties among the values y, <+, Zu, ¥1, *** 5 Ym,

taken together.
When no ties are present this reduces to results of Mann and Whitney [2]:

(7) E(U) = tnm;var (U) = &gnm (n + m + 1).

From (6) and (7) it is easy to prove (e.g., by induction) that var (U) is decreased
by the presence of ties among the observations. These results constitute a first
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step towards the possibility of using Wilcoxon’s test for samples from any
population.
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CORRECTION TO “ON CERTAIN METHODS OF ESTIMATING
THE LINEAR STRUCTURAL RELATION”

By J. NEYMAN AND Er1zaBETH L. ScoTT
University of California, Berkeley

We are indebted to Professor J. Wolfowitz for calling our attention to a blun-
der in our paper under the above title (Annals of Math. Stat., Vol. 22 (1951),
pp. 352-361). In the statement of Theorem 3 on page 358 the symbols &,, and
£1p, should bé replaced by X,, and X;_,, , respectively. It will be noticed that
this change does not affect the proof nor the implications of the theorem.
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(Abstracts of papers jmasented at the Washington meeting of the Institute,
October 26-27, 1951)

1. On the Law of Propagation of Error. (Preliminary Report.) CHURCHILL
Ei1seNHART AND I. RicHARD SAavacgEe, National Bureau of Standards.

In the main the results presented in this paper are not new, being at most minor exten-
sions of known results. The aim is a unified treatment of the ‘“law of propagation of error,”
with emphasis on the practical meaning of the formulas, and attention to the details of
their rigorous derivation.

2. Multivariate Orthogonal Polynomials. (Preliminary Report.) L. W. CooPER
AND D. B. DuncaN, Virginia Polytechnic Institute.

It is'well known that the work of fitting a regression function, which is a polynomial in
one variate, viz., (1) y = Z;_,b:z* can'be greatly simplified by the use of orthogonal poly-
nomials of the form (2) ¢; = E:_ok;a;f . It is sometimes required to fit a regression function
of the more complex multivariate polynomial form
3) y= 2 bg..pxyi--e2k
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