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We can characterize (2) as saying: Let # be the linear estimate of minimum
variance of r, which is a linear combination of =, --- , 7, and let #(x) be the
estimate of the variance of # based on s*. Then the confidence interval statements

# — KFH@))? £ 7 £ # + [kFH(m)]",

simultaneously for all , are correct with probability 1 — «. This result is con-
tained in [1] and [2].

The quantity D* = D =} is a conventional measure of the “distance” of the
null hypothesis that = = --- = m, = 0 from the true state of nature. The
power of the analysis of variance test depends only on D*/q¢". Hence it would be
useful for the experimenter to obtain some information about D.

Making use of the triangle inequality, it follows from (1) that

1 —a 2 Pr{(X #)" — (kF.sH)'? £ D £ (3 #D)"* + (kFas%)'"}.

The quantity D #; = Q1 is what the experimenter calculates as the “sum of
squares due to hypothesis.” Hence, instead of just making the statements about
the functions x, we can make the simultaneous estimates

# — kFd(@)]"® £ 7 £ # + [kFH(x)]"%, forallm = Y amr;,

Q — (kF.sH)'? < D < Q + (kFs)",
with the probability of being correct equal to 1 — a.

REFERENCES

[1] H. Scaerr, “A method for judging all contrasts in the analysis of variance,” Bio-
metrika, Vol. 40 (1953), pp. 87-104.

2] S. N. Roy anp R. C. Bosg, “Simultaneous confidence interval estimation,”” Ann. Math.
Stat., Vol. 24 (1953), pp. 513-536.

i

AN INEQUALITY ON POISSON PROBABILITIES

By HENRY TEICHER |

Purdue University

This note proves an inequa]jty concerning the exponential series or Poisson
distribution, however one prefers to view the matter. Specifically, it will be shown
that if [\] is the greatest integer not exceeding A,

1)

1SRN & for all X = 0;
- >
=gl 3 for all integral X > 0.
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148 HENRY TEICHER

There are numerous ways of expressing this inequality. It will be demonstrated
in the form

e for all A = 0;

2) Ay = Pr{X, = A} > .
3 for all integral A > 0.

where X, denotes a Poisson chance variable with parameter A = 0. The func-
tion A, is discontinuous at the positive integers but enjoys certain monotonic
properties which may be exploited by defining

noyi
3) Aupr = 2 ;‘—, e for all integral n = 0.
i J!

Then A,,» = Axforn £ XA <n + 1. As

d -\
EX An, = T < 0,
we have
n+l1 )\ne—)\
4) An,n - An.n+1 = o d\ = Cn, (Say).

On the other hand,

e—(n+1)(n + 1)n+l
(n+ D1

Thus to prove that A,. > Asri1,n41, it suffices to show that ¢, > d,.
Now for 0 < y < 1, the quantity [1 — y/(n 4+ 1)]" decreases monotonically,
whence [1 — y/(n + 1)]* > ¢ ¥ in (0, 1). It follows that

5) An+1,n+1 - An,n+1 = = dn, (Say)~

1
6) f 41—y " dy > (n+ 1) "
0
With a change of variable A = n + 1 — y, we conclude that ¢, > d., that is

An,n > An+l,n+1 .
In an analogous manner, [1 + 2/n]" < € for x > 0 and from

.1
] 1+ z/n)%e"de <1,
0
we have

n+l \n —-n n
7 f A <
n nl n!

That is, An,n — Anns1 < Anw — An1,n. Thus, in summary, we have

8) An.n > An+l.n+1, An—l,n < An.n+l .
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From well known limit theorems,

Xy — A
lim A, = lim Pr {X, < \} =limPr{ :/X go}

A—e0 A-=o0 A—oo

? 1 ’ —v2/2 1
-vmLoa-s

The second portion of inequality (2) follows directly from (8) and (9). The
remainder is a consequence of these, of the fact that A, decreases monotonically
from A,,, t0 Ay, n41 1n the interval [n, n 4 1), and of

10) An,n-l-l > AO.I = e-l, n = 1, 2, e,
If an additional term is included in the sum, we note that
Al+1 )\je_)‘
11) by = — =3 forallA = 0,
=0 7!

since by > Any1,a41 for X = n + 1. A final reformulation of part of (2) is

12) Pr{X) £ A} > Pr{X, > A}, all integral A > 0.

e

NOTE ON LINEAR HYPOTHESES WITH PRESCRIBED MATRIX OF
NORMAL EQUATIONS

By Joun E. MaxrFieLp AND ROBERT S. GARDNER

Naval Ordnance Test Station Inyokern,

The existence theorem proven in this note relates to the problem of finding an
experimental design leading to the analysis determined by the given rational
matrix A of the normal equations. The matrix B found by the method used in
the proof always has an interpretation as specifying the rational values of some
set of regression variables. In the interesting case in which the entries of 4
are integers, so are the entries of B, but B is not in general interpretable as an
analysis of variance. The transpose of a matrix A will be denoted by A”.

TurEOREM. Let A be a symmetric positive semidefinite matrix with rational in-
tegral entries. There exist a rational integer a and a matrizx B having rational in-
tegral entries such that BB™ = d’A.

Proor. There exists a nonsingular matrix P such that P"AP = D, a diagonal
matrix, where P and D have rational entries ([1], p. 56). Then (P”)™" has rational
entries. Let a; be the least common denominator of the entries of P”, a, of (P*)7},
and a; of D. Let @ = a1a.a; . Then a'*P"a’*AP = aD.If A is positive semidefi-
nite, then aD has only positive integers or zeros on its diagonal. Let B, be a
n x 4n matrix composed of four diagonal n x n matrices placed side by side,
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