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In a typical paired comparison experiment a judge or panel of judges examines
certain pairs of objects. Each judge picks one object of each pair as his prefer-
ence. Such experiments occur commonly in consumer preference studies, person-
nel rating, and psychological investigations; a sports tournament is a kind of
paired comparison experiment in which the pairs represent matches and the
preferred object is the winner of the match. The purpose of the experiment may
be to find the best object of all, to rank the objects in order of merit, to decide
whether there is any noticeable difference between the objects, or to test the
perception of the judges. The outcome of a paired comparison may be difficult
to interpret because the judges contradict one another or even themselves (by
preferring < to j, j to k, but & to ). Inconsistent data indicate that the pref-
erences expressed are not strong. The mathematical treatment in this book is
based on several models which describe the strengths of judges’ preferences in
terms of probabilities m;; . A judge is supposed to make comparisons independ-
ently with probability m;; of preferring 7 to j.

As presented in this monograph, the method of paired comparisons offers
challenging mathematical problems involving model building, parameter esti-
mation, hypothesis testing, and experiment design and has obvious practical
applications. I therefore assumed at first that paired comparisons must be a
familiar subject to all statisticians. However, a search for other statistical books
on the subject and a few discussions with statistician friends have convinced me
that this first impression was entirely wrong. If so, this short, readable survey of
the field is a particularly worthwhile project.

The mathematical models of paired comparison experiments differ mainly in
certain “transitivity” restrictions on m;; . In the most restricted case one obtains
a linear model in which each object 7 is assigned a real number V; and m;; =
H(V;— V;) where H(V) is a suitable positive monotone increasing function.
In a complete experiment, n judges each make all (t2> possible paired compari-
sons between ¢ objects. The score a; is the number of times object 7 is preferred.
Surprisingly, when n = 1, the number of circular triads (triples 1, j, k for which
i is preferred to 7, j to k, and k& to ) can be deduced just from the scores. The
distribution of the scores is obtained when m;; = % for all 4, j. These results are
used in significance tests. Typical questions are: Is object # 1 significantly better
than average? Is object # 1 significantly better than object % 2? Is the highest
scoring object significantly better than average? Chapter 4 is concerned with
using experimental data to estimate the parameters V; in a linear model and also
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to test whether or not a linear model really applies. When the number ¢ of objects
t
2
some incomplete experiments. These designs are balanced with respect to ob-
jects, to their order of presentation, or to judges. There is no discussion of the
interpretation of these experiments such as Chapter 3 gives for the complete
experiment. The problem of finding the best object in a linear model is con-
sidered both for complete experiments (Round Robin tournaments in the language
of games) and for knock-out tournaments in which an object is removed from
consideration as soon as it has been judged inferior to one other object. In the
Round Robin case the book tabulates a number » (depending only on =, ¢, and
P*) such that the best object has probability P* or more of scoring within » of
the top score.

The book is concise but includes derivations for most results. Some exercises
at the ends of chapters supplement the text. The subject matter comes largely
from work by R. A. Bradley, M. G. Kendall, F. Mosteller, B. Babington Smith,
M. E. Terry, L. L. Thurstone, B. J. Trawinski, and the author himself. However,
there is a six page list of references, most of which receive some mention in the
text. The only oversights I noticed were in exercise 1.1 (which requires strong
transitivity ), the comment on exercise 1.6 (which uses an undefined symbol )
and the curve ¢ = 2 in Figure 6.1A (which ought to be a straight line). (The
author has informed me that Figure 6.1A was computed from an asymptotic
formula that becomes inaccurate when ¢ = 2.) The discussion is primarily
mathematical but includes frequent practical comments. There are many tables.
Since the statistical background required to read this book is not very special-
ized it should be well received by mathematicians and psychologists as well as
statisticians.
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