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1. Summary. The distribution of the latent vectors of a sample covariance
matrix was found by T. W. Anderson [1] (1951) when the population covariance
matrix is a scalar matrix, = = o’I. The asymptotic distribution for arbitrary
2, also, was obtained by T. W. Anderson [3] in 1963. The elements of each
latent vector are the coefficients of a principal component (with sum of squares
of coefficients being unity). The object of the paper is to obtain the exact dis-
tribution of the latent vectors when the observatlons are obtained from bi-
variate normal distribution.

2. The distribution of the latent vectors when the observations are from a
bi-variate normal distribution. Let X;, ---, X, be a sample from 2-dimen-
sional distribution N (g, Z). Then the elements of U = DN (X — X)(X.
— X)’ have the pdf

(1) g({ui}) = Const. |U|" " exp (=14 tr 27'U)

for U positive definite and 0 otherwise, where n = N — 1, = = [loy;] is posi-
tive definite, =™ = ||¢”||, U = |juij| and

(2) Const = [Z7Y"*/2"#'T(n/2)T((n — 1)/2).

Let the characteristic roots of U be l; > I, > 0. Then U can be written as fol-
lows

3) U U cos ¢ —sin e <l1 0\ / cosey sine
Uzs  Uss sing  cos ¢ 0 L/ \—sine cose
where 0 < ¢ < 7. Both the (cos ¢ sin ¢)’ and (—sin ¢ cos ¢)’ may be called

the latent vectors of the principal component. Then the Jacobian of the trans-
formation

(4) 0(uas , Ui, uz) /0l byo)] = b — L.
From (1), (3) and (4) we have
(65)  h(l,b,e) = Const. (k)" exp [—}(arh + a:lo)|(h — b),
where
a = o' cos’ o + 207 singp cos o + oFsin’ o,
a; = o' sinp — 267 singpcosp + o cos’ .
By integrating (5) with respect to I, over the range 0 to I, and using
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(6) Pt dt = e i (p° T (2) /T (2 + 1 + 4)}
we have '
m(l, ¢) = Const D i {T'(n — 1)/2)/T((n + 1)/2 + 1)
(7) — T((n + 1)/2)/T((n + 3)/2 + 1)} (as/2)*
T exp (—3a + an)ly).

By integrating (7) with respect to /; over the range 0 to «, and using the Gauss’
hypergeometric series

(8) F(a,B,v;2)
= 2% [D(a + 0)/T()]IT(B + ©)/T(B)IT()/T(y + )]/
we have
ho(e) = Const-(2/(a + a2))"{(T((n — 1)/2)T(n)/T((n + 1)/2])
(9) F(L,n, (n + 1)/2; o/ (a1 + a2))
— (T((n + 1)/2)T(n)/T((n + 3)/2))F(1,n, (n + 3)/2; a/(ar + a2))}
Since
(n+ 1)F(,n (n+1)/2;2) — (n — F(1,n, (n + 3)/2;2)
= 2F(2,n, (n 4+ 3)/2;2)
if we let the characteristic roots of £ be Ay = A > 0, from (2) and (9) we
obtain
(10) (1/m(n + 1)) (M/R)"F (2, m, (n + 3)/2; &)
where

xr = (0’11 COSZ(p + 20'12 singo COS ¢ + 092 SiIl2 go)/(au + 0’22),
A= (A + N)/2.
Thus we obtain the following:

THEOREM. Let U have the Wishart distribution W(2,n, =), and letly > I, > 0
be the characteristic roots and (cos¢ sing)’, (—sine cose)’ the corresponding
vectors of U, then ¢ has the pdf (10).
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