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NOTES

AN EXAMPLE IN DENUMERABLE DECISION PROCESSES

By Lroyp FisHEr AnND SHELDON M. Ross!

Unaversity of Washington and Stanford University

1. Introduction and summary. This note uses the terminology and notation of
Ross [3]. The example presented here is a denumerable Markovian decision
process which has an optimal nonstationary rule which is better than every
stationary rule. This answers a question of Derman [L].

2. The example.
I=1{011,22,823,.--}, Ky=Ks=1  K,=2,

P(0,3:1) = P(0,7:1) = 3(3)", >0,
P(i,0:1) = ()"  =1—=P®,1:1),
P(7,0:2) = % =1— P(i,7 + 1:2),
P(,0:1) = (5 =1-—P(,4:1),

c(o, -) =1, all other costs are zero, i.e.,

c@i,-)=0=0C(,-), i>0.

Let R, be the stationary deterministic rule which takes action 2 at states
0<i<n and action 1 elsewhere

Mo(Ra) = 1+ 23283 Ma(R.) + 270 3(3)72
Now j = n = Mju(R,) = 2’, whereas
j<n=Mp(R) =3+23)"+ -+ (= DB+ B -7+ 2]
2+2 - (H"

Therefore
Mu(Ra) = § + 32 +2) - 2@’ @™
-2 2.3’
=5 - ZIEI BT -3 X )
Hence Mo(R,) < 5 for all n, and Mw(R,) >5asn - «.
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Now let R be any stationary rule, let P; be the probability that R takes action
1 when in state 7. Now

Mu(R) = 1+ X731’ Ma(R) + 25312
but
Mu(R) = 200 [Pa TIi5} (1 = Po)] Myp(Ra) + 2 [Iis (1 — P)
<@+2) [ Zoi P I 0 —P) + [T 1= P =2+ 2
Consequently
My(R) < 5 for all stationary rules R, and
o(i, R) > 1 for all stationary rules R, for all <.
However if we consider the nonstationary rule R* which uses
R, for t=1,2,---, Ny,
R, for t=N;+1,---,Ny+ N,

R, for t= D '3 N;+1,---, 20Ny,

it can be shown (as in Theorem 4.3 of Ross [3]) that there exists N ;s such that
o(3, R*) = lim, (3, R,) = . It also follows from Theorem 3.1 of Ross [3] that
R* is optimal.

Since every stationary rule gives rise to a recurrent Markov chain the results
of Fisher [2] may also be used to show this result.
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