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ON THE MOMENT GENERATING FUNCTION OF PILLAI'S
7 CRITERION!

By K. C. SREEDHARAN PiLLAI
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1. Introduction and summary. The moment generating function (mgf) of
Pillai’s V' criterion in the central case has been considered by Pillai [8], [9] and
James [3]. In the present paper, the mgf’s of V) are considered in the following
non-central cases: (i) MANOVA and (ii) canonical correlation. The lower order
moments of V' for (i) and (ii) in the non-central case were obtained earlier by
Pillai [10] for s = 2 in the linear case i.e. when there is only one non-zero popu-
lation root. These results for (i) were extended by Khatri and Pillai [5], [6], [7] to
general s in the linear case and in the planar case i.e. when there are two non-zero
population roots. Only the first two moments were considered in the planar case
while the first four moments were obtained in the linear case. The results of this
paper further facilitates the derivation of the general moments.

2. Preliminaries. The following lemmas will be used in the sequal for the deri-
vation of the mgf’s:

LemMma 1. Let S(p X p) be a positive defintte (pd) symmetric matriz, T(p X p),
a complex matrix whose real part is pd symmetric, and U(p X p), a symmetric
matriz, then

2%p(p*1)rp(b) ( 27ri)—%p(p+l)
(21) - frmso TP Fr (a1, -+ ,a03b1, -, b3 TS, U)dT
= (e, -+ ,a0;b1, -+, b,b;S,U), (James [3], Constantine [1]),

where the hypergeometric function of matrix argument is defined by James [3]
as

(22) qFT(aI)"'ya’q;bly"'ybr;S)T)
= Zloco=0 Zx (@)e - (aq)xCK(S)CK(T)[(bI)x cee (br)xox(lp)k!rl:

whereay, -+ ,aq,b1, -+ , b, are real or complex constants and the multivariate
coefficient (ay) is given by

(@) = IT2a (a — 3G — 1),
where (a); = a(a + 1) --- (@ + k — 1). The partition « of k is such that
k= (k17k2) ykp))(kl ; k2 = .- ; kp = 0)7k1+ +kp = k,andthe

zonal polynomials, C\(S), are expressible in terms of elementary symmetric func-
tions of the latent roots of S [3].
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Lemma 2. If S, T and U are as in Lemma 1, then
(23) (Tp(a))™ [ss0e "SISI* ™ F.(ay, -+ ,aq;b1, -+ ,b,; ST, U) dS
= q+1F1(a17 7aQ)a;b1) 7bT;T’U))

(James [3], Constantine [1]).
Lemma 3. If S(p X p) s pd, then

(24) 1F1(a, b;8) = Tp(b)[To(a)Tp(b — a)]™
5 eST TP T — TP g7 (James [3]).

LEemMA 4. Let Z be a complex symmetric matriz whose real part 4s pd, and let T be
an arbitrary complex symmetric matriz. Then

(2.5)  [ss0€ "2 |S|THPC(ST) dS
= ()kT(t)|Z|*C«(TZ™), (Constantine [1])
where R(t) > %(p — 1).
It is easy to see that Lemma 2 follows from Lemma 4. A lemma similar to

Lemma 4 has been used to prove Lemma 1 which can be referred to [1]. Also
note that oFo (S) = ¢S and

(2.6) Cull + A)/CI) = 25m0 200 aeaCa(A)/Co(T),
where a,, are constants (Constantine [2]).

3. Mgf of V' for MANOVA. Let X be a p X f» matrix variate (p < f») and
Y a p X fi matrix variate (p =< f1) and let the columns be all independently
normally distributed with covariance matrix X, E(X) = M and E(Y) = 0.
Let I, ---, I, be the characteristic roots of

XX — I(YY' + XX')| = 0,

and w1, -+, wp, those of [MM' — wX| = 0, then the joint density function of
li, -+, lpis given by Constantine [1] and by James [3] in the form
(3.1) €90(p, fi, f2) 111 (3; 35 3@ L)L — LpO—™

'H1>i(li —_ lj), 0 < l1 é cee é lp < 1,
whereL = X'(YY' + XX')7'X, @ = M's7M,» = f; + f2,
(3.2) Cp, fi, f2) = (7' To(3) /T3 To(3) T (30)},
and the determinants in (3.1) are expressed as products of the characteristic

roots of their respective matrices. In the context of (i),fo =1 — landfi= N — 1,
N being the pooled sample size of the samples from I populations. Here V' =

Ve = L. Now, by an application of Lemmas 1 and 2, we get
E(e™™) = 62O r, (41,) (25 PP g eSS
(3.3) Jrery>o € T[T [1,4 et 0+ST HQIL|L h2mp

I — L|}**7 gL 4T dS.
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Further, using Lemma 3 and integrating with respect to L,
(34) E(e"™) = ¢ 0T, (3)27 P [05(30) (2r) 7] [repso e TIT]
Sss0e "SSPV 1Fy (35 dv; It 4 STT3Q) dS dT.
Again, with the help of (2.6), Lemma 4 and a similar lemma, we get
(3.5) B(e™) = ¢ R0 30 Dm0 2 (3)r(3)manst"C(I)Cy(3Q)
[(39)(3f2)mk! Co(1)]7

4. Mgf of V' for canonical correlation. Let the columns of (Xi X,)" be »
independent normal (p + ¢)-variates, (p < ¢,p.+ ¢ = »,» + 1 = n, the sample
size) with zero means and covariance matrix

Zu 212
x =, .
219 Do

Let R = diag (7:), where r’, -+, 1y, are the characteristic roots of the equation
XXy (XX ) XXy — XX =0
and P* = diag (o, -+, pp’) are characteristic roots of the equation

|E1E2 E12 — p'Zu| = 0.
Then, the distribution of i, - -+ , 7, is given by Constantine [1], in the following
form [3]
(41) [1— PPC(p, fi, 1) oF1 (v, dv; 35 P RORPSTL — RO
i (r — 1) 1% dr?, 0< WSy <1,
where f, = ¢ and f; = v — ¢. Again, in this case VO = y® = 3Pl

Now using Lemma 1 once and Lemma 2 twice and integrating with respect
to R* with the help of Lemma 3 we get the mgf of V® = tr R®in the form

E(e"™) = 2720, (3)[L — PPNy (3) (200) P2
(4.2) Sraso @ TT 2 [0 2S0T7
Ssso€ "SSPV ) (35 dv; It + SiS,T'P?) dS, dS; dT.
Again, using (2.6), Lemma 4 and a similar lemma we have
(43) E(e"™) = I — P 200 20 2 23 (39)0)°
@t CUI)CH (P [(39)c(32) k! Co(D]
5. Remarks. Khatri [4] has obtained the non-central mgf of V® associated
with the test AZ; = s, N > 0, where X; and X, are the covariance matrices of

two p-variate normal populations. However, a factor (3»), has been omitted
in the expression for the mgf and hence the correct expression is given by

E””) = DA e 2D hco 2o )k (39) st "C(D)Co(T — (AA)T)
30k Co(D)] 7
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where A = diag ch 8,7, fy = n; — 1 and fy = ny — 1, where n; and n, are the
respective sizes of the samples from each of the two populations.

Further it should be pointed out that the moments of V'?’ obtained by Pillai
[10] for (i) and (ii) for p = 2 in the linear case and those by Khatri and Pillai
[5], [6], [7] for (i) for general linear and planar cases were verified to follow from
(3.5) and (4.3) to the extent a,., coefficients are available in Constantine [2]
and further tabulations carried out by us.
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