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SOME MULTIVARIATE ¢-DISTRIBUTIONS!
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Columbia University Electronics Research Laboratories

1. Introduction. It is our objective in this paper to consider various distribu-
tions which may be called ‘“‘generalized ¢-distributions”. Certain types of general-
ized t-distributions (and some of their applications) have been investigated in
[1]-[8]. We have derived, under various hypotheses, many different frequency
functions which could be called generalized ¢-distributions. However, if the
distribution functions are complicated, for example, if they are represented as an
infinite series of higher transcendental functions, then their practical usefulness is
limited. With this inmind we have restricted ourselves to reporting only those
situations where we have been able to obtain the density function in closed form.

Let X, X1, X, - -+, X, be Gaussian vectors of dimensions p, 71, iz, -+ , 1
respectively. Let & = x4/re, 1 £ k < p, where X = {1, --- , zp} and r, = | X3,
1=k = p,isthenormof X;. Then T' = {4, - - - , t,} will be called a generalized
p-dimensional t random vector. Of course, in general, X, X;, X,, - -+, X, will be
correlated. Many ‘‘generalized ¢ variates’” we have observed in the literature may
be subsumed under the above definition.

2. Multivariate ¢-distributions. In the following theorems we shall use the
standard notationT'(- ), B(-, ), K(:), E(-), D_,(+),1F1(-, - ), 2F1(+, -, -3 )
to denote, respectively, the gamma function, the beta function, the complete
elliptic integral of the first kind, the complete elliptic integral of the second kind,
the parabolic cylinder function, the confluent hypergeometric function, and the
hypergeometric function. If  is a square matrix, we shall write |Z| to indicate the
determinant of Z. Also, if ¥ = {y1, -+, yu} and Z = {21, -+, 2.} are n-di-
mensional random vectors with {yx , 2:}, 1 = k < n, independent and identically
distributed normal N (0, M), then we shall say {Y, Z} is of class N.(M).

Our main technique is simple. We write the density function of our ¢ random
vector as a multiple integral and apply our knowledge of special functions (see,
for example, [9]) to reduce the integrals to closed form. We shall merely sketch the
proofs. In particular, we shallhave anumber of occasions to consider various
special cases of the integral:

(2.1) J(a,b,¢c,n,m) = [y :x"y”‘e_%(“”b”z)e_“” dx dy.

The results we need are expressed in the following lemma.
LemMA. Let a and b be positive, ¢ a real number, and n a nonnegative integer.
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Let ¢ < ab. Then
(22) J(a,b,¢,n,n) = T(n 4+ 1)B(},n 4 1)(c + (ab)))™ "™
Py (n+ 13 n + 35 (e — (ab)h)/ (e + (ab)?)
(2.3) J(a, b, ¢,n,n) = 5(—=1)""(3""/9c") (arc cos ¢/ (ab)})?,
(2.4) J(a,b,0,n,n) = 2" (ab) T (n 4 1)).

Proor. If we make the change of variable x = w, y = ¢/u, and let m = n in
(2.1), then the integral with respect to v may be evaluated [10], page 114, leaving
(2.5) J(a, b, ¢c,n,m) = [§ " 'Ko(t(ab)?) di

where K(-) is the modified Bessel function of the second kind and order zero. A
reference to [9], page 50, reduces (2.5) to (2.2), and a reference to [10], page 115,
reduces (2.5) to (2.3). We obtain (2.4) directly from (2.1) by letting ¢ = 0 and
m = n.

Our first theorem concerns bivariate -distributions.

TueoreM 1. Let X = {x1, z2} benormal N(0,Z) andlet {Y, Z} be of class N (M)
where X 1is independent of {Y, Z}. Let U = {u, us} where vy = z:1/|Y|, and
Uy = CEQ/!ZL

(1) If 21 and x» are independent, then the density function of U 1s

(2.6) h(U) = [B(3n,3) (aB [Z)) (a8 M oFy (3(n + 1), 3(n 4 1), 3n;1%).
(i1) If Y and Z are independent, then the density function of U s

(27) h(U) = nB(n + 1, 1)[B(n, tn)x2" " 2 |M [

(v + (@8))™™ P (n 4+ 1,4, 320 +3);5 (v — (a8))/(y + (a8))).

(1) If in (1) we let n = 2, then

(2.8) MU) = 2 2] |M](a8)”(1 — \)T2E(N) — (1 = W)EM)].
(iv) If in (ii) we let n = 2, then

(2.9) W(U) = —[4r 2} [M]]7(°/07") (are cos v/ (aB)*)".

In the above formulas

2 2
a = ¢uy + wn, B = Uy + W,

v = ¢droUilUs, \ o= w%z/ of
where M~ = lwijll1<i,i<2 and > = l$iil1<s.ize -
Proor. We may write
(2.10) RU) = [7 7 rsg(r, $)f(rus , sus) drds

where f(-, -) is the Gaussian density function and ¢( -, -) is the Rayleigh density
funetion [10], page 34. If we expand the Bessel function that appearsin g(-, +),
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then (2.10) reduces to
(2.11) R(U) = 2" 'T(3n)[2] M)
2 im0 B TG 4 )7 (Bwi)™J (e, 8, v, n + 2k, n + 2K).

Now (2.4) reduces (2.11) to (2.6), and (2.2) reduces (2.11) to (2.7). The

identity
1 (3,3, 158) = 2(x(1 = N))TREQN) — (1 — N)K(\)]

reduces (2.6) to (2.8) and (2.3) reduces (2.11) to (2.9).

For the density functions of (2.6) and (2.7) we may compute the moments

&u"us" (where p and ¢ are nonnegative integers less than n) in terms of the hyper-
geometric funetion.

TarEoREM 2. Let X = {x;, --- , x,} be normal N(A, Z) and let Y be an n-di-
mensional vector normal N (B, mI) where I is the n X n identity matriz. Let X and
Y be independent. Let T = {t,, - - - , tp} wheret, = z/|Y],1 < k < p.

(i) If |Y]* is central chi-square, then the density function of T is

(2.12) A(T) = 20"([0(n + p)/TGu)]2Pa? [2f(T'DT + w)! ™)
1 ARAEIOIEITEOD_ oy (—T'RA/(T'BT + w)?).
(ii) If X has mean zero, then the density function of T is
(213)  A(T) = w"[T(3n + 3p)/TGn) | [ZF (0T 4 w) "]
e (B(n + p), dn; b0Y/2(TST + w)).
(iii) If A and B are both zero, then
(2.14)  A(T) = w"[(3n + 3p)/T ()]l [SH(T'ST + w) ™[,

In the above formulas w = m_l, b = E_I, and b = |B|.
Proor. We may write

R(T) = [3r°f(rT)g(r) dr
where f(-) is Gaussian and ¢( - ) is noncentral chi. Expanding the Bessel function

in g(-), as in Theorem 1, we are led to an infinite series of integrals of the form
fOOO rn+p+2k—le—%r2 (1'% T+w)er(T"§A) dr.

But this integral is essentially a parabolic cylinder function [9], page 119. Thus
h(T) becomes an infinite series of parabolic cylinder functions. In (i) we have
B = 0, which immediately reduces the infinite series to (2.12); and the fact that
A = 0and

D_5,(0) = [I'(»)/T(20)]2""

reduces the infinite series to (2.13). Equation (2.14) is a special case of (2.13)
(with B = 0) or a special case of (2.12) (with 4 = 0).
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3. Ratios of Gaussian variates. The results of the previous section suggest
the following theorems, analogous to Theorems 1 and 2 respectively.
THEOREM 3. Let X = {21, %2 , ¥ , x4} be normal N(0,2). Let

z = x/2 and { = xs/x4.
Then the joint frequency function p(z, §) of z and § s
(3.1) p(z, §) = (22 [2PT7(8%/a¢") (Arc sin ¢/ (ab)")’
where
a = ¢u?’ + 2012 + b,
b = ¢ssi” + 200 + du,
¢ = ¢u52f + P2 + Pl + b,
and 27 = [billigiiza-
(The fact that ¢® < ab is easily verified.)
In the spirit of Theorem 2 we may compute a multivariate density function

involving correlated Gaussian variates. The techniques used above readily yield

the following theorem.
THEQREM 4. Let X = {@1, -+, %y} be a p-dimensional Gaussian vector and let

(X, y} be normal N(A, Z). Then the joint frequency function ¥(Z) of

7 = {z1, -2} wherez, = a/y, 1 £ k = p,is given by
v(Z) = (27) T (p + l)lq,lke—%A'we(A@v)mV@v
(3:2) (V'BV)HTD_piy (— ARV /(V'EV))

+ D_piny(A'2V/(V'2V)H)]
where V.= {Z,1} and® = = If A = 0, then
(33) W(Z) = TGp + Def(xV'ar) =@,
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