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DISTRIBUTION OF DISCRIMINANT FUNCTION WHEN COVARIANCE
MATRICES ARE PROPORTIONAL!

By CuIEN-Par HAN

Towa State University

1. Introduction. Suppose Xpx1 is an observation to be classified into one of
two populations m and 7» . The individual is assigned to m if the likelihood ratio
A = p1(X) /p2X) > k and to m if A < k& where k is a constant and p,(X) is pro-
portional to the probability of X if the individual came from = for ¢ = 1, 2. We as-
sume that the two populations are multivariate normal with mean vectors w and
w2, covariance matrices = and ¢°E (¢* > 1) respectively: Hence the covariance
matrix of the second population is a constant multiplier of the covariance matrix
of the first population. In this paper we shall let £ and o® be known but w; and .
may:be known or unknown. Bartlett and Please (1963) considered a special form of
=. They have derived the discriminant function when = = (1— p)I + pZZ" and the
mean difference is zero, where I is the identity matrix and Z is a p X 1 vector with
elements unity. The author (1968) extended this case and derived the discrimi-
nant function when the mean difference is not zero. When the covariance matrix is
the same in both populations but is general and unknown Okamoto (1963) has
given the asymptotic expansion for the distribution for the case w1 # we and
w1, w2 unknown. He (1961) has also worked on the case of common mean vectors
and different covariance matrices. The asymptotic expansion of the first approxi-
mation to the quadratic diseriminant function is given up to the linear term. This
paper will derive the distribution of the discriminant function for a general =
which will lead to give the distribution of the discriminant function of the special
case of Bartlett and Please.

Using the likelihood procedure, we obtain the discriminant function

L) U=EF-w)E'@X-—w -0 @—w)Z"& - w)

Section 2 gives the distribution of U when w: and u, are known. It is shown that
U has a non-central chi-square distribution when w1 # ue and a central chi-square
distribution when w; = u.. Section 3 derives an asymptotic expansion for the
distribution of U when y; and y; are unknown. The expansion is obtained by the
“studentization’’ method of Hartley (1938) and of Welch (1947) which was used
by many authors (e.g. Ito (1956), (1960), Okamoto (1963) and Siotani (1956))
for other multivariate problems.

2. Distribution of U when y; and u, are known. When u; and y, are known,
we may, without loss of generality, let 1 = 0 and w2 = 8. Then U becomes

(2.1) U=Xz2X-0¢’X—-3)="X —5).
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With some algebra, U can be written, apart from a constant, as
(2.2) U= X4+ b)=2"X 4+ o5)

where @ = (6> — 1)7". The distribution of U in this form is easily found. If X
comes from =1 , X has a N (0, =) distribution. Hence U is distributed as x, *(¢*D?)
where x, > denotes a non-central chi-square distribution with p degrees of freedom;
D? = §'=7% is the Mahalanobis squared distance and «’D® is the non-centrality
parameter. If X comes from m;, X has a N (3, ¢’%) distribution, therefore U is
distributed as o’x, * (@°o’D?). A special form of X is that the p variates have
common variances and common covariances, i.e. £ = (1 — p)I 4 pZZ’. Forthis
case the discriminant function was derived by the author (1968); it depends on
the size and the shape components of Penrose (1946-1947) and on the component
of sum of squares of the variates. Its distribution, when X comes from m; , is then
a non-central chi-square distribution with p degrees of freedom and non-centrality
parameter o’[(1 — p) ' 28" — p(1 — )71 + (@ — 1)p) (D, 8:)"], where
8; is the 7th component in . When X comes from s , it has a o’x, ~ distribution
wﬁ% non;centrality parametera’a’[(1 —p) " D 8 —p(1 —p) A+ (p—1)p)"
(24 84)]

When the mean difference is zero, we have 8 = 0. Then the non-central chi-
square distribution becomes a central chi-square distribution. In the special
case, ¥ = (1 — p)I + pZZ', the discriminant function which was considered by
Bartlett and Please (1963) has a x,’ distribution when X comes from =; and a
o’x, distribution when X comes from ;.

3. Distribution of U when u; and u, are unknown. When y; and u, are un-
known, they have to be estimated from the sample. Suppose a sample of size
n; is taken from m; for ¢ = 1, 2. The maximum likelihood estimator of w; is

X.,1 = 1, 2. Substituting the estimators in (1.1), we have
31 U=E-X)"'"X-X)-"X-X)T'X - X).

It can be shown that U is invariant under any linear transformation. Hence,
without loss of generality, we shall derive the distribution of U by letting
w = 0, y2 = wo and = = I, where the vector u, has the first element nonzero
and the rest all zero, i.e. wo = (D 0 0---0)"; D* denotes the Mahalanobis
squared distance. In order to find the distribution of U, we write U in another
form, with £ = I, apart from a constant,

32 U=[X-%-aX—-%))X—-%—a@ — X))
- a(a + 1)()—(1 - Xz)’(xl - )—(2)

where a = (@* — 1)

The cumulative distribution function (edf) of U given that X comes from =;is
denoted by Fi(u) = Pr (U £ u/m;) for 2 = 1, 2. Let us first derive the cdf of U
when X comes from ;. The characteristic function (cf) of U is o(t) = E(e"*Y /).
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From a well-known property of conditional probability, we have
(3.3) o(t) = ERTY(EE" /Xy, Ko s mill,

where the expectation in the curled bracket is the conditional cf given X; and X; .
Let us denote it by ¢ X1, X;). ¢y X1, Xz) is found to be

34) ¢v&i,X,) = exp {—dta(a+ 1)Q + @it/ (1 — 2it))v'v — Lplog (1 — 2t)}
where
Q=& -%)& —X)
and
v=—(a+ X + oX;.

Since the function ¢ is analytic about the point (X; , X;) = (0, wo), expanding
¢ into a Taylor’s series, we have

(3.5) v&i, %) = exp [D_ - #1:(8/0ws)
+ 20 @ — wvor) (9/0uei) w1, w2)lo

where &1 , $2: , tii, v2s and wo; are components of the vectors X1, Xz, w1, w2 and
wo respectively; and |o denotes that the expression is evaluated at the point
(0, wo). Hence the cf of U is

(3.6) o(t) = BX%fy Xy, Xo))
= @)‘,’(vl ) 112)|0 )
where O is the differential operator
(37) O = EXXi{exp [D 0 £4(9/0pn) + 2tm (T2 — w0i)3/0u2d}.

Using the moment generating function of X; and X, and noting that X; and X, are
independent N (0, 71 1) and N (w0, ¢ n2'l) respectively, we have

0 = exp ((1/2m1) 2.7~ 8*/0pl:) exp ((6°/2n2) D=1 8°/0u3:)
which can be expanded into
® = 14+ (1/2m) X (8%/8ul) + (°/2m) 20 (8%/0ui)
(3.8) + (1/8n") 200 25 (0%/owiaduts) + o'/8ng 20 2o (8°/0uidus)
+ (@/4nms) 20 225 (8'/0uidu;) + Os,

where O; stands for the terms of the third order with respect to (ni ', ns ).
Now it remains to find the individual terms in (3.6). Following Okamoto
(1963), we obtain, with § = —1t,

¢(t) = {14616, D) +b2(6, D) + 3[bx (6, D)I* + (b6, D)I"
(3.9) -+ b1(0, D)bz(@, D) =+ 611(0, D) + 622(0, .D) + 612(0, D)
+ 03}31/(0790))
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where (8, D) = ny {a(0) + (a:(0)/(1 — 2it)) + (as(8)/ (1 — 2it)*)},
b2(8, D) = oo {ar(8) + (au(0)/(1 — 2it)) + (as(8)/(A — 2it)*)},
en(®, D) = n " {4[—c1(0) + (& (6)/ (1 — 2it)))[pea (6)
(3.10) + (s (0)/ (1 — 2it))] + [pea(6) + (es(6)/ (1 — 2it))]},
(0, D) = o'ny " {4 (9) + (ca(6)/ (1 — 2it))lpea (8)
+ (s(8)/ (1 — 2at))] + [pea(6) + (es(8)/ (1 — 2it))]},
(6, D) = o'ny my {8[—e1(8) + (e (0)/ (1 — 2it))][cx (6)
+ (cs(0)/ (1 — 2it))][—c2(0) + (c2(6)/(1 — 2t))]
+ 2p (=) + (@0)/Q — 2it)))%,
and a1 (8) = pa(e + 1)0 + 2°(« + 1)*D,
@(0) = —p(a + 1)’0 — 4a°(a + 1)’D%,
a;(0) = 2o (a + 1)*D%",
a(0) = —pa’d — 4a’ (a + 1)D’,
(3.11) as(0) = 2a'D°0’,
a1(8) = ala + 1)D0 = ¢ (9),
e(0) = a(a + 1),
cs(8) = —p(a + 1)%,
cs(0) = —a’D,
cs(0) = —pa’d.

We put ¢:(d) and ¢’ (d) inhere for the convenience of the derivation of Fy(u)
later. It is noticed that the principal term is the characteristic function of a non-
central chi-square variate plus a constant.

To find the edf F1(u), we have to invert the characteristic function. The tech-
nique to invert a cf of the form (—4t)"¢ (¢) is well known (see Wallace (1958), p.
638) and was used by Ito (1960) for a similar problem. If F (z) is the edf of a
statistic and ¢ (t) is its cf, then the cdf corresponding to (—it)'e(t) is F© (2)
where F (z) is the rth derivative of F (z). Now let G,(z) be the cdf of a non-
central chi-square variate with cf ¥ (0,u0), where p denotes the degrees of free-
dom, then the edf of U given that X comes from m; is

(3.12) Fi(u) = wi(d, D)Gp(u) + wa(d, D)Gpi2(u) + ws(d, D)Gpsa(u)
+ wi(d, D)Gpys () + ws(d, D)Gpis(u)
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where d stands for the differential operator d/du and

wi(d, D) =1+ (" + ("/m)a@d) + o’ + (@'/ns)
+ (26" /nms))[ax ()]
+ " + (@*/n")){4pla (@) e (d) + ple(d)])
+ (@ /mm2){2e: (D)) + 8ler ()] e2(d)},

wy(d, D) = nax(d) + (0*/n2)as(d) + i *{ar(d)ax(d)
— 8er(d)er’ (d)ex (@) + 4lar(d)es(d) + 2pex(d)es(d))
+ (0*/n2"){a1(d)as(d) + 8per(d)es (d)es(d) + 4ler(d)es (d)
+ 26 ()es (@)} + (/) {an(d)ax(@d) + ar(d)as(d)
+ Scr(d)e(d)es(d) — des(d)es(d)— 8l (d)]ex(d)

(3.13) — 8lex(d)ez ()},

ws(d, D) = m "as(d) + (@°/m2)as(@) + na {32 (d)] + a1 (d)as(d)
+ 4ple) () (a(d)) — Ber(d)er’ (d)es (@) + [ea (D]}
+ (0*/n:){3as (@) + ar(d)as(d) + 4pea(d)les(d)]
+ Ser(d)es(@)es(d) + [es(@} + (0"/nma){ar(d)as (d)
+ ax(d)as(@) + ar(d)as(d) + 8ler(d)e2(d) + 2[cz(d)]”
— 8c1(d)ea(d)ea(d) — 8e(d)ee(d)ea(d)},

wi(d, D) = mi*{aa(d)as (d) + 4[er’ (@)Fes (@)} + (o°/ma*){as(d)as(d)
+ 4fes(@)fes (@)} + (@ /mme){as(d)as(d) + a2(d)as(d)
+ 8ci(d)ea(d)es(d)},

ws(d, D) = e (@) + (0*/20)[as (@) + (o°/mme)as(d)as ().

Now we shall find the cdf F2(u) of U when X comes from ;. A similar pro-
cedure is used. The conditional cf ¢ (X1, X;) becomes

v(&i, Xo) = exp [—ita(a + 1)Q + (its’/ (1 — 2ito”) )n'n — 3p log (1 — 2its”)]
where

Q=& —-%)&—-X),

n =0 Tuw — (e¢+ 1)X: + oXy

Again expanding ¢ (X, Xz) in a Taylor’s series about (0, wo) and following the
same procedure as before, we obtain the ef of U

¢(t) = {1+ Bi(6,D) + B:(6, D) + ¥[B:(6, D)I" + 4 [B:(6, D)I’
(3.14) + By(8,D)B;(8,D) + Cuu(6,D) 4+ C22(6, D) 4 Cr2(8, D) + Os}
"l/(of UO):
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where
Bi(6, D) = ni {A1(0) + (42(8)/ (1 — 2its”)) + (42(6)/ (1 — 2ita")")},
By(6, D) = o”ny H{A:1(0) + (A:(0)/ (1 — 2its™)) + (A5(0)/(1 — 2ita?)?}),
Cu (0, D) = n {4[—C1(0) + (C' (0)/ (1 — 2ite®))]"
[pC2(0) + (C:(8)/ (1 — 24i6))]
+ [pC2(8) + (Cs(0)/ (1 — 2it8))]*},
(3.15) Ca(6, D) = o ny *{4[C1(8) + (C.(6)/ (1 — 2its™))]
‘[pC2(0) + (Cs(8)/ (1 — 24t6))]
+ [pC2(0) + (Cs(6)/ (1 — 2at8))I},
Ci(0, D) = o m g {8[—C1(8) + (Cv (9)/ (1 — 2ita®))]
[C1(0) + (Cu(0)/ (1 — 2ita®))]
([=Ca(0) + (C2(0)/ (1 — 24¢))]
+ 2p[—C2(0) + (C2(6)/ (1 — 2ita™))]*},
and
A1(0) = pa(a + 1)0 + 20’ (a + 1)°D,
A42(0) = — (o + 1)p0 — 4a(a + 1)°D¢,
4506) = 2(a + 1)'D¢,
As(0) = —pa’® — 4o’ (o + 1)°D’,
A5(0) = 2a* (o + 1)’D6,
(3.16) C1(0) = a(a + 1)DY,
Cy'(6) = (a + 1)"Ds,
C:(0) = a(a + 1)0,
Cs(0) = —p(a + 1),
Ci(0) = —a(a + 1)D0,
Cs(0) = —p(a+ 1)%.

The principal term is the cf of a constant multiplier of a non-central chi-square
variate plus a constant.

Since (3.14) has the same form as that of (3.9), we obtain the cdf of U given
that X comes from m; by the same computation. Hence F;(u) has a similar form
as Fy(u) given in (3.12) with appropriate substitutions of the functions of A’s
and C’s for the functions of a’s and ¢’s respectively.
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