The Annals of Mathematical Statistics
1969, Vol. 40, No. 3, 836-843

ON THE EXACT DISTRIBUTIONS OF VOTAW’S CRITERIA FOR
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1. Introduction. Let x;;, for ¢ = 1, 2, 3, - -+, n, be n independent observa-
tions on p + q stochastic variables X;, wherej = 1,2, 3, ---, (p 4+ ¢), which
are distributed normally. Also, let

L1) & =n" Xz, sy =00 2l @i — &) (@i — ).
Also, let 8 = ((si#)) be the sum of products (SP) matrix for X’s and
Sua =7 251 8ii, Saw = 2(p" — p)7 2hor=a Sii
12) Sw=¢ ZZiaSy,  Sw =2 — )7 XEFepn Sir,
Sw = (pg) ™ 281 2041 Sy -
To test the hypothesis H that the covariance matrix is of the bipolar form

(1.3) E:/ g:]

where 2, is a p X p matrix with diagonal elements equal to c.. and other ele-
ments t0 g40r, Z2 is a p X ¢ matrix with all elements equal to os and 25 is a
q X q matrix with diagonal elements o3 and other elements o3, the likelihood
ratio statistic can be defined by

(14) L= 8/{[(Se + ® — 1)8ar)(Sw + (@ — 1)Sw) — pgSas’}
* (Saa - Baa’ )p_l (Sbb - Sbb' )q—l]
Votaw (1948) used Wilks’ (1934) moment generating operator and derived
the expected value E (L‘| H) when the hypothesis H was true. By orthogonal
transformation and by integrating over the range of different variates Roy (1951)

proved that the expected value E (L'| H) i.e. the tth moment can be expressed
in the form

EWL|H) ={(p-1)""(¢- 1)}

. [ T3¢ — D — DM@ — D@ — 1)} ]
T{®@ — )¢+ 3m— 1)T{(g— )¢+ 3m— 1))

PETT 4 30— 3) — TG — 3) — T

It

(1.5)

and obtained the distribution of L in the form of an infinite series. Later on,
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VOTAW’S CRITERIA 837

Roy (1951) further modified his series to get a better approximation of the
distribution by taking a few terms.

A number of such criteria for testing different hypotheses were defined earlier
by Wilks (1932). Box (1949) gave a general distribution theory for these criteria
by which their distributions could be obtained in series. Anderson (1958) has
given a nice exposition of these criteria and their use. Recently, Consul (1967)
applied the method of asymptotic expansions to obtain another series approxima-
tion for the distribution of L.

Consul (1966), (1967) has also given another method based upon operational
calculus to obtain the exact distributions of all such criteria. In this paper we use
that method on the expression of moments (1.5) to obtain the exact and cumula-
tive distribution functions of the criteria L for a number of values of p and ¢
given by

i p
(iv) p

2. Notations and some known results. We use the following symbols in the
sense as indicated below:

i) (@o=1, (an
@)n

(@i =@+ 1)@+2) - @+n—1I".
(i) Erdelyi and others ([9], page 102, (22)) have given the formula
2.1) (d"/de")[2"'F (a,b;c;2) = (c — 1)z "F (a,b; ¢ — n;2)].

(iii) Consul ([3], page 533-558, (5.1) and (4.1) has obtained the inverse
Mellin transform

@)~ [Fiea™T (ps + a)T (gs + b)/{T (ps + a +m)T (gs + b + n)} ds
= p (1 — )T @ + DT XS () (=2
(2.2) Fn,1 —b+qla+r)/p;n+1;1— 2, forp # gq.
— 71 — 2?) 2T (m + n)}
-2F1(n,a—b+m;m+n;1—x””), forp = q.

g=2 i)p=¢g=3 ()p=3 ¢g=2
5 ¢=2 and v) p=35 ¢qg=3.

a, and

a(a+1)a+2):-- (a+n—1).

I

Also

(iv) Consul ([6], (4.1)) has proved another inverse Mellin transform
@ri) " [Fiea™T (ps + a)T'(ps + b)T(gs + c¢)
AT (ps + a + m)T'(ps + b + n)T'(gs + ¢ + 7 ds
@3) =2 = JPYTEr )] X5 ()ila + m = b);
AT+ n +§ 4+ D)7 = )T X (V) (1)
F(,1—a+pe+i)gm+n+j+1;—27"q — ).
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When p = ¢ = 1, the above can be simplified and reduced into
(2ri)” [¥iaa™T(s + a)T'(s + b)T'(s + ¢)
T+ a+mI'(s+ b+ )+ c+r)tds
(24) =271 — )" + n 4+ 1)) i )il + m — b);
rem 4+ n + )7 (1 — o)
Fe—a+r,mm+n+r+7; —a 10— z)).

3. Exact distributions of the criterion L. As the moments determine a dis-
tribution uniquely for likelihood criteria, we apply Mellin’s inversion theorem
on the {th moment, given by the expression (1.5) of the criterion L for testing
the hypothesis H so that the exact probability density function f(L) is given by
f(L) = T(r)- @r)™ L2077 — 1" (@ — DTV

EUT{E A+ 30— 3) — §r)
AT{( — )¢ + ¥ — DNT{(@ — D + 3@ — 1T @

where
(30.1) T) = T{il — )0 — DIT{E(@ — 1)(n — 1)}
JIET T3 — 3) — 417

By setting the transformation ¢ + $(n — 1) = s and on further simplification
the exact density function becomes

(3.02) (L) = K@m)-L® @ri)™ [F2 L@ — 1) (¢ — 1)}
JI257° 0 (s — 1 — 3n){T{ (@ — 1)s}T{ (g — 1)s}} 7 ds

where

(3.0.3) K@) = Tm)/{(p — 1)" (¢ — 1)},

As the expression for the distribution f(L) splits up into a factor K (n), de-
pending upon 7, and an integral, which is independent of 7, the above representa-
tion of the exact density function as an inverse Mellin transform is quite interest-
ing. We use it to obtain the exact probability distributions f(L) for some specific

values of p and g.
3.1 Ezact distributions of L for p = ¢ = 2. On putting the values of p and g in

(3.0.2) and (3.0.3) and on simplification it gives
F(@L) = Ka(n)- L™ @ri) ™" [ LT (s — 1)T(s — )T (s)} " ds
where
Ki(n) = [M{3( — DIF/[T{E (0 — 3)IT{5(n — 4)}].
Evaluating the integral in f(L) by the use of formula (2.2) and on further
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simplification we obtain the exact distribution f(L) as
@B.11)  f(L) = {Ki@m)/TE)-L" (A — LYF (1,154 ;1 — L)
for 0L =1

To obtain the probability that 0 < L < z(=1), for different values of n, we
can integrate (L) with respect to L between the limits 0 to « and the integral
will represent the cumulative distribution function Pr (L = z). Since the integral
is not directly available, we first change F (1, 1; §; 1 — L) in (3.1.1) to
L'F (2, 2;3; 1 — L), then integrate (3.1.1) by parts, treating L™ as second
function and the rest expression as first function, and use the formula (2.1).
Thus, on rearrangement and simplification, the cumulative distribution function
becomes

(3.1.2) Pr(L=z)=LGn—223) +2Ki@){(n—3)rE)”"

21— 2)F G 8581 - )
where the incomplete beta function I, (a, b) = B~ (a, b) [§ (1 — )" dt has
been tabulated by Pearson (1932).

3.2 Ezact distributions of L for p = q = 3. By simplifying (3.0.2) and (3.0.3)

for the particular values of p and ¢ and by using Legendre’s duplication formula,
the expression f(L) is found to be

fL) = Ka(n)- L @)™ [HiG LT (2s — 3)T'(2s — 5){T'(2s)I'(2s)} " ds
where
(3.2.1) K:(n) = {T(n — 1)}*/{(n — 4)T'(n — 6)}.

By using the formula (2.2) to evaluate the above integral and by simplifying it,
we obtain the exact probability distribution f(L) as

(3.2.2) F(L) = {Ka(n)/THEL" (1 — LH)'F (5, 5;8; 1 — L)
for 0L 1.

By considering L as second function and the remaining expression as first
funection to integrate (3.2.2) from 0 to z by parts, with the help of result (2.1),
and by repeating this process three times the cumulative distribution function
becomes

Pr(L £2)=ILiln—6,5)+ {K®)/7}-2"[(n — 4)™
(3.2.3) @ = 2)F G, 58,1 — )
+ 7{(n — 4)} 7 — 2)F (5, 5,751 — 2t
+ 76{(n — 4)s) (1 — &)*F (5, 5;6; 1 — 2P)]

where I: (n — 6, 5) is the incomplete beta function as tabulated by Pearson.
3.3 Exact distribution of L for p = 3, ¢ = 2. Under the given values of p and g,
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the expressions (3.0.2) and (3.0.3) can be simplified by the use of Legendre’s
duplication formula. Thus the exact density function f(L) is obtained as

f(L) = Ks(n)- L. (2m)™ [HIS LT (2s — 3)T'(s — 2){T(2s)I'(s)} " ds
where

331) Ki(n) = [T(n — 1)T{3(n — 1)}/T(n — HT{F(» — 5)}].

On evaluating the integral in f(L) with the help of formula (2.2) and on
further simplification, the exact distribution f(L) is given by

(3.3.2) f(L) = Ks(n)-2°L (1 — L)
D V(=I)F@2, 3+ 4331 — L) for 0L <L

Now, by integrating f (L) in g3.3.2) by parts, taking (1 — L)’F (2, § + %r; 3;
1 — L) as first function and L***~® as second function and using the formula
(2.1), between the limits 0 to  we obtain the cumulative distribution function
Pr (L < z) as
(333) Pr(L =z)=LGEMm — 5),2) + 27°Ks(n)

21— 2) e () 1 — 47 (=2 VF (23 + 413351 — 2)

where I, (3 (n — 5), 2) is the incomplete beta function tabulated by Pearson.

3.4 Ezxact distribution of L for p = 5, ¢ = 2. By substituting the values of p

and ¢ in the expressions (3.0.2) and (3.0.3), and by using Legendre’s duplication
formula, the exact density function f (L) can be put, on simplification, in the form

F(L) = Ks@m)-L¥ ™ 2mi) " [ LT (s — 1)T'(2s — 4)T'(2s — 6)

AT (s)T (28)T (25 + $)} ™ ds
where
(34.1) Kim) = 27"t — 3)T(2n — 2)/{T(n — 5)I'(n — 7)}.

Now, by using Consul’s inverse Mellin transform (2.3) to evaluate the integral
in f(L) and by simplification, the exact probability distribution function of L
becomes

(34.2) f(L) = Ki(n) L™ 37 (4);(43){j! T (114 4+ )7
(1 — LHY™F (5,108 4+ 55113 +7;1 — L})  for 0 <L < 1.

To obtain the cumulative distribution function Pr (L = z) we integrate
(3.4.2) by parts from 0 to z with the help of formula (2.1). On successive inte-
gration, rearrangement and simplification Pr (L = z) is found to be
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Pr(L=z) =Isn—7,6%) + {2(n — 3)"Ki(n)/T (103)}

2 (11 — r)af (e — 5),} 7
(34.3) T — R 6, 63 113 — 1 1 — )
+ 20 (4);(43){51T (114 + )T
2= YU (5,105 + 55113 + 53 1 - oY),
3.5 Exact distribution of L for p = 5, ¢ = 3. The relations (3.0.2) and (3.0.3)

for the particular values of p and ¢, can be simplified by the use of Legendre’s
duplication formula and thus the probability density function f(L) is given by

F@L) = Ks(n)-L¥® (2ri) ™ [SH2 LT (25 — 3)T'(2s — 5)I'(2s — 7)
AT (28)T (28)T (2s + £)} ds

where
3.5.1) Ks(n) = {I'(n — L)}'T(n — $)/{T(n — 4)T'(n — 6)T'(n — 8)}.

By evaluating the integral in the above expression with the help of the par-
ticular case of Consul’s inverse Mellin transform (2.4), the exact distribution

function of L becomes
(3.52) f(L) = Ks(m)-3L"™ 3500 (3);(33)il51T (153 + )
(1 — LY (7,5;158 +4; —L1 — LY))  for 0L < 1.

To determine the probability of 0 = L < z(=1), for different values of n, the
exact distribution function f(L) in (3.5.2) can be integrated by parts from 0 to
with the help of (2.1). This is achieved by first transforming F (7, 5; 153 + j;
—L7Y1 — LY) to F (7, 103 + j; 153 + j; 1 — L), then integrating 5 times and
then changing the infinite series into another hypergeometric function and inte-
grating again. Thus the cumulative distribution function Pr (L < =) is found

to be
Pr(L £ z)=Iin — 8,73) 4+ Ks(n)-{T'(10§) (n — 6)s} "
2o (113 — plpaf (0 — 4)5}™
(3.5.3) TP () YRR (7 7L 11 — p; 1 — 2b)
+ Ks(n) Xpm [ (0 — 6),}72*77)
- im0 (3);BE)IIT (153 + )7 (163 +J — Py
(1 — &)TTPF (7,105 + ;165 + 5 — p; 1 — 2').
The method of obtaining the distributions is very general and can be similarly
extended to obtain the exact distributions of the criteria for other values of p

and g. Of course, the form of the distributions become more and more compli-
cated with the increase in the values of p and g.
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4. Appendix. By using a number of relations between the hypergeometric
functions (Consul, (1966)) the exact distribution functions f(L) can be trans-
formed by a complicated process into elementary functions. Their forms are given

below for a few cases:
(1) Whenp = ¢ = 2

(4.1) f(L) = 4K (n) -7 L[l — L)} — L}sin™ (1 — L)Y
for 0ZSL=1
and
(4.2) Pr(L=a)=LGn—23%)+ 8 (n — 3)'Ki(n)
2 — 2) — 2tsin Tt (1 — o)
(ii) Whenp = ¢ = 3 ’
4.3) f(L) = {K:(n)/ @)} -3L" 1 — 16L} — 108L + SOL?
+ 43L* — (36L + 48[} + 6L°)InL] for 0 < L =<1
and
Pr (L = z)
= (4)7K:(n)
(4.4) 2 — 6) — 162}/ (n — 5) — 36(3n — 14)x/(n — 4)°
+ 16(5n — 9)at/(n — 3)* + 43n — 74)2°/ (n — 2)*
— {36x/(n — 4) + 48/ (n — 3) + 62°/(n — 2)} Inal;
(iii) Whenp = 3,¢ = 2
(4.5) f(L) = 3Ks(n)- L "3 — 2L' + L+ 3L — LIn I]
for 0ZLZ1
and
46) Pr(L=2)=K®)z" (80 —5)}" — 2%/ (n — 4)
+ (n— z/(n — 3+ 22Y/3(n —2) —zInz(n — 3)}1.

Norte. The values of Ki(n), Ks(n) and K;(n), in the above expressions are
given by (3.1.1), (3.2.1) and (3.3.1) respectively.
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