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RECURSIVE ESTIMATION OF A SUBSET OF
REGRESSION COEFFICIENTS!

By RicHARD H. JONES
University of Hawaii
1. Summary. Equations are derived for updating estimates of a subset of the
regression coefficients in a linear model when more data become available. It is
assumed that estimates of the remaining coefficients in the model are of no interest.
A simple, but non-trivial special case is the centering of the regression equation by
removing an unknown constant.

2. Introduction. In regression analysis, often estimates of only a few of the
regression coefficients in the model are of interest. In this case the regression
equation can be written

6)) y=XpB+Zy+e¢

where y is an (n x 1) vector of observations on the dependent variable, X is an
(n x p) matrix of known constants, f§ is a (p x 1) vector of regression coefficients,
Z is an (n x ¢) matrix of known constants, y is a (¢ x 1) vector of regression coeffi-
cients for which estimates are not needed, and ¢ is an (n x 1) vector of uncorrelated
errors with mean zero and constant variance. It is assumed that the [n x (p+9)]
matrix [X: Z] is of rank p+gq. It is well known that the estimate of § can be written

®) b=[X-X)X-]"'X-X)(y-9) where
3) X=2(22)"'72'x
P=2(2'2)"'Z'y.

It is also well known (see, for instance, Bartlett (1951)) that in the standard
regression model

4 y=Xp+e¢
where y is (n x 1), the estimate
) b,=%,X'y

where T, = (X'X)~! can be updated when a new observation becomes available.
Let y,.; be the new observation corresponding to a new row of the X matrix, x’,
then

(6) bn+1 = bn+znx(yn+l _x’bn)/d
where d = 1 +x'%, x.
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The updated (X'X)~! matrix is
N Yor1=2,— 2, xx'Z,/d
and the residual sum of squares can also be updated (Duncan and Jones, (1966)).
®) (€'e)ps1 = (')t (Vs 1 —X'b,)?/d.

3. Recursive subset estimation. It is not difficult to combine these two estimation
techniques. (2) can be written

9 b,=%,G, where
(10) 5, = X[I-2(Z'2)" 2] X
G, = X[I-2(Z'2)"'Z']y.

Let x’ be the new row of the X matrix, z’ be the new row of the Z matrix, and let

(11) M, = X'Z(Z'Z)_IZ’X. Then
(12) M,,,= (X'Z+xz’)(Z’Z—Fzz’)‘1(Z’X+zx’). Using
_ _ (Z’Z)_lzz’(Z'Z)‘1 .

13 Z'Z N1=(2'2)" - s
(13) (Z2'Z+zz2") (Z2'2) 1+2Z2) 'z gives

, (x=%)(x—%)
(14) M"+1 = Mn+xx —m where
(15) 2=X'2(272) 'z Since
(16) z;r—n--{-11-|-1\4n+1 =En_l+Mn+xxl9

_ _, (x=0(x—=2) Lo
17 sol=3 cty 2 A T Similarl
( ) n+1 n +1+Z/(le)—lz mi y
X =) Vns1=In+1)

18 G,.1=G where
( ) n+1 n+ 1+Z/(Z/Z)—lz
(19) Pne1= y'Z(Z'Z)_lz. Using (13),
(20) i1 =2, X (x—R)(x—2)Z,/d where
21) d= 1+z’(Z'Z)_lz+(x—5€)'2,,(x—fc).

The updated regression coefficients are

(22) bn+1 =bn+zn(x_£)[yn+1_j>n+l_(x_ﬁ)lbn]/d9
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and the new sum of squares of residuals is
(23) (€'Ons1 = (€t Vs 1~ Ins1—(x=2)'b,)*/d.

(23) can be derived directly from (8) by replacing x'6, by x'b,+z'y, where
v, = (Z'Z)~'Z'(y— Xb,), and by replacing 1 +x'Z, x by

COTXXIX'Z x
1+ [x' : zZ .. seee.. .
7x 77 |y

using the well-known formula

X'X:X'Z7!
(24) [ ..... ]

[ z, ! : -3, 'X'2(z’2)"! ]

—(Z'2)"'Z’XE, V(2 2)  +(2'2) 2 X3, X' 2(2'Z) !

where T,” ! is defined in (10).

4. Outline of steps. The recursive procedure can now be summarized. At the
beginning of each step the following matrices will be available (the numbers in
parentheses below each matrix show the dimensions)

b, z, (e’e), (z'z2),”! (X'2), y'2),
(px1) (pxp)’ (Ax1) @xq’ (xq9’ UAxq)’

Now

X z Yn+1
Gpx1 @x1’ P

are observed. £ is calculated from (15), and §,.{, d, b,., (¢'e),+ from (19), (21),
(22) and (23). Z,., is calculated from (20). The rows and columns of X, ; can be
divided by the square roots of the diagonal elements giving the correlation matrix
of the estimated regression coefficients, b, ;. The recursion is completed by calcu-
lating (Z’'Z); .}, from (13) and

(25) (X'Z)yiy =(X'2),+x2'
(y,Z)n+l = (ylZ)n+yn+1 Z/'

5. Example. The simplest example is the centering of a regression equation by
removing a constant. In this case Z becomes a column of ones, (Z'Z),” ! = 1/n,
(X'Z), is the sums of the column of X arranged in a column vector,()'Z), is the sum
of the observations on the dependent variable. £ = n~!(X’Z) are the means of the
columns of X and §,,, is the mean of y. Then

d=1+n"14+(x—-58)Z,(x—1).
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Therefore, when centering a regression equation, the means of all previous observa-
tions on the dependent and independent variables are subtracted from the new
observations. The recursions are then carried out as in ordinary recursive estimation
(6) through (8) except that the 1 in d is replaced by 1+n~".
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