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NOTES

A NOTE ON THE MULTIVARIATE -RATIO DISTRIBUTION'

By RUSSELL F. KAPPENMAN

The Pennsylvania State University

1. Introduction. Press [2] has studied the distribution of the ratio of two random
variables which follow the bivariate z-distribution. He has presented the density
function of a linear function of the ratio. It is the purpose of this paper to extend
these results to the multivariate case. That is to say, suppose that the random
vector X, where X' = (x,, x,,""*, x,), has the multivariate Student ¢ density
function

f(x, 0, T) = C[v-l—(X_g)’T(X _9)]_(V+p)/2
where
¢ =n" "2 [t[" T30+ p))TTH].

We shall find the density function of the random vector Y, where Y’ = (y,, y,, **"
yp—l) = (xy/Xy, X3/Xy, """, xp/xl)‘

b

2. The density function when p is odd. Let z = x|, y; = X,/x;, ¥, = X3/%y, -+,
Yp—1 = X,/x;. The Jacobian of this transformation is z? ~1 Also, X = zW, where
W'=(,y1,¥2 ", ¥,-1) The joint density function of Y and z is

h(z,Y) = c[v+(W —0)1(zW —0)] " +P/2zp~1
and the density function of Y is
g(Y) = cM™O*P2 (2 T2 4 (KIM)z+(L/M)]~C*P2zP~ 1 dz

where M = W’ tW, K= —2W’ 0, and L = v+0'10.

Now a=(L/M)—(K?*/4M?) is always positive for (L/M)—(K?*/4M?)=
VW TW) ™ (W't W)~ 2[(W'tW)(0'10) —(W'10)*]. But 7 is positive definite and
(W TW)(0'10)—(W'10)* = 0 (see Rao [3] page 43).

Let u = (z—b)/a, where b = — K/2M. Then

g(Y) = c(Ma)~®*P2q[* [au*+1]"C*P2[qu+b]P~ ' du
=c(Ma)~*P2q[* [au?+1]~ 02 Y et (P71 Y au)?~ ' ~ib du.
Since p is an odd integer
(2. [au? +1]"C+P2gr=2i gy — ¢
forj=1,2,---,(p-1)2

Received November 12, 1969.
! This work was supported by an NTH Grant GM 14031.

349

[ @2
53]
Institute of Mathematical Statistics is collaborating with JSTOR to digitize, preserve, and extend access to é%}ﬁ

The Annals of Mathematical Statistics. RIK®RN
WWWw.jstor.org



350 RUSSELL F. KAPPENMAN

The substitution v = (1 +au®)~! allows one to verify that
120 [au? +117C*P2 gy = a3 [4(v+ p— DT T+ p)].
Finally, this integral and the integration-by-parts technique yield a value for
(2o la® +117 0220 gy for j=1,2,++, (p—1))2.
Thus, we have that the density function of Y is

g(Y) — c(Ma)"”")/zazg.";o' )/2 (p_p‘—_lzj)azjbp— 1 —2jj‘o_o00 [au2+ 1]"("+”’/2u2jdu.

3. The case where p is even. Using the same transformation as before, we find
that the Jacobian is |z|”". The density function of Y is given by

g(¥) = cM ™IRO 22 4 (KIM)z+(LIM)] =+ P2zP~ 1 4z
— ]2 o[22+ (K/M)z +(LIM)] =+ P22p=1 g7}
=cM~TP2q{f*, [a*u?+a] P2 [au+b]P " du
—[Z%[a*u® +a] P2 [au+b]P ! du)}
= MOy ()b T A ([ 2y [aPu? +a] T P2 du
— 2% [a*u? +a]~ P2y du])
=cMTUTPRE TGy R (2T )b T a2y, [aPu? +a] T P 20 dy
— [t [a®u? +a] P2y du— | [a2u +a] =+ P2y du]},
if b<O.
=cMTTPRpP N em (P Db T [, [atu? +a] TP 2y du
+ 24 la*u? +a] P2yt du— (28 [aPu? + ]~ P20 du]),
if b>0
— ZCM"(V+p)/2bp— la {Zfiﬂ z:éi)azi— lb—(Zi— l)!fb/a[azuz+a]—(v+p)/2u25—]du
+ 22 (2t DaPb M g [aPut +a]m P2y}, if b <.
— 2CA/I—(V+p)/2bp—la{ZIPLZI Z:éi)aZf— lb—(Zi—l)j;ﬁa [a2u2+a]—(v+p)/2u21— 1 du
+ 2P (Pt Datib T2 b [a?u + a] P22 gy, if b>0.
1Zsala®u® +a]~C*P2y2 " gy and [, [a®u®+a]~“*P2u? "1 du are given by
Jgala®u®+a]~ " P2y dy = [, [a*u?+a]~ " P 2udu

=a " (v+p—2)"'[b2+a] CtP V2
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and
j'o_ob/a [aZu2+a]—(v+p)/2u2i—ldu
=a 2 (v+p—2)"H{(=bla)*~[b*+a] P2
+Qi=2)[®y . [a®u?+a] P D223 dy},
fot*[a*u?+a]~ P2 dy and [4°[a*u®+a]”“*P/2a% du are given by
fo[a*u?+a]~ P2 dy = {a~C*P* D24 3(v+ p— D]2T[3(v+ p)]}
A{1=I[A+b%a)™ 53 (v+p—1), 3]}
= .“g/a [a2u2+a]—(v+p)/2 du
and
J‘O—b/a [alu2+a]—(v+p)/2u2idu — a—z(v+p_2)—1{(b/a)2i—-1[b2+a]—(v+p-2)/2
+(2i—l)jg"/"[a2u2+a]_("+”’/2u2i_2du}.

I[(14+b%a)~'; X(v+p—1),4] is the incomplete beta function with argument
(14b%/a)~" and parameters 4(v+p—1) and 4.

4. Applications. Some applications where the above distribution arises have been
mentioned by Press. A Bayesian application where it arises is the following one.
Suppose a random sample, X, -, X, of vector observations comes from a
multivariate normal population, N(u, X), where p' = (u,, * - -, p,). If one assumes
the non-informative prior density for y and £71, i.e.

g I™ Y [g[Pr 12,
then the posterior density of u is the multivariate Student s density function (see
Geisser [1]). The posterior density of the vector 1, where n' = (u,/uys Us/tty> "
Up/1y), is then given in Section 2 and Section 3. This is a multivariate generalization
of the Fieller-Creasy problem.

Consider, for example, the case p = 3. The posterior density of n, where n' =
(12, ua/uy) is given in Section 2. This density may be integrated numerically,
using a computer, in order to find a rectangular posterior region for n. That is to
say, one is able to obtain a probability statement of the following type.

Prla, < p/p; < az,by < ps/puy < by]=1-a
for given a, 0 < o < 1. It would probably be advisable to center the rectangular

region at the point (x,/X,, X3/X,) in order to ensure smallness of the region obtained.
Here X' = N 'YV, X/ =(X,, X,, X3).
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