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RANDOM GRAPH PROCESSES WITH MAXIMUM DEGREE 2

By A. Ruciński1 and N. C. Wormald2

Adam Mickiewicz University and University of Melbourne

Suppose that a process begins with n isolated vertices, to which edges
are added randomly one by one so that the maximum degree of the in-
duced graph is always at most 2. In a previous article, the authors showed
that as n→∞, with probability tending to 1, the result of this process is
a graph with n edges. The number of l-cycles in this graph is shown to
be asymptotically Poisson �l≥3�, and other aspects of this random graph
model are studied.

1. Introduction. A random graph process begins with n vertices, and
edges are inserted one at a time at random (see [1]). The authors [4] studied
a restricted version of such a process, called a d-process, in which the degrees
of the vertices are bounded above by a constant d, and it was shown that with
probability tending to 1 as n→∞, the result of this process is a graph with
�nd/2� edges. In the case that nd is even, this is a d-regular graph. Thus, this
can be viewed as an algorithm for generating graphs with all degrees equal
to d.

Generating graphs with n vertices of given degrees uniformly at random is
difficult, and no good algorithm is known in general for degrees much greater
than n1/3, even for regular graphs (see [3]). In practice, the need for such
graphs is met by algorithms which are simple but do not generate the graphs
uniformly at random (see, e.g., [6]). However, these algorithms are not easy to
analyze, and in [4] we instigated an approach by which some crucial questions
regarding these algorithms may be answered. In the present article, we study
an algorithm of this general type. We show, in particular, that it produces
statistics of fundamental graph properties that differ from those of the uniform
distribution. We restrict our attention here to graphs with maximum degree
2. Most problems involving graphs with bounded degrees become trivial when
the bound is 2 and are interesting for the bound 3. One theme of this paper is
that the problem under consideration already attains substantial complexity
when the upper bound is 2.

The results of this paper give some indication of the comparison between
nonuniform generation algorithms and uniform generation. Although we only
consider the degree 2 case, it is to be hoped that understanding the low-degree
case will at least give some idea of what happens for high degrees. It is for
high degrees that uniform generation algorithms fail, as mentioned above,
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and yet nonuniform methods such as the one studied here can be successful
for generation. For example, Connor and Simberloff [2] and Wilson [7] used
random �0;1�-matrices with given row and column sums to investigate the
distribution of species on a group of islands [where the �i; j�th entry is 1 if
the ith species occurs on the jth island]. The basic idea is quite reasonable:
to decide whether a pattern of colonization is unusual in some way, one can
at least compare with a random �0;1�-matrix with the same row and column
sums. Random �0;1�-matrices of roughly the same density do not provide a
useful comparison because they would suggest that any pattern with some
rare species and some common species (or, dually, some islands with many
species and some with few species) is very unlikely. The conclusions of these
studies lacked rigor in many ways: for instance, the question of what was the
distribution of the matrices generated, and how it affected the statistics being
measured, was totally ignored. These questions are very hard to answer, and
part of the aim of the present paper is to investigate how far we can answer
such questions.

To compare these studies with the present study, we note that �0;1�-
matrices are the incidence matrices of bicolored graphs, and so the algorithms
of [2] and [7] can be viewed as generating random bicolored graphs with
given degrees of the vertices. Even the best uniform generation methods will
not cope with graphs as dense as the ones treated there. Instead, two of the
methods considered there can be described as follows. Start with all vertices
isolated. Randomly select the required number of neighbors of a vertex v1,
then the required number (remaining) of a vertex v2 and so on. In [2] the
vertices v1; v2; : : : are in a given initially determined order. In [7], on the
other hand, vi is chosen at each step to be the vertex requiring the greatest
number of edges still to be joined to it. It is noted that this seems to lead to
higher probability that the algorithm actually terminates with all vertices
of the desired specified degrees, rather than getting stuck with one or more
vertices requiring extra edges but the deficient vertices already adjacent to
each other. In this paper we study a slightly simpler algorithm, in which any
two vertices still lacking edges are chosen at random and the edge between
them added. It still contains many of the features which cause the difficulty
of analysis of all these algorithms.

One of the main statistics studied in [2] and [7] is the number of co-
occurrences of two species on two islands. This corresponds to the number
of cycles of length 4 in the bipartite graphs. One of the topics of the present
study is the number of cycles of given length in the graphs generated.

For this paper, a vertex is unsaturated if its degree is less than 2. A graph
with maximum vertex degree at most 2 and in which the set of unsaturated
vertices induces a complete subgraph is called 2-maximal. Formally, we define
a 2-process to be a sequence �g0; g1; : : : ; gn� of graphs on the vertex set �n� =
�1;2; : : : ; n� such that, for some w ≤ n, the following are satisfied:

1. �E�gi�� = i, i = 0; : : : ;w;
2. gi = gw, i = w; : : : ; n;
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3. \ = E�g0� ⊆ E�g1� ⊆ · · · ⊆ E�gn�;
4. gn is 2-maximal.

Property 2 is included merely for the convenience of having all sequences of
equal length. From property 4 it follows that w = n− 1 or n.

A random 2-process is a probabilistic space whose elements are 2-processes
with probabilities assigned as follows. Define ui to be the number of unsatu-
rated vertices in gi, and fi the number of edges whose ends both have degree
1 (isolated edges). Also define

ai+1 =
(
ui

2

)
− fi:(1.1)

We assign the probability

w∏
i=1

1
ai

(1.2)

to the 2-process �g0; g1; : : : ; gn�.
We think of gi as being formed at time i. At time w = w�g1; : : : ; gn�, the

graph becomes 2-maximal, and the process remains static until time n, which
is the maximum time a process can possibly run for. The edges of gn can be
referred to as e1; : : : ; en, in the order in which they appear in the process,
where en can be left undefined if w = n− 1.

We use uppercase letters for the random variables corresponding to the
deterministic parameters denoted by their lowercase counterparts. Thus, a
random 2-process is denoted by �G0;G1; : : : ;Gn�, and Ai is the number of
pairs of vertices available to be chosen as Ei.

All our asymptotic statements apply to random 2-processes as n → ∞.
In particular, a random 2-process has a property Q almost surely (a.s.) if
limn→∞P�Q� = 1. A 2-process saturates if the final graph gn is 2-regular.
From [4], Theorem 1, a random 2-process almost surely saturates.

The difficulties in analyzing d-processes in general are discussed in [4]. The
main idea used there to analyze d-processes is that certain functions of the
process should follow long-term trends determined by the expected value of
the change in the function for a single step. This gave a differential equation,
whose solution approximately bounds above a variable associated with the
number of isolated vertices in gi. In the present context of 2-processes, we
show in the next section that this variable is also bounded approximately
below by the same function. This enables us to say accurately what the value
of Ai is throughout the course of a 2-process (Theorem 2). This in turn gives
valuable information for the further investigations of the properties of random
2-processes. The application of differential equations in describing d-processes
was given in [9], but there the object was only to obtain o�1� accuracy; here we
need more. Cycles are studied in Section 3, and Theorem 2 is used in studying
the distribution of the number of cycles of a given length in Gn. The result of
major interest here is the following.
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Theorem 1. Let l ≥ 3 be fixed. In Gn the number of cycles of length l is
asymptotically Poisson. For l = 3 the mean converges to

1
2

∫ ∞
0

�log�1+ x��2 dx
xex

≈ 0:188735349357788830:

We acknowledge L. Glasser for providing a formula by which the integral
above can be computed efficiently. For l ≥ 4 we do have a formula for the
mean, but it is in the form of an l-fold integral (Theorem 4).

It is Theorem 1 that establishes a fundamental difference between Gn and
the 2-regular graphs with the uniform probability distribution, since in the
latter case the expected number of triangles is asymptotically 1

6 (see, e.g., [8]).

2. Numbers of isolated and unsaturated vertices. Let ij denote the
number of vertices of degree 0 in gj. In this section the distribution of Ij,
Uj and Aj is determined sufficiently accurately for j < n − n47/48 to estab-
lish the results in later sections. This is done by strengthening the argument
given in [4] for random d-processes, which only gave an approximate upper
bound on Ij, not lower bounds. This strengthening is possible because, in 2-
processes, the numbers of isolated and unsaturated vertices determine each
other uniquely: by counting vertex degrees, we obtain

uj = 2�n− j� − ij:(2.1)

This will allow us to approximate Ij/n, j < n − n47/48, by a function b�x�,
with x = j/n, defined below. Alternatively, we could strengthen the arguments
in [9].

The basis for the approximation of Ij/n comes from the following observa-
tion, which will be exploited rigorously in the next theorem. If Gj = gj, then
the expected decrease in the number of isolated vertices in the next step of the
process (i.e., the expected value of Ij − Ij+1) is equal to twice the probability
of hitting two isolated vertices with the randomly added edge ej+1, plus the
probability of hitting one isolated vertex. In view of (1.1), this is

2Ij�Ij − 1�/2+ Ij�Uj − Ij�
Uj�Uj − 1�/2−Fj

:

Thus, by (2.1) and since the number Fj of isolated edges is O�n�, the expected
value of Ij+1 − Ij is approximately

−2Ij
2n− 2j− Ij

:(2.2)

Division of the numerator and denominator by n now suggests the equation

b′�x� = −2b�x�
2− 2x− b�x� ; b�0� = 1:(2.3)
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Define

v�x� = 2− 2x− b�x�:(2.4)

Then, since b�x� approximates Ij/n, by (2.1) v�x� approximates Uj/n.
This informal discussion is made more precise in the following, which is the

main result in this section.

Theorem 2. Let C0 > 0. Then there is a constant C such that for a random
2-process, with probability 1− o�n−C0�, we have

∣∣∣∣Ij − nb
(
j

n

)∣∣∣∣ < Cn
11/12

√
log n;

∣∣∣∣Uj − nv
(
j

n

)∣∣∣∣ < Cn
11/12

√
log n;

∣∣∣∣Aj −
1
2
n2v

(
j

n

)2∣∣∣∣ < Cn
23/12log n

for all j = 0;1; : : : ; n− �n47/48�.

Proof. We deal in detail with the first inequality, from which the others
will follow. There are two results we wish to extract from [4]. First, the in-
equality [see [4], (3.3)], which in the present context of maximum degree 2
is

E�Ik+t − Ik�Gk = gk� ≤
−2tik

2n− 2k− ik
+ 10t2

2n− 2k
;(2.5)

using (2.1) can easily be strengthened to

E�Ik+t − Ik�Gk = gk� =
−2tik

2�n− k� − ik
+O

(
t2

n− k

)
(2.6)

for 8 ≤ t ≤ uk. Here the leading term is just t times the quantity calculated at
(2.2). Second, in the more general context of d-processes, we proved [see [4],
(3.7)] that if t2 = o�n− k�, then

P
(∣∣Ik+t − Ik −E�Ik+t − Ik�Gk�

∣∣ ≥
√

18ct log n
)
< n−c(2.7)

for any c > 0. This was done by considering the Doob martingale

Xt = E�X�Gk+t�; t = 0;1; : : : ; t1;

where X = Ik+t1 − Ik, for some fixed t1. It was shown that, provided k + t1
is not too close to n, the differences Xt+1 −Xt are bounded, and so Azuma’s
inequality yields sharp concentration of Xt near 0 and consequently yields
(2.7).

Qualitatively speaking, (2.7) pins down the value of Ik+t to something
close to Ik plus the expected difference given in (2.6). However, the condition
t2 = o�n−k� imposes an upper limit on how far in the process the relationship
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holds. This restriction can be circumvented by chaining together several appli-
cations; that is, we will apply (2.7) to the consecutive terms in a subsequence
of �It�. The error in (2.7) increases rather slowly with t and in fact is concave
down, so a large step linking two values Ik1

and Ik2
gives a smaller error than

chaining together several small steps. Thus, to minimize the error, t2 should
be made close to n− k, thus satisfying the condition above. However, for our
purposes, we do not need the minimum possible error, and for computational
ease, we will choose t to be approximately �n− k�n−2/3.

Define k̄0 = 0 and k̄j+1 = k̄j+�n− k̄j�n−2/3, j = 1; : : : ; s, s = � 1
48n

2/3 log n�,
kj = �k̄j�, 1j = kj+1 − kj, j = 1; : : : ; s. Clearly, k̄j = n�1 − �1 − n−2/3�j�, so
ks = n− n47/48 +O�n5/16 log n�. Also define

β�k� = nb
(
k

n

)

and

Sj = Ikj − β�kj�:

Now write

Sj+1 = −T1 −T2 +T3;

where T1 estimates the change in β and T3 measures the change in I in the
following way:

T1 = β�kj + 1j� − β�kj� +
2Ikj1j

2n− 2kj − Ikj
;

T2 = β�kj� − Ikj;

T3 = Ikj+1j − Ikj +
2Ikj1j

2n− 2kj − Ikj
:

We will now bound �Sj+1� as a function of �Sj�. Throughout this argument
we can regard n as fixed, and, for simplicity, write k for kj and 1 for 1j. We
have �T2� = �Sj� and, by (2.6) and (2.7) with t = 1,

Pr
(
�T3� ≤

√
18c1 log n+O

(
12

n− k

))
> 1− n−c:

At the end of this proof, we show

�T1� ≤
41
n− k �Sj� +O

(
12

n− k

)
:(2.8)

Thus, setting d1 = O�n1/6
√

log n� and d2 = 4n−2/3, we obtain

P��Sj+1� ≤ d1 + �1+ d2��Sj�; j = 1; : : : ; s� > 1− sn−c:



RANDOM GRAPH PROCESSES WITH MAXIMUM DEGREE 2 189

This iteration allows us to bound �Sj� with high probability by the sequence
wj satisfying w0 = 0, wj+1 = d1 + �1+ d2�wj; that is,

Pr��Sj� ≤ wj; j = 1; : : : ; s� > 1− sn−c:
Solving the recurrence defining wj, we obtain

wj =
d1

d2
��1+ d2�j − 1� = O�n11/12�log n�1/2�:

Since 1j ≤ n1/3 for all j and It ≥ It+1 ≥ It−2 for all t, the above approximation
remains valid not only for the partition marks kj but for all t = 0; : : : ; ks.
Hence, we have the theorem, the second two inequalities following from the
first via (1.1), where fi ≤ n, and (2.1).

It remains to show (2.8). For this, we need some properties of the function
b�x� which will be useful also in the next section.

Define

q = b

1− x(2.9)

for 0 ≤ x < 1. Then substituting (2.9) into (2.3) and solving by separating
variables gives

−2
q
− log q+ 2 = log�1− x�:

Taking into account the fact that q is nonincreasing and therefore bounded
above by q�0� = 1, we obtain

q�x� ∼ − 2
log�1− x�(2.10)

as x→ 1.
Also we now have −2 ≤ b′�x� < 0. It is easily checked that b′′�x� > 0, and,

hence,

b�x+ ε� − b�x� ≥ εb′�x� ≥ −2ε(2.11)

for all ε sufficiently small. Note also that

b�x� ≤ 1− x(2.12)

since q�x� ≤ 1 for 0 ≤ x < 1. Define

h�x;y� = −2y
2− 2x− y; 0 ≤ x < 1; 0 ≤ y ≤ 1:

Then, for x0 ≤ x, y ≤ 1− x and y0 ≤ 1− x0,

�h�x;y� − h�x0; y�� ≤ �x− x0� max
u∈�x0; x�

∣∣∣∣
∂h

∂u
�u;y�

∣∣∣∣

= �x− x0�max
u

4y
�2− 2u− y�2 ≤

4�x− x0�
1− x ;
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because y ≤ 1− x ≤ 1− u. Also

�h�x0; y� − h�x0; y0�� ≤ �y− y0�max
v

∣∣∣∣
∂h

∂v
�x0; v�

∣∣∣∣ ≤ �y− y0�
4

1− x0
;

where the maximum is over all v between y0 and y inclusively. (The order of
y and y0 is immaterial.) Thus,

�h�x;y� − h�x0; y0�� ≤ 4
(
x− x0

1− x +
�y− y0�
1− x0

)
:(2.13)

By definition,

�T1� = n
∣∣∣∣
∫ �k+1�/n
k/n

(
b′�x� + 2Ik/n

2− 2k/n− Ik/n

)
dx

∣∣∣∣

≤ 1max
x

∣∣∣∣b
′�x� − h

(
k

n
;
Ik
n

)∣∣∣∣;
(2.14)

where k/n ≤ x ≤ �k+ 1�/n.
Note that b′�x� = h�x; b�x��. By (2.12) and the fact that Ik ≤ n − k, the

assumptions under which inequality (2.13) holds are satisfied with x0 = k/n,
y0 = Ik/n and y = b�x�. Thus, by (2.13), we get

∣∣∣∣h�x; b�x�� − h
(
k

n
;
Ik
n

)∣∣∣∣ ≤
41

n�1− x� +
∣∣∣∣b�x� −

Ik
n

∣∣∣∣
4n
n− k:

Since b is decreasing, we have
∣∣∣∣b�x� −

Ik
n

∣∣∣∣ ≤
1
n
�Sj� + b

(
k

n

)
− b�x�

and, by (2.11),

b

(
k

n

)
− b�x� ≤ b

(
k

n

)
− b

(
k

n
+ 1
n

)
≤ 21
n
:

Substituting these inequalities into (2.14) and noting that x ≤ �k + 1�/n =
�k+ o�k��/n, we obtain (2.8). 2

By a different choice of 1j, we can vary the exponents in Theorem 2, and
there is no guarantee that our proof gives the optimal values.

3. Cycles. Throughout this section we let �G1; : : : ;Gn� be a random 2-
process, and put G = Gn. The following elementary bound gives some infor-
mation on cycles in G.

Theorem 3. We have EX�G� ≤ 3+ log n.
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Proof. Let X�Gi� denote the total number of cycles in Gi, and K�Gi� the
number of components of Gi which are paths of length at least 2. Writing
Yj = X�Gj+1� − X�Gj�, we have Yj ∈ �0;1�. Given Gj, the conditional
probability of the event Yj = 1 is at most

2K�Gj�
Uj�Uj − 1� − 2Fj

≤ 1
Uj − 2

≤ 1
n− j− 2

(provided j ≤ n− 3) as Fj +K�Gj� ≤ 1
2Uj. Hence,

EX�G� = E
∑
Yj ≤ 2+

n−3∑
j=0

1
n− j− 2

;

and the theorem follows. 2

For l ≥ 3 let Xl denote the number of cycles of length l contained in G.
Unfortunately, we do not have nice answers to many of the natural questions
on the joint or individual distributions of theXl, but the results of the previous
section do permit many functions to be given explicitly in terms of integrals.
Note that Theorem 3 gives an upper bound on the expected value of the sum
of the Xl.

Proof of Theorem 1. To avoid confronting l-fold integrals immediately,
we give details in the case l = 3 before considering the more general case. We
concentrate on finding the asymptotic value of EX3.

Let C be as in Theorem 2, for C0 = 6. Also let

p3 = P�vertices 1, 2 and 3 form a triangle in G�:

We now have

EX3 =
(
n

3

)
p3:

For j = 1; : : : ; n, define

Hj =





�Ej ∩ �1;2;3� = \�; if j 6∈ �r; s; t�;
�Er = �1;2��; if j = r;
�Es = �2;3��; if j = s;
�Et = �1;3��; if j = t:

Let Bj be the event H1 ∧ · · · ∧Hj−1, and T �r; s; t� the event Hr ∧Hs ∧Ht.
Thus, T �r; s; t� is the event that the edges of a triangle with vertices 1, 2 and
3 are added at times r, s and t in a given order, and Bj is the event that the
steps before the jth edge is added do not rule T �r; s; t�. We have

p3 = 6
∑

1≤r<s<t≤n
pr; s; t;(3.1)
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where

pr; s; t = P�T �r; s; t��
= P�Bt+1�

=
t∏

j=1

Pj;

Pj = P�Hj�Bj�:

(3.2)

Note that, for any gj−1,

P�Hj�Bj ∧ �Gj−1 = gj−1�� = 1− zj�uj−1�
aj

(3.3)

for 1 ≤ j < t, j 6= r; s; t, where

zj�x� =





3�x− 3� + 3; if j < r;
3�x− 3� + 2; if r < j < s;
2�x− 2� + 1; if s < j < t;

provided the conditional probability is well defined. Here zj�uj−1� gives the
number of available edges of gj−1 incident with 1, 2 or 3.

Choose 47/48 < β < α < 1 and rewrite (3.1) as

p3 = 6�S1 +S2 +S3�;(3.4)

where S1 contains those terms with t ≤ n− nβ, S2 contains those terms with
t > n − nβ and r ≤ n − nα and S3 contains the rest. We examine S2 first
because it is simplest.

Since ij ≤ uj we have from (2.1) that

n− j ≤ uj ≤ 2�n− j�
for all j. Also, from (1.1) we get

aj ≤
(
uj−1

2

)
;

and so (3.3) is bounded above by 1− 6/uj−1 +O�u−2
j−1� for uj−1 ≥ 3 and j < s.

It follows that

Pr = O��n− r�−2�; Ps = O��n− s�−2�; Pt = O��n− t�−2�;

logPj ≤
−3

n− j+ 1
+O

(
1

�n− j�2
)

for j < r or r < j < s, and, similarly,

logPj ≤
−2

n− j+ 1
+O

(
1

�n− j�2
)
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for s < j < t. Thus, from (3.2),

pr; s; t = O
(

1
�n− r�2

1
�n− s�2

1
�n− t�2

(
n− s
n

)3(n− t
n− s

)2)

= O
(

1
n3

1
�n− r�2

1
�n− s�

)
;

(3.5)

and so

S2 = O
(
nβ

n3

∑
i>nα

1
i2

i−1∑
j=1

1
j

)

= O�n−3+β−α log n�
= o�n−3�:

(3.6)

Write Kj for the event that Ij satisfies the inequality given by Theorem 2,
with C as chosen at the start of this proof. Thus, by Theorem 2,

P�K1 ∧ · · · ∧K�n−nβ�� ≥ n− o�n−6�;

and Aj and Uj satisfy similar inequalities.
Put t0 = �n− nα� and note that

S3 ≤
∑

t0<r<s<t≤n
P�Bt0

∧ T �r; s; t��

≤
∑

t0<r<s<t≤n
�P�Bt0

∧ T �r; s; t��Kt0
� + 1−P�Kt0

��

=
∑

t0<r<s<t≤n
�P�T �r; s; t��Bt0

∧Kt0
�P�Bt0

�Kt0
� + o�n−6��

(3.7)

by Theorem 2.
Using the argument leading to (3.5), we get

P�T �r; s; t��Bt0
∧Kt0

� = O�P�T �r; s; t��Bt0
��

= O
(

1
�n− t0�3

1
�n− r�2

1
�n− s�

)
:

Note that Bt0
is the event that r, s and t are all isolated in Gt0

. Thus, by
symmetry of the vertices,

P�Bt0
�It0 = i� =

(
n− 3
i− 3

)

(
n
i

) <
i3

n3
:
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So, by Theorem 2, (2.9) and (2.10), we obtain, on summing over all i in the
defining range for Kt0

,

P�Bt0
�Kt0
� =

∑
i

P�It0 = i�Kt0
�P�Bt0

�It0 = i�

= O��n− t0�3/�log n�3�
= O�n3α−3/�log n�3�:

Thus, since the number of terms in (3.7) is O�n3α�, it gives

S3 = O
(

1
n3�log n�2

)
:(3.8)

To examine S1, we need to repeat the calculation leading to (3.5) more ac-
curately. The method is similar, but the use of Theorem 2 complicates matters.

Suppose that t ≤ n− nβ. We wish to approximate

Pj = P�Hj�Bj�
by

P�Hj�Bj ∧Kj−1�
in order to take advantage of Theorem 2. Thus, we need a lower bound on
P�Bj�. To do this, we use induction on j. The actual inductive statement
which we prove is that, for j = 0;1; : : : ; n− �n47/48�,

Pj =





�2+ o�1��
/(

nv

(
j

n

))2

; if j = r; s or t;

1− 6
nv�j/n� + o�n

−1�; if j < r or r < j < s;

1− 4
nv�j/n� + o�n

−1�; if s < j < t.

(3.9)

Here o� � is uniform over j. Assume this is true for all numbers less than j.
If j ≤ r, then

P�Bj� =
j−1∏
k=1

Pk

=
j−1∏
k=1

exp
(
− 6
nv�k/n� + o�n

−1�
)

= exp
(
o�1� − 6

j−1∑
k=1

1
nv�k/n�

)

∼ exp
(
−6

∫ j/n
0

dx

v�x�

)
:

(3.10)
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To justify the accuracy of the latter integral, we note that v is strictly decreas-
ing and v�j/n� > n−1/48. Similarly, if r < j ≤ s, then the resultant formula
for P�Bj� is equal to (3.10) multiplied by 2/�nv�r/n��2, whereas if s < j ≤ t,
then

P�Bj� ∼
4

n4v�r/n�2v�s/n�2 exp
(
−6

∫ s/n
0

dx

v�x� − 4
∫ j/n
s/n

dx

v�x�

)
:(3.11)

Note from (2.4) that

v = −2b
b′

(3.12)

and

v = b�1− log b�:(3.13)

Hence, we have
∫ c1

c0

dx

v�x� =
∫ c1

c0

−b′�x�dx
2b�x� = 1

2
�log b�c0� − log b�c1��(3.14)

and log b�0� = 0. Thus, (3.10) reduces to a ratio of small powers of b. Since
v ≤ 2, the formula for r < j ≤ s is (3.10) divided by O�n2�, and, similarly,
(3.11) is a product of small powers of b divided by O�n4�. For all j under
consideration we have by (2.10) that b > C/�n1/48 log n�. Hence,

P�Bj� > n−5(3.15)

for n sufficiently large. This holds for j < n− �n47/48�.
Before making use of these calculations in proving (3.9), we note that

P�Hj ∧Bj� = P�Hj ∧Bj ∧Kj−1� +O�1−P�Kj−1��
= P�Hj ∧Bj ∧Kj−1� + o�n−6�

and, similarly,

P�Bj� = P�Bj ∧Kj−1� + o�n−6�:
By (3.13) and the choice of C0, we now get

Pj = P�Hj�Bj�
= P�Hj�Bj ∧Kj−1��1+ o�n−1��
= E�E�I�Hj��Gj−1��Bj ∧Kj−1��1+ o�n−1��;

where I�H � denotes the indicator function of an event H . For j < r, the outer
expectation here becomes

E
(

1− 3�Uj−1 − 3� + 3

Aj

∣∣∣∣Bj ∧Kj−1

)
= 1− 3nv�j/n� + o�n12/13�

n2v�j/n�2/2+ o�n25/13�

= 1− 6
nv�j/n� + o�n

−1�:
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Similar computations apply to the values of j falling into the other intervals.
This completes the inductive proof of (3.9).

Putting j = t, arguing as for (3.10) and (3.11) and using (3.12) gives

P�Bt+1� ∼
8b�s/n�b�t/n�2

n6v�r/n�2v�s/n�2v�t/n�2 :(3.16)

Note that S1 is the sum of this quantity over 1 ≤ r < s < t ≤ n − nβ. Thus,
using (3.1), (3.2), (3.4), (3.6) and (3.8), we now get

p3 = o�n−3� + 48
n6

∑

1≤r<s<t≤n−nβ

b�s/n�b�t/n�2
v�r/n�2v�s/n�2v�t/n�2 :

Thus, since EX3 ∼ n3p3/6, we have

EX3 ∼ 8
∫ µ

0

∫ µ
x1

∫ µ
x2

b�x2�b�x3�2
v�x1�2v�x2�2v�x3�2

dx3 dx2 dx1;

where µ = 1 − n−1/48. The justification for approximating the sum by the
integral becomes clear after the following changes of variable.

Set

yi = 1− log b�xi�:

Then, by (3.12) and (3.13), we have

yi =
v�xi�
b�xi�

; dyi =
2dxi
v�xi�

:

Thus,

EX3 ∼
∫ µ1

1

∫ µ1

y1

∫ µ1

y2

exp�y1 − y3�
y1y2y3

dy3 dy2 dy1;

where µ1 = 1 − log b�µ�. It is easy to verify that the integral is bounded and
that the upper limits can be replaced by ∞. Hence,

EX3 ∼
∫ ∞

1

∫ ∞
y1

∫ ∞
y2

exp�y1 − y3�
y1y2y3

dy3 dy2 dy1

=
∫ ∞

1

∫ ∞
y1

exp�y1 − y3��log y1 − log y3�
y1y3

dy3 dy1;

(3.17)

upon reversing the order of the second and third integrals. Making the sub-
stitutions

x = y3 − y1;

y = log y3 − log y1
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gives

EX3 ∼
∫ ∞

0

∫ log�x+1�

0

e−xy

x
dydx

∼ 1
2

∫ ∞
0

�log�1+ x��2 dx
xex

:

To establish the fact that X3 is asymptotically Poisson, we show that its
factorial moments behave correctly. First consider E�X3�X3 − 1��. We do not
give all the details since the argument is similar to that for EX3. In particular,
C0 must be rechosen.

We have

E�X3�X3 − 1�� =
(
n

3

)(
n− 3

3

)
p3;3;

where

p3;3 = 36
∑

1≤r<s<t≤n

∑
1≤r′<s′<t′≤n

P�T �r; s; t� ∧ T ′�r′; s′; t′��

and T ′�r′; s′; t′� is the event that Er′ = �4;5�, Es′ = �5;6� and Et′ = �4;6�. Of
course, terms in this sum in which �r′; s′; t′�∩�r; s; t� 6= \ contribute 0. We can
analyze this in the same way that we examined EX3, modifying the definition
of Hj in the obvious way. Note that in place of the factor 6 multiplying the
integral in (3.10), there is the factor 12 if, in addition, k < r′, whereas if say
s < k ≤ r′ and k ≤ t we obtain instead of (3.11)

P�Bk� ∼
4

n4v�r/n�2v�s/n�2 exp
(
−12

∫ s/n
0

dx

v�x� − 10
∫ k/n
s/n

dx

v�x�

)
;

which is asymptotic to (3.11) multiplied by

exp
(
−6

∫ k/n
0

dx

v�x�

)
:

In this way the effects of the two triangles separate into two factors, and,
thus, for P�Bt+1� we have the product of the function of r, s and t given on
the right-hand side of (3.14), together with the same function of r′, s′ and t′.
Hence, the sextuple summation above separates into the product of two triple
summations, and we get

E�X3�X3 − 1�� ∼ �EX3�2:
For similar reasons the ith factorial moment of X3 is asymptotic to the ith
power of EX3, i ≥ 2, and so we deduce that X3 is asymptotically Poisson. In
the same way it is readily verified that Xl is asymptotically Poisson, l ≥ 4. 2

The method of proof of Theorem 1 gives an asymptotic value of EXl for
l ≥ 4. The statement of this, in the following theorem, requires some devel-
opment. First, consider the formation of an l-cycle on �l�, in the course of a
random 2-process. There are �l− 1�!/2 possibilities for the l-cycle, but we can
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choose just one, say 1 2 · · · l 1. As the edges of this cycle come in, the expo-
nential coefficients in formulas analogous to (3.10) and (3.11) keep changing
in a pattern determined by the number of saturated vertices in that cycle. In
the case l = 3, all six orderings of the appearances of the edges in the triangle
gave the same exponential coefficients. However, for l ≥ 4, the ordering is of
significance. We associate the l! possible orderings with the elements σ of the
symmetric group Sl of order l. Denote by σ∗�i� the number of new vertices
of degree 2 created in the l-cycle when the ith edge is added according to σ .
When applying the argument in the proof of Theorem 1, we obtain the follow-
ing as the analogue of (3.15). Note that in the sequence 1−σ∗�1�; : : : ;1−σ∗�l�,
all partial sums are positive except the total sum, which is 0. In addition, all
such sequences are realizable in this context.

Theorem 4. For l ≥ 3, EXl is asymptotic to

1
2l

∑
σ∈Sl

∫ ∞
1
dx1

∫ ∞
x1

dx2 · · ·
∫ ∞
xl−1

dxl

exp
(
�1− σ∗�1��x1 + · · · + �1− σ∗�l��xl

)

x1 · · ·xl
:

4. Related matters. Some other questions are easily answered from the
results we have obtained. For instance, the maximum number of vertices of
degree 1 occurring throughout a 2-process is seen from Theorem 2, (2.1), (2.3),
(2.9) and the equation following it to be approximately n/e almost surely,
occurring approximately at time t = n�1− 3/2e�.

We acknowledge P. Erdös for contributing most of the questions in the fol-
lowing list. Following the spirit of this paper, we ask only for the limiting or
asymptotic behavior as n→∞.

1. When does the first cycle appear?
2. What is the maximum number of isolated edges throughout the process?
3. How much time remains when the last vertex of degree 0 disappears?
4. What is the distribution of the length of the longest cycle of gn?
5. What is the distribution (or even just the expectation) of the number of

cycles of gn?
6. What is the asymptotic probability that gn is a cycle of length n?
7. How close is EXl in the limit to 1/�2l�, which is the expected number of
l-cycles in a 2-regular graph chosen uniformly at random [8]?

Since the first version of this article, answers were found to questions 1,
5 and 6, to appear in a forthcoming article [5]. The answer to question 6 is
slightly different from the corresponding probability that a random 2-regular
graph (with the uniform distribution) is Hamiltonian, which is asymptotically
e3/4√π/2√n.

Methods similar to those in the present paper will probably suffice to answer
question 2. Presumably an answer to question 7 requires evaluation of the
integrals occurring in Theorem 4. In order to do this, one would presumably
need to get some insight into the distribution of the sequence σ∗ for a random
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permutation σ . This leads to the study of a random 2-process performed on
an underlying graph which is an l-cycle, rather than on the complete graph
as for ordinary 2-processes.
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