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Abstract

We derive the limiting distribution of the barycenter bn of an i.i.d. sample of n random
points on a planar cone with angular spread larger than 2π. There are three mutually
exclusive possibilities: (i) (fully sticky case) after a finite random time the barycenter
is almost surely at the origin; (ii) (partly sticky case) the limiting distribution of

√
nbn

comprises a point mass at the origin, an open sector of a Gaussian, and the projection
of a Gaussian to the sector’s bounding rays; or (iii) (nonsticky case) the barycenter
stays away from the origin and the renormalized fluctuations have a fully supported
limit distribution—usually Gaussian but not always. We conclude with an alternative,
topological definition of stickiness that generalizes readily to measures on general
metric spaces.
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Introduction

It has recently been observed that large samples from well-behaved probability
distributions on metric spaces that are not smooth Riemannian manifolds are sometimes
constrained to lie in subsets of low dimension, and that central limit theorems in such
cases consequently behave non-classically, with components of limiting distributions
supported on thin subsets of the sample space [14, 2, 4]. Our results here continue
this line of investigation with the first complete description of “sticky” behavior at a
singularity of codimension 2.
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Sticky central limit theorems

More precisely, we prove laws of large numbers (Theorem 1.12; see Section 5
for proofs and more details) as well as central limit theorems (Section 1.4; proofs in
Section 6) for Fréchet means of probability distributions (Definitions 1.6 and 1.7) on
metric spaces possessing the simplest geometric singularities in codimension 2. The
spaces are surfaces homeomorphic to the Euclidean plane R2 and metrically flat locally
everywhere except at a single cone point, where the angle sum—the length of a circle of
radius 1—exceeds 2π (see Section 1.1 for precise definitions). Thus the surface is planar,
the singularity is isolated, and its geometry is hyperbolic, in the sense of negatively
curved; hence the title of this paper.

The asymptotic behavior splits into three cases, called fully sticky, partly sticky, and
nonsticky (Definition 1.8 and Proposition 1.10), according to whether the mean lies
stably at the singularity (Theorem 1.13), unstably at the singularity (Theorem 1.14), or
away from the singularity (Theorem 1.15), respectively. Specific examples illustrating the
sticky phenomena, including subtle non-local effects of the singular negative curvature
when the mean lies in the smooth stratum (Example 2.5), occupy Section 2. In contrast
to the usual strong law asserting almost-sure convergence of empirical means to a
population mean, sticky strong laws deal also with the limiting behavior of supports
of the laws of empirical means. In the sticky case this support degenerates in some
specified sense already in finite random time (Theorem 1.12). Our sticky central limit
theorems assert that the limiting distributions are mixtures of parts of Gaussians and
collapsed (i.e., projected) parts of Gaussians. Even in the nonsticky case, the limiting
laws can fail to be Gaussian (Example 2.5), which may come as a surprise: although the
space is locally Euclidean near the mean, the conclusion of Theorem 2.3 of Bhattacharya
and Patrangenaru (2005) can nonetheless not be valid.

Concluding our analysis is a topological characterization of stickiness for measures on
isolated planar hyperbolic singularities (Theorem 7.6), as opposed to the algebraic one in
terms of moments (Definitions 1.7 and 1.8) used for the rest of the exposition. Thinking
topologically leads to a very general notion of stickiness (Definition 7.10), which we
include with an eye toward sampling from more general geometrically or topologically
singular spaces. We have in mind stratified spaces (see [9] or [18]), suitably metrized,
noting that (for example) every real semialgebraic variety admits a canonical Whitney
stratification with finitely many semialgebraic strata [8, Section 2.7].

A motivating example of such stratified sample spaces comes from evolutionary
biology, where the objects are phylogenetic trees. The space of such objects is CAT(0)
(or equivalently, globally nonpositively curved) [7] and therefore has many desirable
features where geometric probability is concerned [20]. [2] treat the space T4 of
phylogenetic trees with four leaves.1 The singularity of T4 at its center cone point is a
(non-disjoint) union of a certain number of copies of an isolated planar singularity with
angle sum 5π/2 > 2π. Therefore some features of our results are present in the central
limit theorem at the cone point of T4 [2, Theorem 5.2], which identifies the support of
the limit measure in each right-angled orthant as a cone over an interval. However, the
limit measure exhibits additionally non-classical behavior at the boundary of its support,
where mass concentrates on the edges and even more on the origin. The simpler nature
of an isolated planar singularity, which lacks the global combinatorial complexity of
tree space, allows us to discover these boundary components and characterize them
by identifying the limit measure as the convex projection of a Gaussian distribution
(Theorem 1.14).

While the strong law of large numbers on quasi-metric spaces by [22] and on mani-
folds by [5] requires the existence of a population mean, meaning square-integrability of

1As this draft was completed, the preprint [3] was posted. The results there are proved for arbitrary
numbers of leaves but restrict to singularities in codimension 0 and 1.

EJP 20 (2015), paper 78.
Page 2/34

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v20-3887
http://ejp.ejpecp.org/


Sticky central limit theorems

the underlying law, for fully sticky strong laws the existence of a population mean is not
necessary: no square-integrability is required. Curiously, a (fully) sticky central limit the-
orem can consequently hold in the absence of any population mean at all (Example 2.4).
That said, the greater challenge consists in the partly sticky case; as is the case for the
multivariate Central Limit Theorem, as well as for that on manifolds by [10, 11, 6] or on
certain stratified spaces by [16], square-integrability is still required.

In addition to the theoretical interest in the asymptotic behavior of means on stratified
spaces, another driving motivation comes from the need to accordingly devise inferential
statistical methods for applications based on the asymptotic behavior of Fréchet sample
means and similar mean quantities, e.g. [12, 1, 17, 19]. This type of development is
exemplified, in the form of confidence intervals on the spider, by [15].

Many parts of this paper are rather technical—though elementary—and require the
buildup of notation in Sections 3 and 4, as we fold the isolated planar singularity onto R2.
The behavior of first moments under folding and rotation is essential to understand the
limiting location of barycenters on the singular space K (which we call the kale), and
their limiting laws on K as well as on R2, which are described by certain sectors where
a first folded moment is non-negative. A list of notion is given in Section 8.

1 Basic definitions and principal results

1.1 Isolated hyperbolic planar singularities

The kale is the space
K =

(
(0,∞)× (R/αZ)

)
∪ {0} (1.1)

where α > 2π is the angle sum at the isolated point 0, called the origin, the sole point
at which the metric is not locally Euclidean. Points are specified by polar coordinates
p = (r, θ) ∈ K for a radius r > 0 and angle θ ∈ R/αZ, and the origin is often expressed
as 0 = (0, 0) or 0 = (0, θ) for any θ ∈ R/αZ; that is, the origin is viewed as lying at zero
radius along every ray emanating from it. The circle R/αZ, a group under addition, has
the natural uniform metric defined by

|θ′ − θ|α = min
n∈Z
|nα+ θ′ − θ|.

Note that |θ′ − θ|α ≤ α/2. Denote by d(p1, p2) the metric on K defined by

d
(
(r1, θ1), (r2, θ2)

)2
=

{
(r1 + r2)2 if |θ1 − θ2|α ≥ π,
r2
1 + r2

2 − 2r1r2 cos
(
|θ1 − θ2|α

)
if |θ1 − θ2|α ≤ π.

When one of the points is the origin—so one of the radii vanishes—both cases apply, and
in that situation the distance equals the other radius. Geometrically, K is the metric cone
over a circle of length α placed at distance 1 from the cone point 0.

If we allowed α = 2π, then this construction would yield K = R2 with the Euclidean
metric. If we allowed α < 2π, then this construction would be a right circular (“ice
cream”) cone with angle sum α at the apex. The cases where the angle sum α is bigger
than, equal to, or smaller than 2π correspond to the curvature at the origin being
negative, flat, or positive, respectively. The name “kale” derives from the negative
curvature of that particular leafy vegetable.

Definition 1.1. From now on, write |θ′ − θ| for |θ′ − θ|α, the role of α being understood.
When

∣∣θ′ − θ
∣∣ ≤ π, we identify θ′ − θ with a number in the closed interval [−π, π].

Specifically, there is a unique integer n such that θ′ − θ + nα ∈ [−π, π], and in this case
we set

θ′ − θ = θ′ − θ + nα ∈ [−π, π].
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Sticky central limit theorems

Definition 1.1 implies that when |θ′ − θ| ≤ π, the intervals of length |θ′ − θ| with
endpoints θ and θ′, closed or open at either end, are all well defined in R/αZ. In fact,
even the interval [θ − π, θ + π] ⊂ R/αZ is well defined for all θ ∈ R/αZ, because α > 2π.
If |θ − θ′| ≤ π, then the intervals [θ, θ′] = [θ′, θ] coincide as subsets of R/αZ; it matters
not whether θ − θ′ < 0 or θ − θ′ > 0.

Definition 1.2. If I ⊂ R/αZ is any interval of angles, define the sector

CI = {(r, θ) ∈ K | r ≥ 0 and θ ∈ I}

that is the cone over I from the origin. (If I is closed, then CI is a closed subset of K.)

Definition 1.3. For a fixed angle θ ∈ R/αZ, the folding map Fθ : K → R2 is determined
by

Fθ(r
′, θ′) =


0 if r′ = 0

(r′, θ′ − θ) if r′ > 0 and |θ′ − θ| ≤ π
(r′, π) if r′ > 0 and |θ′ − θ| ≥ π.

Here we are using polar coordinates for both K and R2; later we will sometimes use
cartesian coordinates for the image of Fθ. Observe that when |θ′ − θ| = π the second and
third cases agree. A simple geometric description of the folding map is given in terms of
light and shadow as follows, cf. also Figure 1.

Definition 1.4. The open set

Iθ =
{

(r, θ′) ∈ K | r > 0 and |θ′ − θ| > π
}
⊂ K

is the part of K invisible from the angle θ. The complement K \ Iθ is the part visible
from θ. The complement K \ Iθ of the closure of the invisible part is fully visible, and
the set Iθ \ Iθ of boundary points outside of Iθ is partly visible. The shadow of any set
A ⊆ R/αZ is

IA =
⋃
θ∈A

Iθ.

r
π

π

θ′

θ

p

p′

Iθ

K

Fθ−−−−−→

r

θ − θ′

θ′

θ
Fθ(p)

Fθ(p
′)

R2

Figure 1: Fix points p 6= 0 6= p′ with angles θ and θ′ on the kale K. Left: The shadow Iθ
of p is the interior of the sector of points whose shortest paths to p pass through the
origin. In other words, as seen from p, the origin casts the shadow Iθ. All these points
are invisible from p. (For future reference, with notation as in (1.18) and Lemma 4.3,
including the upper dashed line gives I+

θ and including the lower dashed line gives I−θ .)
Right: Under the folding map Fθ centered at angle θ, the shadow collapses to the
negative horizontal axis.
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The terminology referring to (in)visibility and shadow is motivated as follows. Imagine
placing a light source at a point p = (r, θ). If rays of light (geodesics) in K are obstructed
by the origin, then Iθ is the set of points in the shadow cast by the origin. Alternatively,
imagine light emanating from sources within Iθ: an observer at (r, θ) is not able to
resolve the image, since all light rays arriving at the observer have merged at the origin.

Remark 1.5. The folding map Fθ is the unique continuous map K → R2 that preserves
all distances from points on the ray at angle θ to other points in K; c.f. Lemma 3.2. In
particular, it preserves radius from the origin. The folding map Fθ collapses the part
of K invisible from θ to the negative horizontal axis of R2 and takes the fully visible part
of K bijectively to the complement of the negative horizontal axis.

The folding map Fθ is the “logarithm map” from K to the tangent space at any point
with positive radius along the ray at angle θ. In smooth manifolds, log maps are right
inverse to exponential maps, the latter being globally defined on the tangent space at a
point p, while the former is only defined in a neighborhood of p. Here, singularity of the
metric at 0 ∈ K prevents exp from being well defined, whereas uniqueness of geodesics
in K (that is, the absence of a cut locus) makes the log map globally defined on K.

1.2 Barycenters and folded first moments

Let µ be a Borel probability measure on K. Our main results concern statistics of
random points drawn independently from the measure µ on K. We assume throughout
that µ satisfies the integrability condition

r̄ :=

∫
K
d(0, p) dµ(p) <∞. (1.2)

Because K is not a linear space, the mean of a probability distribution on K cannot be
defined using addition, as it can be in R2. Instead, we use the notion of barycenter of a
distribution µ. If the second moment condition (square-integrability)∫

K
d(0, q)2 dµ(q) <∞ (1.3)

holds, then the function Γ: K → R defined by

Γ(p) =
1

2

∫
K
d(p, q)2 dµ(q) (1.4)

is finite for all p ∈ K, and it has a unique minimizer (proved later, at Corollary 4.13). This
leads to the following definition.

Definition 1.6. Under the second moment condition (1.3), the unique minimizer of Γ is
the barycenter of µ, denoted by b̄.

It is possible to extend this definition in a consistent way to the setting where only the
integrability condition (1.2) holds for µ rather than the stronger square-integrability con-
dition (1.3); see Definition 1.11. For now, we only say enough to state this generalization
of Definition 1.6, postponing the full discussion to Section 4.

Under the folding map Fθ : K → R2, the measure µ pushes forward to a probability
measure µ̃θ = µ ◦ F−1

θ on R2. The family of measures {µ̃θ}θ∈R/αZ on R2 allows us
to deduce properties of the measure µ on K. For points z ∈ R2, we typically use
cartesian coordinates z = (z1, z2); the context should prevent any confusion with the
radial representation (r, θ) of points in K. Back in R2, denote by e1 = (1, 0) and e2 = (0, 1)

the standard basis vectors, and by “·” the standard inner product. The mean of µ̃θ in R2

can be defined in the usual way, as follows.
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Definition 1.7. For θ ∈ R/αZ, the first moment of µ folded about θ (or equivalently, the
mean of µ folded about θ) is

mθ =

∫
R2

z dµ̃θ(z) =

∫
K
Fθ(p) dµ(p) = e1mθ,1 + e2mθ,2

where

mθ,i = ei ·mθ =

∫
K
ei · Fθ(p) dµ(p) for i = 1, 2.

The integrability condition (1.2) implies that the first moment mθ is finite and that
θ 7→ mθ is continuous.

Definition 1.8. Fix a probability distribution µ on K and let K ⊂ R/αZ be the subset
on which mθ,1 ≥ 0. The distribution µ is

(i) fully sticky if K is empty;

(ii) partly sticky if K is non-empty and mθ,1 = 0 on its entirety; and

(iii) nonsticky if K has non-empty interior and mθ,1 > 0 on int(K).

The measure µ is sticky if it is either fully sticky or partly sticky. When µ is partly sticky,
a direction θ is sticky if mθ,1 < 0 and fluctuating if mθ,1 ≥ 0.

Notice that since θ 7→ mθ,1 is continuous, the set K from Definition 1.8 is always a
closed set. To rule out certain pathologies, we always assume the following nondegener-
acy condition.

Assumption 1.9. The measure µ is nondegenerate in the sense that

µ(Rθ,θ′) < 1 for all angles θ, θ′ such that |θ − θ′| ≥ π, (1.5)

where for angles θ, θ′ ∈ R/αZ,

Rθ,θ′ = {(r, θ) | r ≥ 0} ∪ {(r, θ′) | r ≥ 0},

the union of the two rays at angles θ and θ′.

If nondegeneracy does not hold, then µ(Rθ,θ′) = 1 for some pair of angles θ, θ′ ∈ R/αZ
such that |θ − θ′| ≥ π: all of the mass is concentrated on two rays separated by an angle
of at least π. Since |θ− θ′| ≥ π means that (1, θ′) ∈ Iθ (or equivalently that (1, θ) ∈ Iθ′), it
is not hard to show that this scenario is metrically equivalent the case of K = R.

The terms fully sticky, partly sticky, and nonsticky in Definition 1.8 are mutually
exclusive. The following result shows that under minimal assumptions, every distribution
is covered by one of these three cases; this is essentially Proposition 4.11.

Proposition 1.10. If µ is a probability measure on K that is integrable (1.2) and non-
degenerate (1.5), then µ is either fully sticky, partly sticky, or nonsticky. Furthermore,
if µ is partly sticky, then the interval [A,B] on which mθ,1 ≥ 0 has length |A − B| < π;
if µ is nonsticky, then |A − B| ≤ π and the function θ 7→ mθ,1 is strictly concave on its
interior (A,B).

We are now in a position to generalize the concept of barycenter in K to the setting
where µ only satisfies the integrability condition (1.2) but not the square-integrability
condition (1.3).

Definition 1.11. If the probability distribution µ satisfies (1.2) and is sticky (either fully
or partly sticky), then set the mean of µ equal to the origin 0. If µ is nonsticky, then
set the mean of µ equal to the point (mθ′,1 , θ

′) ∈ K, where θ′ maximizes the function
θ 7→ mθ,1.
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In light of Proposition 1.10, the mean of µ is well defined for all distributions that
satisfy the integrability and nondegeneracy assumptions; the second moment condition
used in the definition of the barycenter is not necessary to define a mean. In Corol-
lary 4.13 we show that when the barycenter is defined, the mean of µ coincides with its
barycenter.

1.3 Empirical measures and the law of large numbers

For a given set of points {pn}Nn=1 ⊂ K, define the empirical measure

µN =
1

N

N∑
n=1

δpn ,

the averaged sum of unit measures supported on the points pn. This is a Borel probability
measure on K, and all results of the previous section apply to µN . Let bN = b(p1, . . . , pN )

be the barycenter of µN :

bN = b(p1, . . . , pN ) = arg min
p∈K

( 1

2N

N∑
n=1

d(p, pn)2
)
, (1.6)

uniquely defined (by Corollary 4.13). For θ ∈ R/αZ, write ηθ,N ∈ R2 for the folded average

ηθ,N =
1

N

N∑
n=1

Fθ(pn). (1.7)

The folded first moments of µN , which we denote by mN
θ ∈ R2, are defined by

mN
θ = e1m

N
θ,1 + e2m

N
θ,2

where

mN
θ,i = ei ·mN

θ =

∫
K
ei · Fθ(p) dµN (p) for i = 1, 2.

Comparing these formulas to (1.7), the folded average is evidently equivalent to the first
moment of the empirical measure:

ηθ,N = mN
θ for all θ ∈ R/αZ. (1.8)

An important issue in our analysis is whether the folded average ηθ,N is close to the
folded barycenter FθbN , that is, whether “averaging commutes with folding". These two
points in R2 may not coincide; the relation between ηθ,N and FθbN is addressed later in
Lemma 4.15.

Henceforth, let {pn}Nn=1 be a collection of independent random points on K, each
distributed according to µ. More precisely, let {pn(ω) | n = 1, . . . , N} be a collection of in-
dependent, identically distributed K-valued random variables, each distributed according
to µ over a probability space (Ω,A,P). Their barycenter bN (ω) = b(p1(ω), . . . , pN (ω)) ∈ K
is also a random variable taking values in K. For each θ ∈ R/αZ, let mN

θ = mN
θ (ω)

be the random first moments associated with the empirical measures µN = µN (ω) =
1
N

∑N
n=1 δpn(ω). As before, denote by mθ the deterministic folded means of µ in Defini-

tion 1.7. For any angle θ,

E[mN
θ ] =

1

N

N∑
n=1

∫
K
Fθ(pn) dµ(pn) =

1

N

N∑
n=1

∫
R2

z dµ̃θ(z) = mθ.
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By the usual strong law of large numbers for R2-valued random variables,

mN
θ → mθ P-almost surely as N →∞, for all θ ∈ R/αZ. (1.9)

Translating back into a law of large numbers in K for the random barycenters bN ,
the behavior in the first two cases is strikingly different than the typical law of large
numbers in a Euclidean space. The following result is proved in Section 5.

Theorem 1.12 (Law of Large Numbers on K). Assume that µ satisfies the integrability
condition (1.2). Exactly one of the following holds, depending on how sticky µ is.

1. (Fully sticky) The mean of µ is 0 and there exists a random integer N∗ such that the
barycenter bN from (1.6) satisfies bN (ω) = 0 for all N ≥ N∗(ω), P-almost surely.

2. (Partly sticky) The mean of µ is 0 and bN (ω) → 0 almost surely as N → ∞.
Furthermore, if [A,B] is the interval of fluctuating directions from Definition 1.8(ii)
and Proposition 1.10, and I is an open interval of angles containing [A,B] then
there exists a random integer N∗ such that bN (ω) ∈ CI (Definition 1.2) for all
N ≥ N∗(ω), almost surely.

3. (Nonsticky) The mean b̄ of µ is not 0 and bN (ω)→ b̄ almost surely as N →∞.

The theorem implies that for all of the sticky directions θ, the empirical mean bN
stops fluctuating after some random but finite N∗ along the ray {(r, θ) | r ≥ 0}; this is
the phenomenon that we refer to as “stickiness". In fluctuating directions, the empirical
mean bN continues to vary as N →∞, although the magnitude of the movement goes to
zero asymptotically.

1.4 Central Limit Theorems

The central limit theorems in this section describe the asymptotic behavior of the
properly normalized fluctuations of bN about the mean of µ. Due to the non-standard
nature of the sticky law of large numbers, it is not surprising that the central limit
theorem also takes a different form in sticky cases. Even in the nonsticky case, the
central limit theorem is non-standard. Each of the three possibilities in Proposition 1.10
is covered in a separate theorem; these three theorems are proved in Section 6.

1.4.1 Fully sticky case

The simplest case is the fully sticky case, where there are asymptotically no fluctuations
in any direction. On K define the scaling β(r, θ) = (βr, θ) for arbitrary β ≥ 0 such that
Fθ′
(
β(r, θ)

)
= βFθ′(r, θ) for all θ, θ′ ∈ R/αZ and r, β ≥ 0. Let νN denote the distribution

of the rescaled empirical means:

νN (U) = P
(√
NbN (ω) ∈ U

)
, where bN is the empirical barycenter (1.6) (1.10)

for all Borel sets U ⊂ K.

Theorem 1.13. If a probability measure µ onK is fully sticky, then the rescaled empirical
mean measures {νN}∞N=1 from (1.10) converge in the total variation norm (and hence
weakly) to the point measure δ0 as N → ∞. In particular, for any bounded function
φ : K → R,

lim
N→∞

∫
K
φ(p)dνN (p) = φ(0) . (1.11)

In this fully sticky case, the term “Central Limit Theorem” is a bit of a misnomer,
since there are no asymptotic fluctuations. In fact, Theorem 1.13 would still be true if
we replace

√
N in (1.10) with any increasing function of N .

The next two cases require a bit more notation and setup.
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1.4.2 Partly sticky case

Assume the second moment condition (1.3). Since the mean b̄ of µ lies at the origin 0

in the partly sticky case, again consider the rescaled empirical measure νN defined
by (1.10). The limit of νN is another measure on K, constructed as follows.

Let θ∗ and ρ ∈ [0, π/2) be such that [θ∗− ρ, θ∗+ ρ] = [A,B] where [A,B] is the interval
of fluctuating directions (Definition 1.8.ii and Proposition 1.10). Let g denote the law of
the multivariate normal random variable on R2 having mean zero and covariance matrix

Σ =

∫
R2

yyT dµ̃θ∗(y). (1.12)

This matrix is well defined due to the square-integrability condition (1.3).
Denote by Dρ ⊂ R2 the closed sector

Dρ =
{

(r cosϑ, r sinϑ) ∈ R2 | r ≥ 0 and −ρ ≤ ϑ ≤ ρ
}

(1.13)

and by P̂ρ : R2 → Dρ the convex projection onto Dρ:

P̂ρ(q) = arg min
z∈Dρ

d2(q, z), (1.14)

where d2(z, w) : R2×R2 → [0,∞) denotes the Euclidean metric in R2. Since |A−B| < π,
the folding map Fθ∗ takes the sector C[A,B] (Definition 1.2) bijectively to Dρ. It is possible
that ρ = 0 or equivalently A = B, in which case C[A,B] and Dρ are rays.

Finally, define the measure hθ∗ on K by

hθ∗ = g ◦ P̂−1
ρ ◦ Fθ∗ , (1.15)

where g ◦ P̂−1
ρ is the pushforward of the normal measure g, whose covariance matrix is

defined in (1.12), under the projection P̂ρ to Dρ. Figure 2 illustrates the construction in
an example.

Theorem 1.14. If a measure µ on K is partly sticky and square-integrable (1.3), then the
rescaled empirical mean measures {νN}∞N=1 from (1.10) converge weakly to the measure
hθ∗ from (1.15) as N →∞, where θ∗ is the midpoint of the interval K in Definition 1.8.
That is, for any continuous, bounded function φ : K → R,

lim
N→∞

∫
K
φ(p)dνN (p) =

∫
K
φ(p)dhθ∗(p). (1.16)

The measure hθ∗ is supported on the closed sector C[A,B]. The limit distribution hθ∗

can be decomposed into a singular part and an absolutely continuous part:

hθ∗ = hsing + habs .

The absolutely continuous part is the restriction of a Gaussian to the set int(C[A,B]) =

C+
(A,B), which is the interior of the closed sector C[A,B]:

habs(V ) = g ◦ Fθ∗
(
V ∩ C+

(A,B)

)
.

When A = B, the sector C[A,B] has no interior and habs = 0. The singular part hsing is
supported on the boundary ∂C[A,B], and it includes an atom wδ0(p) at the origin with
weight

w = g
({

(r cosϑ, r sinϑ) ∈ R2 | r > 0 and ϑ ∈ [ρ+ π/2, 3π/2− ρ]
})
.

However, not all of the mass in the singular part lies at the origin; hsing also distributes
mass continuously on the edges of the sector C[A,B]. In particular,

hsing
(
∂C[A,B]\{0}

)
= g
({

(r cosϑ, r sinϑ) ∈ R2 |r > 0, ϑ ∈ [ρ, ρ+ π/2) ∪ (3π/2− ρ, 2π − ρ]
})
.
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B

A

θ∗

Bε

Aε

C[A,B]

K

Fθ∗−−−−−→

ρ = |A−B|
2

Dρ

R2

Figure 2: Partly sticky case. Left: C[A,B] is that sector in K centered at θ∗ that is spanned
by the angles θ for which mθ,1 = 0. For N larger than a finite but random number,
bN ∈ C[Aε,Bε] almost surely. Right: Dρ is the bijective image of C[A,B] under the folding
map centered at θ∗. With a Gaussian g centered at 0 ∈ R2, up to the bijection, the
limiting measure is g on int(Dρ) and the pushforward of g on R2 \Dρ to ∂Dρ under the
convex projection P̂ρ. The dashed arrows show the directions of this convex projection.

1.4.3 Nonsticky case

When µ is nonsticky, the mean of µ is b̄ = (r∗, θ∗) ∈ K, where r∗ = mθ∗,1 > 0 and θ∗ is the
unique angle for which

mθ∗,1 = max
θ
mθ,1.

In particular this means that b̄ 6= 0, so the limit measure obtained by renormalizing
fluctuations of bN lives on the tangent space of b̄, which is isomorphic to R2, not K as in
sticky cases.

With θ∗ fixed, the family of random variables {mN
θ∗}∞N=1 satisfies a standard central

limit theorem in R2. Specifically, let g be the law of a multivariate normal random
variable on R2 with zero mean and covariance matrix

Σ =

∫
R2

(y − Fθ∗ b̄)(y − Fθ∗ b̄)T dµ̃θ∗(y).

This matrix is well defined under the square-integrability condition (1.3). The standard
central limit theorem implies that as N →∞ the law of the random variable

√
N
(
mN
θ∗ − Fθ∗ b̄

)
in R2 converges weakly to g.

Although is it reasonable to expect that Fθ∗bN would satisfy the same central limit
theorem, this might in fact not be the case, depending on whether the closed shadow
Iθ∗ carries mass. Define κ ≥ 0 to be the random variable

κ(ω) =



w+(θ∗)

r∗
if e2 · Fθ∗bN (ω) < 0,

w−(θ∗)

r∗
if e2 · Fθ∗bN (ω) > 0,

0 else,

(1.17)
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where (cf. Figure 1 for I±θ )

w±(θ) =

∫
I±θ

d(0, p) dµ(p),

and
I+
θ = K \ {(r, θ′) | r > 0 and − π ≤ θ′ − θ < π},
I−θ = K \ {(r, θ′) | r > 0 and − π < θ′ − θ ≤ π}.

(1.18)

On the Borel sets W in R2 define the family

ν̃N (W ) = P
(√
N(e1 · Fθ∗bN − r∗, (1 + κ)e2 · Fθ∗bN ) ∈W

)
of measures indexed by N . If µ(Iθ∗) = 0, then κ = 0 and

ν̃N (W ) = P
(√
N(Fθ∗bN − Fθ∗ b̄) ∈W

)
,

since Fθ∗ b̄ = (r∗, 0).

Theorem 1.15. If µ is nonsticky and square-integrable (1.3), then the measures {ν̃N}∞N=1

converge weakly to g as N → ∞. That is, for any continuous, bounded function
φ : R2 → R,

lim
N→∞

∫
R

φ(z)dν̃N (z) =

∫
R

φ(z)dg(z). (1.19)

When w+(θ∗) = w−(θ∗), Theorem 1.15 implies that
√
N(Fθ∗bN − Fθ∗ b̄) is Gaussian in

the limit as N →∞. When w+(θ∗) = w−(θ∗) > 0, the fluctuation of Fθ∗bN − Fθ∗ b̄ in the
e2 direction is smaller than the fluctuation of mN

θ∗,2; this is due to the presence of mass in

the closed shadow Iθ∗ . On the other hand, if w+(θ∗) 6= w−(θ∗), then
√
N(Fθ∗bN − Fθ∗ b̄)

is not Gaussian in the limit; see Example 2.5.

2 Examples

Here are a few examples illustrating some phenomena described by the limit theo-
rems.

Example 2.1 (Partly sticky). Fix α > 2π and θ∗ ∈ R/αZ. Let K ≥ 3 be an odd integer.
Let µ be the sum of K atoms having mass 1/K at the points

qk = (1, θ∗ +
2π

K
k), k = −K − 1

2
, . . . , 0, . . . ,

K − 1

2
∈ Z.

That is,

µ =
1

K

K∑
k=1

δqk .

In this case mθ ≤ 0 for all θ ∈ R/αZ, while mθ = 0 if and only if |θ− θ∗| ≤ π/K. The limit
distribution hθ∗ is supported on the sector

C[− π
K ,

π
K ] =

{
(r, θ)

∣∣∣ r ≥ 0 and − π

K
≤ θ − θ∗ ≤ π

K

}
,

including a singular part at the origin with weight 1− 2
K bK+2

4 c − 1
K and a singular part

on ∂C[− π
K ,

π
K ] \ {0}, with weight 2

K bK+2
4 c cf. Figure 3. The limit distribution does not vary

with α, given that α > 2π.

In the limit, Example 2.1 gives the following.
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π
5

−π
5

C[π
5
,−π

5
]

angle > 2π
5

Figure 3: Example 2.1 in the case K = 5, with θ∗ = 0.

Example 2.2 (Partly sticky with singular limit measure). Fix α > 2π and θ∗ ∈ R/αZ.
Suppose µ is uniform on the set

S1 = {(r, θ) ∈ K | r = 1 and − π < θ − θ∗ < π}.

Then mθ ≤ 0 for all θ ∈ R/αZ, while mθ = 0 only for θ = θ∗. The limit distribution hθ∗

puts an atom of mass 1/2 at the origin, and half a Gaussian on the ray {(r, θ∗) | r > 0}. In
particular, hθ∗ has no absolutely continuous part. As in Example 2.1, the limit distribution
does not vary with α, given that α > 2π.

Example 2.3 (Embedding the spider). Suppose α > Kπ. Then there are angles θk ∈
R/αZ for k = 1, . . . ,K such that |θk − θj | > π for all j 6= k. Working with measures
supported on the union of the rays at angles θ1, . . . , θK is equivalent to working with
probability distributions on the spider with K legs—that is, an open book of dimension 1

with K leaves, cf. [14]—by mapping the ray {(r, θk) ∈ K | r > 0} to a leg of the spider.

Example 2.4 (Full stickiness without square-integrability). Let dσ = rdr ⊗ dθ denote the
canonical measure on K. Here, dr denotes the usual Lebesgue measure on [0,∞) and dθ
the canonical quotient measure on R/αZ. With arbitrary but fixed 1 < β < 2 let µ be the
measure on K with density

g(r, θ) =
2β

α(β + 2)
×
{

1 if 0 ≤ r ≤ 1
1

rβ+2 if 1 ≤ r <∞.

The integrability condition (1.2) is satisfied with r̄ = 2β(β+2)
3(β+1)(β−1) . Moreover, mθ,1 =

(2π − α)r̄ < 0 for all θ ∈ R/αZ. By virtue of Theorem 1.13, there is a random integer N∗

such that bN = 0 for all N ≥ N∗ almost surely. On the other hand, square-integrability
does not hold, as

∫
K r

2
p dµ(p) =∞, and hence b̄ is not defined.

Example 2.5 (Non-Gaussian behavior in the nonsticky case). Fix t > 3 and let µ be the
distribution on K which puts mass 1/5 at each of the points

p1 = (t, 0), p2 = (1, π/2), p3 = (1, π), p4 = (2,−π), p5 = (1,−π/2).

The points p3 and p4 lie on the boundary of Iθ=0, so under the folding map Fθ with θ = 0,
the points p3 and p4 collapse onto the axis (−∞, 0) × {0}; points p2 and p5 map to the
vertical axis {0} ×R. We compute:

mθ=0,1 =
1

5
(t+ 0− 1− 2 + 0) =

t− 3

5
> 0.
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Figure 4: Depicted is the marginal in Example 2.5 for t = 5, i.e. the vertical component
y =

√
Ne2 · F0bN of the folded empirical means multiplied by

√
N . For these, y →

1
3IZ≥0Z + 2

3IZ≤0Z asymptotically in distribution as N →∞ where Z ∼ N
(

0, 2/5
)

.

The push-forward µ̃θ = µ ◦F−1
θ has symmetry about the x-axis when θ = 0, which implies

that mθ=0,2 = 0. By the results of Section 4 below, this implies θ 7→ mθ,1 is maximized at
θ = θ∗ = 0. However,

w+(θ∗) =
1

5
d(0, p3)2 =

1

5
and w−(θ∗) =

1

5
d(0, p4)2 =

4

5

in this case. As a consequence of Theorem 1.15 and the subsequent remarks, the limit
distribution of

√
N(Fθ∗bN −Fθ∗ b̄) on R2 is non-degenerate and not Gaussian, cf. Figure 4.

3 Folding isolated hyperbolic planar singularities

This section elaborates on the geometric structure of the kale K defined in (1.1).

Lemma 3.1 (Openness of visibility). If p is fully visible from the angle θ0 then it is fully
visible from all θ sufficiently close to θ0. The same is true for invisibility.

Proof. The sets Iθ and K \ Iθ are open.

Recall that d2(z, w) : R2 × R2 → [0,∞) denotes the Euclidean metric in R2. The
following lemma follows easily from the definitions of Fθ and the metric d on K.

Lemma 3.2. For any two points p1, p2 ∈ K and any angle θ ∈ R/αZ,

d2

(
Fθ(p1), Fθ(p2)

)
≤ d(p1, p2),

with strict inequality if p1 ∈ Iθ, p2 ∈ K \ Iθ, and p2 has an angle different from θ.
Moreover, for any p ∈ K and θ ∈ R/αZ,

d2

(
Fθ(r, θ), Fθ(p)

)
= d
(
(r, θ), p

)
.

Lemma 3.3. If (1, θ′) ∈ Iθ and p ∈ K, then

e1 · Fθ(p) ≤ −e1 · Fθ′(p). (3.1)

If (1, θ′) ∈ Iθ then equality holds precisely when p ∈ Rθ,θ′ .
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Remark 3.4. The conditions (1, θ′) ∈ Iθ and (1, θ′) ∈ Iθ could equivalently be expressed
as |θ − θ′| ≥ π and |θ − θ′| > π, respectively; in particular, they are symmetric in θ and θ′.

Proof of Lemma 3.3. Both assertions are obvious for p = 0. Hence assume p 6= 0, i.e.
that p = (r, θ̂) ∈ K with r > 0. Then

e1 · Fθ(p) = r cos
(
min{|θ̂ − θ|, π}

)
,

and similarly with θ′ in place of θ. The statement of the lemma is symmetric in θ and θ′

by Remark 3.4, so without loss of generality assume |θ̂ − θ| ≥ |θ̂ − θ′|.
Then e1 · Fθ(p) and e1 · Fθ′(p) are both negative—and thus (3.1) with strict inequality

is automatic—unless |θ̂− θ′| ≤ π/2. Henceforth assume |θ̂− θ′| ≤ π/2. Then |θ̂− θ| ≥ π/2
because |θ − θ′| ≥ π.

If |θ̂ − θ| ≥ π, then the left side of (3.1) is −r while the right side is −r cos |θ̂ − θ′|;
the cosine is nonnegative because |θ̂ − θ′| ≤ π/2, and it achieves the value 1 only when
θ̂ = θ′, which is when p ∈ Rθ,θ′ , as desired.

The only remaining case is where |θ̂ − θ′| ≤ π/2 ≤ |θ̂ − θ| < π. Since (1, θ′) ∈ Iθ but
|θ̂− θ| < π, the ray θ̂ must lie between θ′ and θ, in the sense that |θ− θ′| = |θ− θ̂|+ |θ̂− θ′|
and passing through this angle from θ′ to θ hits the ray at θ̂ along the way. This picture
is easily drawn in the Euclidean plane R2, with θ′ along the horizontal axis, θ̂ in the first
(northeast) quadrant, and θ − π between θ′ and θ̂, possibly equal to θ′ but never θ̂. (The
reflection of this picture across the horizontal axis is possible, as well, but as cosine is an
even function it changes none of the algebra.) Using θ − π instead of θ is handy because
−e1 · Fθ(p) is the cosine of the angle β between θ − π and θ̂. The desired result follows
because β ≤ |θ̂ − θ′| ≤ π/2 and cosine is strictly decreasing on the interval [0, π/2] while
β = |θ̂ − θ′| only when θ − θ′ = π, which is the case (1, θ′) ∈ Iθ \ Iθ.

4 Barycenters and first moments of probability measures on the
kale

This section describes properties of the functions θ 7→ mθ and θ 7→ mN
θ ; the behavior

of these functions aids in understanding how the barycenters bN behave in the limit
N →∞. Recall that the barycenter is the minimizer of Γ(p), defined in (1.4). To motivate
what comes next and better explain the connection between barycenters and the first
component mθ,1 of folded means mθ, we recall the analogous calculation for Rn. Define
γ : Rn → [0,∞) by

γ(x) =
1

2

∫
Rn
‖x− y‖2dν(y)

for a given probability measure ν on Rn. The barycenter of ν in this Euclidean setting is
the point x ∈ Rn that minimizes γ(x). Observe that

‖x− y‖2 = ‖x‖2 − 2x · y + ‖y‖2 = ‖x‖2 − 2‖x‖(x̂ · y) + ‖y‖2,

where x̂ = x/‖x‖ is the unit vector in the direction of x. Hence if ν is square-integrable,
and

γ(x) =
1

2
‖x‖2 − ‖x‖

∫
Rn

(x̂ · y) dν(y) + γ(0), (4.1)

then the minimizer of γ lies in the direction x̂ that maximizes

m · x̂ =

∫
Rn

(x̂ · y) dν(y) (4.2)

and at a distance from the origin equal to the maximum value of (4.2). Here m ∈ Rn
is the mean of ν. Hence if x̂∗ is the maximizing direction, then the barycenter can be
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written in polar coordinates (r, x̂) as (m · x̂∗, x̂∗). From this it follows that the solution
is the usual mean in Euclidean space. Even when the term γ(0) in (4.1) is infinite, it is
reasonable to take this as the definition of mean. To make the maximization of (4.2) well
defined, one only needs to assume ν is integrable rather than square-integrable.

A similar calculation can be done in the kale setting. Since the folding map rotates
the direction θ back to the direction e1 in the Euclidean plane, mθ,1 is exactly analogous
to (4.2). The following lemma proves the expression analogous to (4.1) in the setting of
K.

Lemma 4.1. Suppose a measure µ is square-integrable (1.3). Then for all points (r, θ) ∈
K,

Γ(r, θ) =
r2

2
− rmθ,1 + Γ(0).

Remark 4.2. As a consequence of ‖Fθ(r, θ)‖ ≤ r, the pushforward µ̃θ = µ ◦ F−1
θ is also

square-integrable when µ is.

Proof of Lemma 4.1. For p = (r, θ), using Lemma 3.2,

Γ(p) =
1

2

∫
K
d2(Fθp, Fθq)

2 dµ(q)

=
1

2

∫
K

(
|e1 · Fθp− e1 · Fθq|2 + |e2 · Fθp− e2 · Fθq|2

)
dµ(q)

=
1

2

∫
K

(
|r − e1 · Fθq|2 + |e2 · Fθq|2

)
dµ(q)

=
r2

2
− r

∫
K
e1 · Fθq dµ(q) +

∫
K
|
(
e1 · Fθq|2 + |e2 · Fθq|2

)
dµ(q).

Motivated by a need to understand properties of the function mθ,1, we now explore
its differentiability. Define one-sided derivatives of g : R/αZ→ R at θ ∈ R/αZ by

D+
θ g(θ) = lim

θ′→θ
θ′∈(θ,θ+π)

g(θ′)− g(θ)

θ′ − θ and D−θ g(θ) = lim
θ′→θ

θ′∈(θ−π,θ)

g(θ′)− g(θ)

θ′ − θ .

Recall Definition 1.1 of the (not necessarily positive) real number θ′ − θ. When the
one-sided derivatives agree, write d

dθg(θ) or g′(θ) as usual.

Lemma 4.3. The function mθ,1 : R/αZ→ R is continuously differentiable, and

d

dθ
mθ,1 = mθ,2.

Moreover, for every θ ∈ R/αZ, the one-sided derivatives D±θ
dmθ,1
dθ = D±θ mθ,2 exist and

satisfy

D±θ
dmθ,1

dθ
= D±θ mθ,2 = −mθ,1 −

∫
I∓θ

d(0, p) dµ(p) = −mθ,1 − w∓(θ) (4.3)

where w±(θ) and I±θ are as in (1.18), cf. Figure 1. In particular since Iθ ⊂ I±θ ,

D±θ
dmθ,1

dθ
≤ −mθ,1 −

∫
Iθ
d(0, p) dµ(p) (4.4)

holds for all θ ∈ R/αZ.

Proof. For θ′ ∈ R/αZ, define functions fθ′ : R/αZ→ [−1, 1] and gθ′ : R/αZ→ [−1, 1] by

fθ′(θ) = cos
(
min{|θ − θ′|, π}

)
and gθ′(θ) =

{
sin(θ′ − θ) if |θ − θ′| ≤ π

0 otherwise.
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Then

mθ,1 =

∫
K
rp fθp(θ) dµ(p) and mθ,2 =

∫
K
rp gθp(θ) dµ(p), (4.5)

where p = (rp, θp). Each function fθp is continuously differentiable. The integrability
condition (1.2) and the dominated convergence theorem imply that

dmθ,1

dθ
=

∫
K
rp f

′
θp(θ)dµ(p) =

∫
K\Iθ

rp sin(θp − θ)dµ(p) = mθ,2.

Each gθp has one-sided derivatives:

D+
θ gθp(θ) =

{− cos(θp − θ) if θp − π ≤ θ < θp + π, i.e. − π < θp − θ ≤ π
0 otherwise,

D−θ gθp(θ) =

{− cos(θp − θ) if θp − π < θ ≤ θp + π i.e. − π ≤ θp − θ < π

0 otherwise.

Therefore, by the dominated convergence theorem, mθ,2 also has one-sided derivatives
at every θ ∈ R/αZ:

D+
θ mθ,2 =

∫
K
rpD

+
θ gθp(θ) dµ(p) = −

∫
K\I−θ

rp cos(θp − θ) dµ(p)

= −mθ,1 −
∫
I−θ

rp dµ(p).

Similarly,

D−θ mθ,2 =

∫
K
rpD

−
θ gθp(θ) dµ(p) = −

∫
K\I+

θ

rp cos(θp − θ) dµ(p)

= −mθ,1 −
∫
I+
θ

rp dµ(p).

In particular, (4.4) holds for all θ ∈ R/αZ.

Corollary 4.4. Let A 6= B and |A− B| ≤ π. If mθ,1 = 0 for all θ ∈ [A,B] then µ(Iθ) = 0

for all θ ∈ [A,B].

Proof. For θ ∈ (A,B) this an immediate consequence of (4.4), since

0 = D±θ
dmθ,1

dθ
≤ −

∫
Iθ
d(0, p) dµ(p) ≤ 0.

When 0 < B − A ≤ π, the D+
θ and D−θ versions of this calculation remain valid for the

endpoints θ = A and θ = B, respectively, and swapped when 0 < A−B ≤ π.

Example 4.5. The assertion of Corollary 4.4 is wrong when A = B, i.e. when θ∗ ∈ R/αZ
with mθ∗,1 = 0 is isolated. To see this, consider µ having point masses of weight 1/3

at (1, θ∗) as well as at (1/2, θ∗ + π + ε) and (1/2, θ∗ − π − ε) with 0 < ε < α/2− π. Then
µ(Iθ∗) = 2/3 while mθ,1 < 0 for all θ 6= θ∗ and mθ∗,1 = 0.

Example 4.6. The shadow of an angle θ with mθ,1 > 0 may carry mass. Changing the
first point in Example 4.5 into (2, θ∗) yields mθ∗,1 = 1/3 > 0 and µ(Iθ∗) = 2/3.

Recalling the definition w±(θ) from (1.18), observe that 0 ≤ w±(θ) ≤ r̄ holds for all θ
because the integrand is nonnegative and I±θ ⊂ K. Also, as a consequence of (4.5),

‖mθ‖ =
√
m2
θ,1 +m2

θ,2 ≤
√

2r̄. (4.6)
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σ = θ − θ̂

Φσ−−−−−→

θ
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mθ

Φσmθ

σ

σ

Figure 5: The rotation. If all the shadows from θ to θ̂ carry no mass then Φθ̂−θmθ = mθ̂

by Lemma 4.8.

Since µ is a probability measure, due to σ-additivity, only countably many of the rays
{(r, θ) | 0 ≤ r <∞} for θ ∈ R/αZ carry positive mass of µ. Consequently, w+ and w− are
continuous almost everywhere with respect to the understood measure on R/αZ induced
by Lebesgue measure on [0, α), and so is θ 7→ D±mθ,2. Furthermore, w+(θ) = w−(θ) for
almost every angle θ.

Corollary 4.7. Let θ̂ ∈ R/αZ and θ ∈ [θ̂ − π, θ̂ + π]. Then

mθ,1 = mθ̂,1 cos(θ − θ̂) +mθ̂,2 sin(θ − θ̂)−
∫ θ

θ̂

w(ψ) sin(θ − ψ) dψ (4.7)

and

mθ,2 = −mθ̂,1 sin(θ − θ̂) +mθ̂,2 cos(θ − θ̂)−
∫ θ

θ̂

w(ψ) cos(θ − ψ) dψ. (4.8)

where

w(ψ) =

∫
Iψ
d(0, p) dµ(p). (4.9)

Proof. Since w+ and w− are equal for almost every angle, we have∫ θ

θ̂

w±(ψ) sin(θ − ψ) dψ =

∫ θ

θ̂

w(ψ) sin(θ − ψ) dψ

and similarly for the integral in (4.8). Equation (4.7) then follows from (4.3) using
integration by parts along ψ ∈ (θ̂, θ):

mψ,1 sin(θ − ψ) = −D±ψmψ,2 sin(θ − ψ)− w∓(ψ) sin(θ − ψ).

Equation (4.8) follows from

D±ψmψ,2 cos(θ − ψ) = −mψ,1 cos(θ − ψ)− w∓(ψ) cos(θ − ψ).

For an angle σ ∈ R define the rotation Φσ : R2 → R2 by Φσ(r, ψ) = (r, ψ + σ) in polar
coordinates, cf. Figure 5. As usual, denote by ‖ · ‖ the standard Euclidean norm on R2.
Recall Definition 1.4, specifically IA for an interval A.
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Lemma 4.8. Let θ̂ ∈ R/αZ. For all θ ∈ R/αZ with |θ − θ̂| ≤ π,

‖Φθ̂−θmθ̂ −mθ‖ ≤ |θ − θ̂|
∫
I(θ̂,θ)

d(0, p) dµ(p).

In particular, ‖Φθ̂−θmθ̂ −mθ‖ ≤ |θ − θ̂|r̄. Also, if µ(I(θ̂,θ)) = 0, then Φθ̂−θmθ̂ = mθ.

Proof. Suppose θ ∈ [θ̂ − π, θ̂ + π]. Then

Φθ̂−θmθ̂ =

(
cos(θ − θ̂) sin(θ − θ̂)
− sin(θ − θ̂) cos(θ − θ̂)

)(
mθ̂,1

mθ̂,2

)
.

So, by Corollary 4.7,

‖Φθ̂−θmθ̂ −mθ‖2 =

∣∣∣∣∣
∫ θ

θ̂

w(ψ) sin(θ − ψ) dψ

∣∣∣∣∣
2

+

∣∣∣∣∣
∫ θ

θ̂

w(ψ) cos(θ − ψ) dψ

∣∣∣∣∣
2

≤ |θ − θ̂|
∫ θ

θ̂

w(ψ)2 sin2(θ − ψ) dψ + |θ − θ̂|
∫ θ

θ̂

w(ψ)2 cos2(θ − ψ) dψ

= |θ − θ̂|
∫ θ

θ̂

w(ψ)2 dψ ≤ |θ − θ̂|2 sup
ψ∈(θ̂,θ)

w(ψ)2.

The assertion follows now from

sup
ψ∈(θ,θ̂)

w(ψ) = sup
ψ∈(θ,θ̂)

∫
Iψ

d(0, p) dµ(p) ≤
∫
I(θ,θ̂)

d(0, p) dµ(p).

Lemma 4.9. If θ, θ′ ∈ R/αZ with (1, θ′) ∈ Iθ, then mθ,1 ≤ −mθ′,1. If (1, θ′) ∈ Iθ, then
mθ,1 = −mθ′,1 if and only if µ(Rθ,θ′) = 1.

Proof. This follows from Lemma 3.3 and the definition of mθ and mθ′ :

mθ,1 =

∫
Rθ,θ′

e1 · Fθ(p) dµ(p) +

∫
K\Rθ,θ′

e1 · Fθ(p) dµ(p)

= −
∫
Rθ,θ′

e1 · Fθ′(p) dµ(p) +

∫
K\Rθ,θ′

e1 · Fθ(p) dµ(p) by equality case in Lemma 3.3

≤ −
∫
Rθ,θ′

e1 · Fθ′(p) dµ(p)−
∫
K\Rθ,θ′

e1 · Fθ′(p) dµ(p) by Lemma 3.3

= −mθ′,1.

If (1, θ′) ∈ Iθ, then equality holds only if µ(K \Rθ,θ′) = 0.

Corollary 4.10. The nondegeneracy condition (Assumption 1.9) implies that mθ,1 <

−mθ′,1 whenever (1, θ′) ∈ Iθ, or in other words, whenever |θ − θ′| > π.

Proposition 4.11. Assuming integrability (1.2) and nondegeneracy (Definition 1.9), the
subset of R/αZ on which mθ,1 ≥ 0 is a closed interval that is exactly one of the following:

(i) empty,

(ii) of length < π, with mθ,1 = 0 on its entirety, or

(iii) of length ≤ π, with mθ,1 strictly concave (and hence strictly positive) on its interior.

The length of the interval depends on µ as well as on α.
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Proof. In any case, Corollary 4.10 implies that minmθ,1 < 0. Henceforth assume case
(i) does not hold, so the set K of points where mθ,1 ≥ 0 is nonempty. Because mθ,1 is
continuous, the subset K ⊂ R/αZ is closed and mθ,1 = 0 on its boundary.

First suppose that maxmθ,1 > 0, the goal being to reach conclusion (iii). Then K

contains distinct points A and B where mθ,1 = 0. Corollary 4.10 implies that |B −A| ≤ π.
Lemma 4.3 implies that mθ,1 is strictly concave whenever mθ,1 > 0. Hence we can and
do assume that

mB,2 =
d

dθ

∣∣∣
θ=B

mθ,1 < 0 <
d

dθ

∣∣∣
θ=A

mθ,1 = mA,2,

using Lemma 4.3 and the fact that mθ,1 > 0 whenever θ ∈ (A,B). Now (4.7) implies that

mθ,1 =


mA,2 sin(θ −A)−

∫ θ

A

w(ψ) sin(θ − ψ) dψ if θ ∈ (A− π,A)

mB,2 sin(θ −B)−
∫ θ

B

w(ψ) sin(θ − ψ) dψ if θ ∈ (B,B + π),

(4.10)

and both of these are strictly negative. Since also mθ,1 < 0 for all θ /∈ (θ′ − π, θ′ + π) for
all θ′ ∈ [A,B] by Corollary 4.10, conclusion (iii) follows when maxmθ,1 > 0.

Finally, assume maxmθ,1 = 0. Fix a left boundary point A a right boundary point
B of K; note that A = B is possible. Corollary 4.10 again teaches that B − A ≤ π.
By hypothesis,

mB,2 =
d

dθ

∣∣∣
θ=B

mθ,1 = 0 =
d

dθ

∣∣∣
θ=A

mθ,1 = mA,2.

Hence (4.7) takes the forms

mθ,1 =

∫ A

θ

w(ψ) sin(θ − ψ) dψ and mθ,1 = −
∫ θ

B

w(ψ) sin(θ − ψ) dψ.

These formulas, plus the choices of A and B as left and right endpoints, imply that
mθ,1 < 0 for all θ ∈ [A− π,A)∪ (B,B+ π]. In words, every left endpoint of K is preceded
by, and every right endpoint of K is followed by, an interval of length at least π on which
mθ,1 < 0. Since |A−B| ≤ π, the interval [A,B] contains no endpoints of K other than A
and B themselves. Therefore mθ,1 = 0 for all θ ∈ [A,B]. Corollary 4.10 prevents mθ,1 ≥ 0

for θ outside of [A− π,B + π]. Except for showing the strict inequality |B −A| < π, this
completes the proof that maxmθ,1 = 0 forces conclusion (ii).

Suppose, then, that |B − A| = π. Corollary 4.4 implies that µ(C[A,B]) = 1. If θ∗

is the midpoint of the interval [A,B], then the measure µ̃θ∗ is supported on the half-
space H+ = {(z1, z2) ∈ R2 | z1 ≥ 0}. But m1,θ = 0 for all θ ∈ [A,B], whence µ̃θ∗ is
actually supported on a single line ∂H+. This contradicts the non-degeneracy hypothesis.
Therefore |B −A| < π, as desired.

Corollary 4.12. If maxθmθ,1 > 0, then there is a unique angle θ∗ at which the maximum
is attained: mθ∗,1 = maxθmθ,1. Furthermore, mθ∗,2 = 0 for that angle.

Proof. The claim concerning mθ∗,1 is immediate from the concavity in Proposition 4.11.
The fact that mθ∗,2 = 0 follows from the first claim of Lemma 4.3: mθ,2 = d

dθmθ,1.

Corollary 4.13. Assume square-integrability (1.3). If maxθmθ,1 ≤ 0 then Γ(p) attains its
minimum at the unique point b̄ = 0. If maxθmθ,1 > 0, then Γ(p) attains its minimum at
the unique point b̄ = (mθ∗,1, θ

∗), where

θ∗ = arg max
θ

mθ,1.

In either case, the mean of µ in Definition 1.11 coincides with the barycenter of µ.
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Proof. Use the explicit expression for Γ(p) from Lemma 4.1 and Corollary 4.12; minimize
over r and θ.

Corollary 4.14. Assume square-integrability (1.3). If there is (r′, θ′) ∈ K with r′ ≥ 0 and
mθ′ = (r′, 0) then b̄ = (r′, θ′).

Proof. When r′ = mθ′,1 > 0, Proposition 4.11(iii) holds, and θ′ lies interior to the closed
interval [A,B] there. Due to Corollary4.13, mθ,1 attains a unique maximum at θ∗ ∈ (A,B).
Moreover, mθ′ = (r′, 0) and mθ′,2 = 0 imply, with Lemma 4.3, that

d

dθ
m1,θ

∣∣∣
θ=θ′

= mθ′,2 = 0. (4.11)

By strict concavity in Proposition 4.11(iii), θ∗ = θ′, so b̄ = (r′, θ′) by Corollary 4.13.

The case r′ = mθ′,1 = 0 can only occur in cases (ii) and (iii) of Proposition 4.11,
with θ′ being an endpoint of the closed interval in case (iii) and anywhere in the closed
interval in case (ii). Since (4.11) holds nonetheless, strict concavity in case (iii) cannot
be. Consequently, mθ,1 ≤ 0 for all θ. Therefore, by Corollary 4.13, b̄ = (0, θ′) = (r′, θ′).

We conclude this section with important estimates relating folded averages ηθ,N
from (1.7) to folded barycenters FθbN of empirical distributions on K.

Lemma 4.15. Suppose that bN = (r̂, θ̂) with r̂ > 0. If θ ∈ R/αZ and |θ − θ̂| ≤ π, then

‖ηθ,N − FθbN‖ ≤
|θ − θ̂|
N

∑
pn∈I(θ,θ̂)

d(0, pn).

In particular, ηθ̂,N = Fθ̂bN . Also, if pn /∈ I(θ,θ̂) for all n = 1, . . . , N , then ηθ,N = FθbN .

Proof. This is a consequence of Lemma 4.8 applied to the measure µN and the associated
first moments mN

θ = ηN,θ. By Corollary 4.13, bN = (mN
θ̂,1
, θ̂) and mN

θ̂,2
= 0 because r̂ > 0.

Hence Fθ̂bN = (mN
θ̂,1
, 0) = mN

θ̂
. As |θ − θ̂| ≤ π, in polar coordinates FθbN = (r̂, θ̂ − θ) =

Φθ̂−θFθ̂bN , so

‖FθbN − ηθ,N‖ = ‖Φθ̂−θFθ̂bN − ηθ,N‖ = ‖Φθ̂−θmN
θ̂
−mN

θ ‖.

Therefore, by Lemma 4.8,

‖FθbN−ηθ,N‖ ≤ |θ−θ̂|
∫
I(θ,θ̂)

d(0, p)µN (p) =
|θ − θ̂|
N

∑
pn∈I(θ,θ̂)

d(0, pn).

The following is a special version of Corollary 4.14.

Corollary 4.16. If ηθ′,N = (r′, 0) ∈ R2 with r′ ≥ 0, then bN = (r′, θ′).

5 Proof of the sticky law of large numbers

The standard law of large numbers for folded averages in R2 states that mN
θ → mθ as

N →∞. It holds uniformly in θ, as follows.

Lemma 5.1. For any ε > 0, there is a random integer N∗ε (ω) such that max
θ∈Z/αZ

‖mN
θ −

mθ‖ ≤ ε for all N ≥ N∗ε (ω), P almost surely.
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Proof. Fix ε > 0 and an integer n > max
(
24αr̄/ε, α/π

)
, and let θk = αk/n + αZ for

k = 0, . . . , n− 1. Then |θk − θk+1| = α/n < π. For any θ ∈ [θk, θk+1),

‖Φθk−θz − z‖ ≤
α‖z‖
n

for any z ∈ R2

as well as by Lemma 4.8,

‖Φθk−θmθk −mθ‖ ≤
αr̄

n
. (5.1)

Hence, making also use of (4.6),

‖mθk −mθ‖ ≤ ‖mθk − Φθk−θmθk‖+ ‖Φθk−θmθk −mθ‖ ≤ 4
αr̄

n
. (5.2)

By the law of large numbers (1.9), there is nullsetM1 and an integer N1(ω) such that
‖mN

θk
−mθk‖ ≤ ε/3 for all N ≥ N1(ω), all k ∈ {0, . . . , n− 1}, and all ω ∈ Ω \M1. Similarly,

by the law of large numbers there is also a nullsetM2 and an integer N2(ω) such that

0 ≤ rN :=

∫
K
d(0, p) dµN (p) ≤ 2r̄

for all N ≥ N2(ω) and all ω ∈ Ω\M2. Applying (5.2) to the empirical moments gives thus

‖mN
θk
−mN

θ ‖ ≤
4αrN

n
≤ 8

αr̄

n

for all N ≥ N2(ω). Finally,

‖mN
θ −mθ‖ ≤ ‖mN

θ −mN
θk
‖+ ‖mN

θk
−mθk‖+ ‖mθk −mθ‖

≤ 8
αr̄

n
+
ε

3
+ 4

αr̄

n
< ε

for all N ≥ N∗ε (ω) = max(N1(ω), N2(ω)) and Ω 3 ω 6∈ M =M1 ∪M2.

Given a set of angles T ⊂ R/αZ, define the set

C+
T = {(r, θ) ∈ K | r > 0 and θ ∈ T} = CT \ {0}, (5.3)

which excludes the origin from the sector CT (Definition 1.2).

Theorem 5.2. Let T ⊂ R/αZ be a closed subset such that mθ,1 < 0 for all θ ∈ T . Then
there is a random integer N∗(ω) such that

bN (ω) /∈ C+
T for all N ≥ N∗(ω)

holds P-almost surely. In particular, if µ is fully sticky then there is a random integer
N∗(ω) such that bN = 0 for all N ≥ N∗(ω), P-almost surely. Similarly, if µ is partly sticky
and T ⊂ R/αZ is any open interval containing the maximal interval where mθ,1 = 0,
as described in Propositions 1.10 and 4.11, then bN ∈ CT for all N ≥ N∗(ω), P-almost
surely.

Proof. Since T is closed and mθ,1 is continuous, there is ε > 0 such that supθ∈T mθ,1 <

−ε < 0. By Lemma 5.1 there is a random integer N∗(ω) such that mN
θ,1 < −ε/2 for all

θ ∈ T , almost surely for all N ≥ N∗(ω). Now, bN is the unique minimizer of

p 7→ ΓN (p) =
1

2

∫
K
d(p, q)2 dµN (q).
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Since the empirical measures {µN}∞N=1 are square-integrable (even if µ is not),

ΓN (r, θ) =
r2

2
− rmN

θ,1 + ΓN (0) (5.4)

by Lemma 4.1. Therefore, if θ ∈ T , and r > 0, and N ≥ N∗(ω), then almost surely

ΓN (r, θ) >
r2

2
+
ε

2
r + ΓN (0) > ΓN (0).

Hence the minimizer bN lies outside of C+
T almost surely.

By a very similar argument, Corollary 4.13 and Lemma 5.1 together imply the
following, which we state without proof. It also is a consequence of the strong law of
[22].

Theorem 5.3. Suppose that maxθmθ,1 = mθ∗,1 > 0. Let T ⊂ R/αZ be any open interval
of length ≤ π containing θ∗. There is a random integer N∗(ω) such that

bN (ω) ∈ C+
T for all N ≥ N∗(ω)

holds P-almost surely. In particular, if µ is nonsticky then for any ε ∈ (0, π/2), the
empirical barycenter bN lies in C+

(θ∗−ε,θ∗+ε) for all N > N∗(ω), P-almost surely.

We now give the proof the law of large numbers on K (Theorem 1.12) by collecting
various results we have already proved.

Proof of Theorem 1.12. The fully sticky case is immediate from Theorem 5.2. Consider
the partly sticky case. By Corollary 4.13 applied to the empirical measure µN , the
empirical barycenter is bN = 0 or bN = (mN

θ∗,1, θ
∗) where θ∗ maximizes θ 7→ mN

θ,1.
Combining this fact with Lemma 5.1 leads to the conclusion that

lim sup
N→∞

d(bN ,0) = lim sup
N→∞

mN
θ∗,1 ≤ max

θ
m1,θ

holds P-almost surely. In the partly sticky case, m1,θ ≤ 0 for all θ. Thus bN → 0 holds
P-almost surely. The other statements in the partly sticky case follow from Theorem 5.2.

Finally, consider the nonsticky case. Convergence bN → b̄ again follows from the
representation bN = (mN

θ∗,1, θ
∗) where θ∗ maximizes θ 7→ mN

θ,1. By Lemma 5.1 P-almost

surely any maximizer θN of θ 7→ mN
θ,1 converges, as N → ∞, to the maximizer of

θ 7→ mθ,1, which is unique in the nonsticky case. By definition of b̄, this implies that
bN → b̄, P-almost surely.

6 Proofs of the central limit theorems

This section contains proofs of the three central limit theorems: Theorem 1.13,
Theorem 1.14, and Theorem 1.15. First comes the fully sticky case, which follows almost
immediately from Theorem 1.12.

Proof of Theorem 1.13. Let N∗ be the random integer from Theorem 1.12, which has
the property that, P-almost surely, bN = 0 for all N ≥ N∗(ω). If φ : K → R is any bounded
function then∣∣∣ ∫ φ(p) dνN (p)− φ(0)

∣∣∣ =
∣∣Eφ(bN )− φ(0)

∣∣
=
∣∣E(φ(bN )− φ(0))1N<N∗

∣∣ ≤ 2
(

sup
p∈K
|φ(p)|

)
P(N < N∗).

Since N∗ is almost surely finite, P(N < N∗)→ 0 as N →∞ which concludes the proof.
Since the bound on the right hand side depends only on the supremum norm of φ, the
bound also implies convergence in the total variation norm.
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Next comes the proof of the central limit theorem in the partly sticky case.

Proof of Theorem 1.14. Let K = [A,B] be the interval on which mθ,1 = 0, so mθ,1 < 0 for
all θ /∈ [A,B] by hypothesis. Recall that θ∗ is the midpoint of this interval. Let ε ∈ (0, π/4).
By Theorem 5.2 there is an integer N∗(ω, ε) such that, almost surely, bN (ω) ∈ C[Aε,Bε]

if N ≥ N∗(ω, ε), where Aε = A − ε and Bε = B + ε. Since νN is the distribution of the
random variable

√
NbN on K,

lim
N→∞

νN (C[Aε,Bε]) = 1.

Therefore

lim
N→∞

(∫
K
φ1(p) dνN (p)−

∫
K
φ2(p) dνN (p)

)
= lim
N→∞

(∫
C[Aε,Bε]

φ1(p) dνN (p)−
∫
C[Aε,Bε]

φ2(p) dνN (p)

)

holds for any bounded continuous function φ1, φ2 : K → R. For this reason it suffices to
prove (1.16) for continuous bounded functions differing only on C[Aε,Bε]. Such functions
are of the form φ = ϕ ◦ Fθ∗ where ϕ : R2 → R is continuous and bounded.

Using the convex projection P̂ρ from (1.14) for ρ = 1
2 |A − B|, let ζN denote the

measure on R2 defined by P(
√
NP̂ρ(ηθ∗,N ) ∈ W ) = ζN (W ) for Borel sets W ⊂ R2.

Then E[ηθ∗,N ] = 0, because mθ = E[ηθ,N ] for all θ ∈ R/αZ and mθ∗ = 0 by hypothesis.
Recalling Remark 4.2, which guarantees square-integrability, the standard CLT for ηθ∗,N
in R2 implies that the law of

√
Nηθ∗,N converges to g, the law of the multivariate normal

with covariance (1.12). Thus

lim
N→∞

∫
R2

ϕ(z)dζN (z) =

∫
R2

ϕ(z)d(g ◦ P̂−1
ρ (z)) (6.1)

holds for any continuous bounded function ϕ : R2 → R. We claim that for any δ > 0 there
is an integer Nδ such that

P(
√
N‖Fθ∗bN − P̂ρηθ∗,N‖ > δ) ≤ δ (6.2)

holds for all N ≥ Nδ. This estimate and (6.1) imply that

lim
N→∞

∫
R2

ϕ(z)dν̃N (z) =

∫
R2

ϕ(z)d(g ◦ P̂−1
ρ (z)) (6.3)

where ν̃N = νN ◦ F−1
θ∗ is the law of

√
NFθ∗bN on R2.

Recall that Fθ∗ : C[Aε,Bε] → Dρ+ε is bijective, where the sector Dρ+ε ⊂ R2 is defined
by replacing ρ with ρ + ε in (1.13), and νN (C[Aε,Bε]) → 1 as N → ∞. Combining this
with (6.3) leads to the conclusion that (1.16) holds for the continuous bounded function
φ = ϕ ◦ Fθ∗ :

lim
N→∞

∫
K
ϕ(Fθ∗(p))dνN (p) = lim

N→∞

∫
R2

ϕ(z)dν̃N (z)

=

∫
R2

ϕ(z)d(g ◦ P̂−1
ρ (z))

=

∫
K
ϕ(Fθ∗(p))d(g ◦ P̂−1

ρ ◦ Fθ∗(p)).

It remains to prove (6.2) by estimating ‖Fθ∗bN − P̂ρηθ∗,N‖.
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mN
θ∗

ρ

ρ
Φρ←−−−−−

2ρ

mN
B

(mN
B,1, 0)

Figure 6: Detail for the proof of (6.2): Convex projection commutes with rotation.

First, suppose bN = (r, θ̂) ∈ C+
[A,B]. If A = B then θ̂ = θ∗ and thus ηθ∗,N = Fθ∗bN =

P̂ρFθ∗bN by Lemma 4.15. Now assume A 6= B. Then µ(Iθ) = 0 for all θ ∈ [θ∗, θ̂] by
Corollary 4.4, as by hypothesis mθ = 0 for all θ ∈ [θ∗, θ̂] and |θ̂ − θ∗| ≤ |B −A| < π. This
implies that also νN (Iθ) = 0 for all θ ∈ [θ∗, θ̂]. Since r > 0, Lemma 4.15 implies that
ηθ∗,N = Fθ∗bN = P̂ρFθ∗bN , as desired.

For the remainder of the proof, let ε ∈ (0, π/4) and assume bN ∈ C[Aε,Bε] but bN /∈
C+

[B,A]. Suppose bN = (r, θ̂) with θ̂ ∈ [B,Bε] and r ≥ 0; the case θ̂ ∈ [Aε, A] is treated in

the same way. By Corollary 4.13 and Lemma 4.3, mN
θ̂,1

= r and mN
θ̂,2

= 0. Denote by

wN (s) =
1

N

∑
pn∈Is

d(0, pn),

the sample analog of w(s) from (4.9). Utilizing the second equation in Corollary 4.7,

mN
B,2 = mN

θ̂,1
sin(θ̂ −B) +

∫ θ̂

B

wN (ψ) cos(ψ −B) dψ,

which implies that mN
B,2 ≥ 0. Moreover, by the first equation of Corollary 4.7,

mN
B,1 = mN

θ̂,1
cos(θ̂ −B)−

∫ θ̂

B

wN (ψ) sin(ψ −B) dψ.

Therefore mN
θ̂,1
≥ mN

B,1 ≥ 0. Similarly also

mN
θ̂,1

= mN
B,1 cos(θ̂ −B) +mN

B,2 sin(θ̂ −B)−
∫ θ̂

B

w(ψ) sin(θ̂ − ψ) dψ

≤ mN
B,1 + εmN

B,2.

This shows that r ∈ [mN
B,1,m

N
B,1 + εmN

B,2]. For later use, note that for ε > 0 sufficiently
small,

mN
B,2 ≤ (mN

θ̂,1
+ r̄)ε ≤ (mN

B,1 + r̄)ε+mN
B,2ε

2 ≤ 3r̄ε. (6.4)

Observe that Φρm
N
B = mN

θ∗ . If A = B this is obvious because ρ = 0 and θ∗ = B. If A 6= B,
then this follows from Lemma 4.8 because νN (Iθ) = 0 for all θ ∈ [θ∗, B], due to µ(Iθ) = 0.
Therefore P̂ρmN

θ∗ = P̂ρΦρm
N
B = (mN

B,1, ρ) in polar coordinates, because convex projection

commutes with rotation, cf. Figure 6. In conjunction with Fθ∗bN = (r, θ̂ − θ∗), therefore

EJP 20 (2015), paper 78.
Page 24/34

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v20-3887
http://ejp.ejpecp.org/


Sticky central limit theorems

‖Fθ∗bN − P̂ρmN
θ∗‖2 =

(
r cos(θ̂ − θ∗)−mN

B,1 cos ρ
)2

+
(
r sin(θ̂ − θ∗)−mN

B,1 sin ρ
)2

= r2 + (mN
B,1)2 − 2rmN

B,1 cos(θ̂ −B)

= (r −mN
B,1)2 + 2rmN

B,1

(
1− cos(θ̂ −B)

)
≤ (εmN

B,2)2 + (mN
B,1 + εmN

B,2)mN
B,1ε

2

= ε2(mN
B,1 +mN

B,2)2 − ε2mN
B,1m

N
B,2(2− ε).

By applying the same argument when θ̂ ∈ [Aε, A], upon noting that mN
A,1,m

N
A,2 ≤ 0, we

conclude that for ε sufficiently small and bN ∈ C[Aε,A)∪(B,Bε],

‖Fθ∗bN − P̂ρmN
θ∗‖ ≤ ε

(
mN
B,1 +mN

B,2 −mN
A,1 −mN

A,2

)
.

Let XN = mN
B,1 + mN

B,2 − mN
A,1 − mN

A,2; each term in this sum is the average of N
independent random variables in R2, and each term has zero mean since E(mN

A ) = mA =

0 and E(mN
B ) = mB = 0, by hypothesis. The Chebychev inequality implies

P
(
bN ∈ C[Aε,Bε],

√
N
∥∥Fθ∗bN − P̂ρηθ∗,N∥∥ > δ

)
≤ P

(√
Nε|XN | > δ

)
≤ ε2E

(
X2
N

)
N

δ2

≤ δ

2
for ε =

√
Cδ3/2 (6.5)

by square-integrability with a constant C that depends only on µ.
By Theorem 5.2 there is an integer N∗(ω, ε) such that bN ∈ C[Bε,Aε] if N ≥ N∗(ω, ε)

for almost surely all ω. In particular, given δ > 0 there is an integer Nε,δ such that

P(bN ∈ C[Bε,Aε]) ≥ 1− δ/2 for all N ≥ Nε,δ.

Setting Nδ = Nε,δ for ε =
√
Cδ3/2 with (6.5), the above yields the desired claim (6.2).

We conclude with the proof of the central limit theorem for the nonsticky case.

Proof of Theorem 1.15. In the nonsticky case, the barycenter of µ, denoted b̄, is equal to
(r∗, θ∗) ∈ K where r∗ = mθ∗,1 > 0 and θ∗ is the unique angle that maximizes θ 7→ mθ,1.
By Theorem 5.3, bN ∈ C+

[θ∗−ε,θ∗+ε] for all N sufficiently large, given any fixed ε ∈ (0, π/2).

The standard CLT for mN
θ∗ in R2 implies that the law of

√
N(mN

θ∗ − Fθ∗ b̄) converges
weakly to g. In cartesian coordinates, Fθ∗ b̄ = (e1 · Fθ∗ b̄, e2 · Fθ∗ b̄) = (r∗, 0). Therefore,
to show that the law of the random vector

√
N
(
e1 · Fθ∗bN − r∗, (1 + κ)e2 · Fθ∗bN

)
also

converges weakly to g as N →∞ (the random variable κ ≥ 0 was defined at (1.17)), it
suffices to show that for any δ > 0,

lim
N→∞

P
(√

N‖
(
e1 · Fθ∗bN , (1 + κ)e2 · Fθ∗bN

)
−mN

θ∗‖ ≥ δ
)

= 0. (6.6)

Recall from (5.4) that the empirical mean bN is the unique minimizer of

(r, θ) 7→ Γ(r, θ) =
r2

2
− rmN

θ,1 + ΓN (0).

That is, if bN = (r̂, θ̂), then θ̂ is the unique maximizer of the function

θ 7→ f(θ) =
(mN

θ,1)2

2
.
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The first objective is to show that |θ̂ − θ∗| = O(1/
√
N), meaning that for any ε > 0 there

are constants Nε, Cε > 0 such that P
(√

N |θ̂ − θ∗| > Cε

)
≤ ε for all N ≥ Nε. Using

Corollary 4.7, write mN
θ,1 in terms of θ∗:

mN
θ,1 = mN

θ∗,1 cos(θ − θ∗) +mN
θ∗,2 sin(θ − θ∗)−

∫ θ

θ∗
wN (ψ) sin(θ − ψ) dψ, (6.7)

where

wN (ψ) =
1

N

∑
pn∈Iψ

d(0, pn).

Because mN
θ∗ satisfies the central limit theorem and because mθ∗,2 = 0, this implies that

mN
θ,1 = mθ∗,1 cos(θ − θ∗) +O(1/

√
N) cos(θ − θ∗)

+O(1/
√
N) sin(θ − θ∗)−

∫ θ

θ∗
wN (ψ) sin(θ − ψ) dψ. (6.8)

For |θ − θ∗| < π/2 the function

θ 7→
∫ θ

θ∗
−wN (ψ) sin(θ − ψ) dψ ≤ 0

has a maximum at θ = θ∗. In view of this and (6.8), we conclude that the angle θ̂ at which
the maximum in θ 7→ mN

θ,1 is attained must satisfy |θ̂ − θ∗| ≤ O(1/
√
N).

Now we compare Fθ∗bN to mN
θ∗ to derive (6.6). Recall that Φσ : R2 → R2 denotes

rotation by angle σ (defined just before Lemma 4.8). When |θ̂ − θ∗| < π (which happens
almost surely as N →∞) we have Fθ∗bN = Φθ̂−θ∗Fθ̂bN . Therefore, by Lemma 4.15, we
have

Fθ∗bN = Φθ̂−θ∗Fθ̂bN = Φθ̂−θ∗m
N
θ̂

(6.9)

for N large enough. By Corollary 4.7 we also have

mN
θ̂

= Φ−1

θ̂−θ∗
mN
θ∗ − V (6.10)

where V = (V1,N , V2,N ) is the vector with components

V1,N =

∫ θ̂

θ∗
wN (ψ) sin(θ̂ − ψ) dψ, V2,N =

∫ θ̂

θ∗
wN (ψ) cos(θ̂ − ψ) dψ.

Hence

e1 · Fθ∗bN − e1 ·mN
θ∗ = −e1 · Φθ̂−θ∗V = − cos(θ̂ − θ∗)V1,N + sin(θ̂ − θ∗)V2,N (6.11)

and

e2 · Fθ∗bN − e2 ·mN
θ∗ = −e2 · Φθ̂−θ∗V = sin(θ̂ − θ∗)V1,N − cos(θ̂ − θ∗)V2,N (6.12)

for N sufficiently large. Using the fact that |θ̂ − θ∗| ≤ O(1/
√
N), we find that |V1,N | =

O(1/N) and |V2,N | = O(1/
√
N): indeed,

0 ≤ inf
ψ
wN (ψ) ≤ sup

ψ
wN (ψ) ≤ 1

N

N∑
n=1

d(0, pn)

and the latter converges to r̄ <∞ (recall (1.2)) almost surely as N →∞. Hence, with
probability one,

V1,N ≤ 2r̄

∫ θ̂

θ∗
sin(θ̂ − ψ) dψ ≤ r̄(θ̂ − θ∗)2, and |V2,N | ≤ 2r̄|θ̂ − θ∗|
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hold for all N large enough. Applying this at (6.11) and using |θ̂ − θ∗| ≤ O(1/
√
N), we

obtain
e1 · Fθ∗bN − e1 ·mN

θ∗ = O(1/N),

by which we mean that for any ε > 0, there is Cε such that

lim sup
N→∞

P
(
|e1 · Fθ∗bN − e1 ·mN

θ∗ | ≥ Cε/N
)
≤ ε. (6.13)

In particular, e1 · Fθ∗bN − e1 ·mN
θ∗ is o(1/

√
N) in the sense of (6.6).

To complete the proof of (6.6), we must show that (1 + κ)e2 · Fθ∗bN − e2 · mN
θ∗ is

o(1/
√
N), as well. We will use (6.12) and a more subtle estimate of V2,N and of θ̂ − θ∗.

From (6.10) and the fact that e2 ·mN
θ̂

= mN
θ̂,2

= 0 (by Lemma 4.15), we have

0 = mN
θ̂,2

= −mN
θ∗,1 sin(θ̂ − θ∗) +mN

θ∗,2 cos(θ̂ − θ∗)− V2,N

= −mN
θ∗,1(θ̂ − θ∗) +mN

θ∗,2 +O(N−1)− V2,N . (6.14)

(We used |θ̂ − θ∗| ≤ O(1/
√
N) again in the last equality.) As the next lemma shows, the

integral term V2,N is approximated by r∗κ(θ̂ − θ∗), where the random variable κ was
defined at (1.17): r∗κ = w−(θ∗) if θ̂ > θ∗, and r∗κ = w+(θ∗) if θ̂ < θ∗, and r∗κ = 0 if
θ̂ = θ∗.

Lemma 6.1. Let θ̂ be the angular coordinate of bN . Let U+
N be the event that θ̂ > θ∗, and

let U−N be the event that θ̂ < θ∗. If ZN is the random variable

ZN = IU+
N
·
∣∣∣∣∣
∫ θ̂

θ∗
wN (ψ) cos(θ̂ − ψ) dψ − w−(θ∗)(θ̂ − θ∗)

∣∣∣∣∣
+ IU−N

·
∣∣∣∣∣
∫ θ̂

θ∗
wN (ψ) cos(θ̂ − ψ) dψ − w+(θ∗)(θ̂ − θ∗)

∣∣∣∣∣ , (6.15)

then ZN is o(1/
√
N) in probability as N →∞: for any δ > 0,

lim
N→∞

P(ZN > δ/
√
N) = 0.

By combining Lemma 6.1 and (6.14), we derive

0 = −mN
θ∗,1(θ̂ − θ∗) +mN

θ∗,2 − r∗κ(θ̂ − θ∗) +O(1/N) + o(1/
√
N), (6.16)

and thus

θ̂ − θ∗ =
mN
θ∗,2

mN
θ∗,1 + r∗κ

+ o(1/
√
N). (6.17)

Recalling that |V1,N | = O((θ̂ − θ∗)2) = O(1/N), we now combine (6.12) with Lemma 6.1
and (6.17) to obtain

e2 · Fθ∗bN −mN
θ∗,2 = −V2,N +O(1/N)

= −r∗κ(θ̂ − θ∗) + o(1/
√
N)

= −mN
θ∗,2

r∗κ

mN
θ∗,1 + r∗κ

+ o(1/
√
N). (6.18)

In the case w±(θ∗) = 0, we have κ = 0, so (6.6) follows from (6.18) and (6.13). However,
when w±(θ∗) 6= 0, (6.18) implies that

e2 · Fθ∗bN −mN
θ∗,2 = −mN

θ∗,2

r∗κ

r∗ + r∗κ
+ o(1/

√
N),
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because mN
θ∗,1 → r∗ and mN

θ∗,2 → mθ∗,2 = 0 as N →∞. Therefore,

(1 + κ)e2 · Fθ∗bN −mN
θ∗,2 = o(1/

√
N).

This and (6.13) imply (6.6), as desired. Except for the proof of Lemma 6.1, the proof of
Theorem 1.15 is complete.

Proof of Lemma 6.1. We will restrict our attention to the case that θ̂ > θ∗ (in the event
U+
N , which is equivalent to e2 · Fθ∗bN > 0); the other case is analyzed in the same way.

We decompose the integral as∫ θ̂

θ∗
wN (ψ) cos(θ̂ − ψ) dψ = w−(θ∗)

∫ θ̂

θ∗
cos(θ̂ − ψ) dψ

+
(
w−N (θ∗)− w−(θ∗)

) ∫ θ̂

θ∗
cos(θ̂ − ψ) dψ

+

∫ θ̂

θ∗

(
wN (ψ)− w−N (θ∗)

)
cos(θ̂ − ψ) dψ

= T1 + T2 + T3, (6.19)

where

w−N (ψ) =
1

N

∑
pn∈I−ψ

d(0, pn).

Now we estimate each of the terms T1, T2, and T3, in (6.19) using the fact that θ̂ − θ∗ =

O(1/
√
N), which was proved independently of this lemma. First,

T1 = w−(θ∗)

∫ θ̂

θ∗
cos(θ̂ − ψ) dψ

= w−(θ∗)
(

(θ̂ − θ∗) +O((θ̂ − θ∗)3)
)

= w−(θ∗)(θ̂ − θ∗) +O(1/N).

For T2, we apply the CLT to

(
w−N (θ∗)− w−(θ∗)

)
=

1

N

N∑
n=1

(
d(0, pn)II−

θ∗
(pn)− E[d(0, pn)II−

θ∗
(pn)]

)
which is a sum of independent, identically-distributed random variables with zero mean
and finite variance (due to square integrability condition (1.3)). Hence Var

(
w−N (θ∗)− w−(θ∗)

)
=

O(1/N) and
(
w−N (θ∗)− w−(θ∗)

)
= O(1/

√
N), which implies that

T2 =
(
w−N (θ∗)− w−(θ∗)

) ∫ θ̂

θ∗
cos(θ̂ − ψ) dψ = O(1/

√
N)O(θ̂ − θ∗) = O(1/N).

Finally, we show that the term T3 =
∫ θ̂
θ∗

(
wN (ψ)− w−N (θ∗)

)
cos(θ̂ − ψ) dψ is o(1/

√
N).

If Iψ∆I−θ∗ = (Iψ ∪I−θ∗)\ (Iψ ∩I−θ∗) denotes the symmetric difference of the shadows, then

∣∣wN (ψ)− w−N (θ∗)
∣∣ ≤ 1

N

N∑
n=1

(
d(0, pn)IIψ∆I−

θ∗
(pn)

)
.

Recall that we are assuming θ∗ ≤ θ̂. We may also assume that |θ̂ − θ∗| < min(α− π, π/2)

(which happens with probability approaching 1 as N →∞), then Iψ∆I−θ∗ ⊂ Iθ̂∆I−θ∗ for
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ψ ∈ (θ∗, θ̂), and therefore

|T3| ≤
∫ θ̂

θ∗

∣∣wN (ψ)− w−N (θ∗)
∣∣ cos(θ̂ − ψ) dψ

≤ 1

N

N∑
n=1

d(0, pn)IIθ̂∆I−
θ∗

(pn)

∫ θ̂

θ∗
cos(θ̂ − ψ) dψ

≤ 1

N

N∑
n=1

d(0, pn)IIθ̂∆I−
θ∗

(pn)|θ̂ − θ∗|. (6.20)

Fix ε > 0 small and let Cε > 0 be such that P(θ̂ ∈ [θ∗ − Cε√
N
, θ∗ + Cε√

N
]) ≥ 1 − ε for all N

large enough. Then, with probability exceeding 1− 2ε, we have

IU+
N
· |T3| ≤

Cε√
N

1

N

N∑
n=1

d(0, pn)IIθ̂∆I−
θ∗

(pn) ≤ Cε√
N

1

N

N∑
n=1

d(0, pn)IIθ̄ε
N

∆I−
θ∗

(pn)

for N large enough, where the angle θ̄εN = θ∗ + Cε√
N

is now non-random. The random
variables

ξn = d(0, pn)IIθ̄ε
N

∆I−
θ∗

(pn), n = 1, 2, . . . , N

are independent and identically distributed with mean and variance

E[ξn] =

∫
Iθ̄ε
N

∆I−
θ∗

d(0, p) dµ(p), Var(ξn) = E[ξ2
n]− E[ξn]2 ≤

∫
Iθ̄ε
N

∆I−
θ∗

d(0, p)2 dµ(p).

Due to the square integrability condition (1.3), both E[ξn] and Var(ξn) are finite. More-
over, since

Iθ̄εN∆I−θ∗ =
{

(r, θ) ∈ K | r > 0, θ ∈ (θ∗ − π, θ̄εN − π) ∪ [θ̄εN + π, θ∗ + π)
}

we have ⋂
N≥1

Iθ̄εN∆I−θ∗ = ∅.

Hence, µ(Iθ̄εN∆I−θ∗)→ 0 as N →∞, and

lim
N→∞

∫
Iθ̄ε
N

∆I−
θ∗

d(0, p) dµ(p) = 0, lim
N→∞

∫
Iθ̄ε
N

∆I−
θ∗

d(0, p)2 dµ(p) = 0. (6.21)

Thus, both E[ξn] and Var(ξn) vanish as N →∞. Consequently, for any δ > 0,

lim sup
N→∞

P

(
|T3| ≥

δ√
N
, θ̂ > θ∗

)
≤ 2ε+ lim sup

N→∞
P

(
Cε

1

N

N∑
n=1

ξn > δ

)
= 2ε. (6.22)

As ε > 0 is arbitrary, we conclude that T3 = o(1/
√
N). The result now follows by

combining these estimates of T1, T2, and T3.

Note: the reason we prove that ZN is o(1/
√
N) rather than a stronger statement

like ZN ≤ O(1/N), is that we have no control over the rate at which µ(Iθ̄εN∆I−θ∗) → 0

as N →∞ or on the rate of convergence in (6.21), unless we make more assumptions
about µ.
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7 Topological definition of sticky mean

7.1 Topological version for kale

Let M1 be the set of all finite Borel measures µ on K satisfying the integrability
condition (1.2). This section considers how the mean (or barycenter) of a measure
µ ∈ M1 varies under perturbations of the measure. For this reason, we temporarily
modify the notation for mθ,1 to mθ,1(µ), to reflect the measure µ being used. It is then
easy to see that for µ, ν ∈M1,

mθ,1(µ+ εν) = mθ,1(µ) + εmθ,1(ν). (7.1)

Two measures µ, ν ∈M1 are considered equivalent if they differ only in their total mass,
meaning that there is a constant c > 0 with µ = cν. Denote the space of equivalence
classes by M̃1. Endow M1 with the topology generated by the Wasserstein metric
defined by

ρ(µ, ν) = sup
f∈Lip1

(∫
fdµ −

∫
fdν

)
,

where Lip1 is the set of real-valued, Lipschitz-continuous functions on K with Lipschitz
constant 1. This topology extends to M̃1 by declaring the distance between µ and ν to be
the Wasserstein distance ρ(µ, ν) when µ and ν are normalized so that µ(K) = ν(K) = 1.

Now comes the first in a sequence of results leading us to a definition of sticky and
nonsticky that is more topological than Definition 1.8.

Lemma 7.1. Let µ ∈ M̃1 be fully sticky. There exists an open neighborhood U of µ so
that ν ∈ U implies (i) ν is fully sticky and (ii) µ and ν have the same mean.

Proof. Since the function e1 · Fθ : K → R is in Lip1, Lemma 3.2 yields

sup
θ
|mθ,1(µ)−mθ,1(ν)| ≤ ρ(µ, ν) (7.2)

for any two measures µ, ν ∈ M̃1. If µ is fully sticky, then there exists ε > 0 so that
mθ,1(µ) ≤ −ε < 0 for all θ. Therefore, if ρ(µ, ν) ≤ ε/2 then mθ,1(ν) ≤ −ε/2 < 0 holds for
all θ. Hence, by Definition 1.8, ν is also fully sticky. Since all fully sticky measures on the
kale K have mean 0, we conclude that µ and ν have the same means.

Lemma 7.2. The set of fully sticky measures is an open subset of M̃1, as is the set of
nonsticky measures.

Proof. The statement for fully sticky measures is contained in Lemma 7.1. On the other
hand, by Definition 1.8 the nonsticky measures are characterized by mθ,1 being strictly
positive for an open range of θ. Let µ be a nonsticky measure with mθ,1(µ) > 2ε for

θ ∈ (A,B), for some ε > 0. If ν ∈ Bε(µ) ⊂ M̃1 then (7.2) implies that for all θ ∈ (A,B),

mθ,1(ν) ≥ inf
θ∈(A,B)

mθ,1(µ)− ρ(µ, ν) > 2ε− ε.

Therefore all ν ∈ Bε(µ) are also nonsticky.

Definition 7.3. Fix a measure µ ∈M1. A measure ν ∈M1, thought of as a direction, is

1. sticky for µ if µ and µ+ εν have the same mean for all sufficiently small ε > 0;

2. fluctuating for µ if µ and µ+ εν have different means for all sufficiently small ε > 0.
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Since normalization does not change whether a measure is sticky, partly sticky, or
nonsticky, one could replace µ+ εν by (1− ε)µ+ εν in the above definition. The latter
has the advantage of producing a probability measure if both µ and ν were initially so.

It is convenient to have a specific class of perturbations at our disposal. Note that for
the unit measure δp supported at the point p = (r, θ′),

mθ,1(δp) =

{
r cos(θ − θ′) if |θ − θ′| < π

−r if |θ − θ′| ≥ π.
(7.3)

Lemma 7.4. Any nonsticky or partly sticky µ ∈M1 has a fluctuating direction inM1.

Proof. Let (r∗, θ∗) be the mean of µ. When µ is partly sticky, r∗ = 0 and θ∗ is any value;
when µ is nonsticky, r∗ = mθ∗,1 > 0 and θ 7→ mθ,1(µ) attains its maximum at the unique
point θ∗. Fix any radius r > 0 with r 6= r∗, and set µε = (1−ε)µ+εδ(r,θ∗). By (7.1) and (7.3),
θ 7→ mθ,1(µε) now has its unique maximum at θ∗, but mθ∗,1(µε) 6= mθ∗,1(µ) because r 6= r∗.
Hence µ and µε have different means, so the direction δ(r,θ∗) is fluctuating for µ.

Lemma 7.5. If µ ∈M1 is partly sticky then µ has a sticky direction (other than ν = µ).

Proof. Since µ is partly sticky, mθ,1(µ) ≤ 0 for all θ. Let ν be any fully sticky measure
and define µε = (1 − ε)µ + εν. Since ν is fully sticky, mθ,1(ν) < 0 for all θ, and hence
mθ,1(µε) < 0 for all θ as long as ε > 0. Therefore µε is fully sticky, and the means of µε
and µ coincide at 0 for all ε ∈ [0, 1]. Thus ν 6= µ is a sticky direction for µ.

The above lemmas combine with the fact that all measures in M̃1 are either fully
sticky, partly sticky, or nonsticky (Proposition 4.11 and Definition 1.8) to prove the
following theorem, which could be seen as an alternative definition of the terms “fully
sticky”, “partly sticky”, and “nonsticky” for finite measures on K.

Theorem 7.6. Let S ⊂ M̃1 be the open subset of fully sticky measures. A measure
µ ∈ M̃1 is

1. fully sticky (i.e. µ ∈ S) if and only if there is an open neighborhood of µ so that all
measures in that neighborhood have the same mean as µ. Equivalently, a measure
µ is fully sticky if and only if all directions ν ∈ M̃1 are sticky for µ.

2. partly sticky if and only if µ ∈ ∂S, the topological boundary of S. Equivalently, a
measure µ is partly sticky if and only if every open neighborhood of µ contains open
sets U and V such that ν ∈ V =⇒ ν has the same mean as µ and ν ∈ U =⇒ µ

and ν have different means.

3. nonsticky if and only if µ ∈ M̃1 \S, the compliment of the closure of S. Equivalently,
a measure µ is nonsticky if and only if no open neighborhood of µ contains an open
set U consisting of measures with the same mean as µ.

Remark 7.7. As N gets large, the empirical measure

µN =
1

N

N∑
n=1

δpn

converges to µ in the topology generated by ρ if the pn are chosen independently and
according to µ. (For instance combine [21, Theorem 6.9] and the standard weak conver-
gence of empirical measures.) If µ is sticky then eventually µN lies in a neighborhood
of µ in which all measures have the same mean. On the other hand, if µ is nonsticky
then nearby measures have different means than µ and hence the mean of µN fluctuates.
When µ is partly sticky, sometimes µN lies in a set of measures sharing their mean with µ,
and sometimes it lies in a set of measures having different means than µ.
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Remark 7.8. EndowingM1 instead with the topology generated by the open neighbor-
hoods

Uµ,ε = {ν ∈M1

∣∣ max
θ
|mθ,1(µ)−mθ,1(ν)| < ε}

maintains the truth of the above results. However, using the standard weak topology on
measures, which is finer, would cause the topological characterization of stickiness to
fail.

7.2 Topological definition for arbitrary metric spaces

Suppose K is a metric space, and letM be a set of probability measures on K.

Example 7.9. WhenM = M̃1 is the set of Borel probability measures onK satisfying the
integrability condition (1.2), different topologies onM are induced by the Wasserstein
metric and by the sets Uµ,ε in Remark 7.8. The standard weak topology is yet another
possibility.

Definition 7.10. Let M be a set of measures on a metric space K with the metric
topology. AssumeM has a given topology. A mean is a continuous assignmentM→
{closed subsets of K}. A measure µ sticks to a closed subset C ⊆ K if every neighborhood
of µ inM contains a nonempty open subset consisting of measures whose mean sets are
contained in C.

Remark 7.11. Regarding the topology on the set of closed subsets of K, implicit in
Definition 7.10, we have in mind the topology induced by the Hausdorff distance:

d(A,B) = max

{
sup
a∈A

d(a,B) , sup
b∈B

d(b, A)

}
.

That is, d(A,B) is the farthest a point of A is from B or the farthest a point of B is from
A, whichever is greater. Other topologies on the set of closed subsets of K are possible,
such as the “pointed Hausdorff topology", which is compact and locally compact.

Continuity implies that the mean of µ is contained in C if µ sticks to C.

Example 7.12. This paper has investigated measures on the kale K, which can stick
to the subset C = {0} consisting of the origin. The notion of “mean” here is Defini-
tion 1.11, which assigns to each measure a single point; this assignment is continuous
by Lemma 4.3.

In spaces of interest, integrability conditions, such as those in Section 1 here, would
imply existence of means. However, means in general metric spaces—even nice ones
such as compact Riemannian manifolds—need not be single points. In other words,
the general analogue of the minimization problem in Section 1.2 could have multiple
solutions. For instance the mean set of the uniform measure on a sphere is equal to that
entire sphere, whereas each sample mean is unique almost surely (cf. Remark 2.6 in [5]).
In Section 5 of [13] there is an example of a measure on the circle where the mean set is
a proper circular arc. In fact, this can be viewed as the limiting case of measures with
unique means, the central limit theorems for which feature arbitrarily slow convergence
rates. Uniqueness of means for the kale stem from its negative curvature; see [20,
Proposition 4.3], for example.

Remark 7.13. In the language of earlier sections, Definition 7.10 only sets forth the
notion of “sticky”, which includes both the sticky and partly sticky cases. In the generality
of Definition 7.10, it would be said that a measure µ fully sticks to C if some open
neighborhood of µ consists entirely of measures whose means are contained within C. It
would not be required that the means (closed subsets of C) of the measures in such a
neighborhood should equal the mean of µ or even intersect it at all. In the case where K
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is an open book [14], for example, means are unique and measures can stick to the spine,
but nothing prevents the mean of a sticky measure from moving along the spine.

The set of partly sticky measures would be defined as those that are sticky but
not fully sticky. Definition 7.10 implies that the set of partly sticky measures is the
topological boundary of the set of sticky measures.

It remains open to characterize which metric spaces—among, say, the topologically
stratified spaces (see [9] or [18]), to be concrete—admit measures that stick to subsets
of measure 0. Given such a sticky situation, first goals would be to prove laws of
large numbers and central limit theorems, contrasting the fully, partly, and nonsticky
cases. The limiting measures in such results would be singular analogues of Gaussian
distributions; it is not clear what properties of Gaussian distributions are the right ones
to lift so as to characterize the building blocks of limiting measures in general.

8 List of Notation

d(p, q) Metric on K. See Section 1.1.
Fθ The folding map, from K to Rd, at angle θ. Definition 1.3.
Iθ The shadow of angle θ; an open subset of K. Definition 1.4.
µ A probability measure on K.
µN The empirical measure for points p1, . . . , pN ∈ K. See Section 1.3.
bN The barycenter of a (random) set of points p1, . . . , pN ∈ K. See (1.6).
b̄ Population barycenter. See Definition 1.6.
µ̃θ The pushforward µ ◦ F−1

θ of µ under Fθ; a measure on R2.
mθ First moment of measure µ folded about angle θ. Definition 1.7.
mN
θ First moment of the empirical measure µN folded about angle θ. Definition 1.7.

mθ,1, mθ,2 Components of mθ = (mθ,1,mθ,2) ∈ R2.
ηθ,N Folded average, equivalent to mN

θ . See (1.8).
νN Distribution of rescaled empirical means, a probability measure on K. See (1.10).
κ(ω) A random variable related to the CLT in the non-sticky case. See (1.17).
w±(θ) Constants which depend on the measure µ. See (1.17).
I±θ Shadow at angle θ including part of the boundary. See (1.18).
Φσ Rotation in R2 by angle σ. See Lemma 4.8.
r̄ Constant bounding first moments of the measure µ. See (1.2).

P̂ρ Convex projection onto a sector in R2. See (1.14).
g Gaussian measure on R2 with mean zero, covariance Σ. See Sec. 1.4.2 and 1.4.3.
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