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Abstract

The goal of this paper is to unify the lookdown representation and the stochastic
flow of bridges, which are two approaches to construct the Λ-Fleming-Viot process
along with its genealogy. First we introduce the stochastic flow of partitions and
show that it provides a new formulation of the lookdown representation. Second
we study the asymptotic behaviour of the Λ-Fleming-Viot process and we provide
sufficient conditions for the existence of an infinite sequence of Eves that generalise
the primitive Eve of Bertoin and Le Gall. Finally under the condition that this infinite
sequence of Eves does exist, we construct the lookdown representation pathwise
from a flow of bridges.
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1 Introduction

The Λ-coalescent has been introduced by Pitman [25] and Sagitov [26]. This is a
Markov process (Πt, t ≥ 0) with values in the set P∞ of partitions of N := {1, 2 . . .}
whose distribution is characterised by a finite measure Λ on [0, 1]. For any n ≥ 1 the

restriction (Π
[n]
t , t ≥ 0) of the process to the set Pn of partitions of [n] := {1, . . . , n} is

Markov and can be described as follows. If Π
[n]
t has m blocks at a given time t ≥ 0, then

any k of them merge at rate

λm,k :=

∫
[0,1]

xk(1− x)m−kx−2Λ(dx) (1.1)

for every integer k ∈ {2, . . . ,m}. If we assume that Π0 is the trivial partition O[∞] :=

{{1}, {2}, . . .} then the process (Πt, t ≥ 0) can be interpreted as the genealogy of an
infinite population: each individual is represented by an integer so that the coalescence
of a collection of blocks corresponds to groups of individuals finding their most recent
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Flows of Λ-Fleming-Viot and lookdown representation

common ancestor backward in time.
The Λ-coalescent is in duality (see Lemma 5 of Bertoin and Le Gall [6]) with the so-
called Λ-Fleming-Viot process which, on the contrary, describes the evolution forward
in time of an infinite population. This Markov process has been introduced by Bertoin
and Le Gall (see Theorem 3 in [6]), and implicitly by Donnelly and Kurtz [12]. Let us
provide a rigorous definition of the Λ-Fleming-Viot process. Let n be an integer, let f be
a continuous function on [0, 1]n and set

Gf (µ) =

∫
[0,1]n

µ(dx1) . . . µ(dxn) f(x1, . . . , xn) , ∀µ ∈M1,

LGf (µ) =
∑
K⊂[n]

k:=#K≥2

λn,k

∫
[0,1]n

µ(dx1) . . . µ(dxn)
(
f
(
RK(x1, . . . , xn−k+1)

)
− f(x1, . . . , xn)

)
,

with RK(x1, . . . , xn−k+1) = (y1, . . . , yn) where yi = xminK if i ∈ K, and the yi, i /∈ K,
listed by increasing indices, are the values x1, . . . , xminK−1, xminK+1, . . . , xn−k+1.

Definition 1.1. (Bertoin and Le Gall [6]) The Λ-Fleming-Viot process is the unique M1-
valued process (ρt, t ≥ 0) that starts from the Lebesgue measure and such that for
every integer n ≥ 1 and every continuous function f on [0, 1]n, the process Gf (ρt) −∫ t

0
LGf (ρs)ds is a martingale.

In this population model, each individual possesses a genetic type, taken to be an el-
ement of [0, 1]. The process ρ describes how the frequencies of these types evolve in
time. The "jumps" of this process occur at rate ν(dx) := x−2Λ(dx) and can be inter-
preted as reproduction events where a parent, uniformly chosen among the population,
reproduces: a fraction x of individuals dies out and is replaced by individuals with the
same type as the parent. The duality with the Λ-coalescent can be thought of as follows:
each reproduction event induces a coalescence event backward in time.

Pitman [25] proposed a construction of the Λ-coalescent from a Poisson point pro-
cess, we also refer to Schweinsberg [28] for the construction of the Ξ-coalescent.
Roughly speaking, this Poisson point process encodes the coalescence events that occur
over time. Using this Poisson point process forward in time, it is possible to construct
the Λ-Fleming-Viot process thanks to the so-called lookdown representation of Donnelly
and Kurtz [12], we also refer to Birkner et al. [9] for a lookdown representation of the
Ξ-Fleming-Viot process and to a recent work of Gufler [18] on a lookdown representa-
tion for tree-valued Fleming-Viot processes. We will call the underlying Poisson point
process the lookdown graph for reasons that will be made clear later on. Another - and
seemingly different - approach to construct the Λ-Fleming-Viot process comes from the
stochastic flow of bridges introduced by Bertoin and Le Gall [6]. The main objective
of the present paper is to unify these two constructions, this is achieved in three main
steps. First we propose a new formulation of the lookdown representation that relies on
the introduction of an object called the stochastic flow of partitions. Second we investi-
gate the asymptotic behaviour of the Λ-Fleming-Viot process, and introduce the notion
of Eves that generalise the primitive Eve of Bertoin and Le Gall [6]. We stress that this
study is new and interesting in its own right. Third, we use the Eves and the stochastic
flow of partitions to define the lookdown representation pathwise from the stochastic
flow of bridges.

1.1 The lookdown representation via the flow of partitions

In the lookdown representation of Donnelly and Kurtz [12], the Λ-Fleming-Viot pro-
cess is obtained as the process of empirical measures of a countable particle system
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Flows of Λ-Fleming-Viot and lookdown representation

(ξt(i), t ≥ 0), i ≥ 1. At any time t ≥ 0, ξt(i), i ≥ 1 should be seen as the types of a
countable collection of individuals alive at time t within the population. This particle
system is called the lookdown process; it satisfies a consistency property that allows to
construct the n first particles and then to add the (n+ 1)-th particle without modifying
what has already been defined. We give a brief description of the construction of the n
first particles. The initial types ξ0(i), i ∈ [n] are i.i.d. uniform[0, 1] r.v. To every subset
K ⊂ {1, . . . , n} whose cardinality k belongs to {2, . . . , n} is associated an exponential
clock with parameter λn,k. When this clock rings, the types of the n first particles are
updated as follows. At each level in K\{minK}, an offspring of the particle currently at
minK is inserted, while at the same time the levels of all the other particles that were
previsouly above minK are pushed upwards (without changing their order) so that af-
ter the update each level is again occupied by exactly one particle (and in the n particle
system the particles beyond level n are removed). In such a reproduction event, types
are inherited and the particle at minK is called the parent. The total transition rate of
the n first particles is equal to

λn :=

n∑
k=2

(
n

k

)
λn,k. (1.2)

The consistency of the particle system is a consequence of the fact that the n-th particle
(ξt(n), t ≥ 0) does never give its value to any of the (n−1) first particles (ξt(i), t ≥ 0), i ∈
[n−1] so that the infinite collection of particles can be defined consistently. This particle
system admits a process of empirical measures which is a Λ-Fleming-Viot process. We
refer to Subsection 2.1 for precise definitions.

1
2
3
4
5
6
7

t1 t2 t3 t4 t5 t60

Figure 1: A graphical representation of the lookdown graph. Each dot corresponds to
a parent that reproduces: the levels carrying an ending arrow together with the level
of the parent are now occupied by children of the parent. For example, at time t1,
level 2 reproduces on levels 2, 5 and 7 while former levels 5, 6 and 7 are pushed up
to the next available levels. The ancestor of the individual alive at time t3 at level 7

is given by At3(7) = 4. The corresponding flow of partitions, restricted to [7], would
be entirely defined by the partitions Π̂t1−,t1 = {{1}, {2, 5, 7}, {3}, {4}, {6}}, Π̂t2−,t2 =

{{1, 2, 4}, {3}, {5}, {6}, {7}} and so on.

There exists a graphical representation - called the lookdown graph - of the point
process of reproduction events; a formal construction (along the lines of [12]) of this
object was provided by Pfaffelhuber and Wakolbinger [24] in the so-called Kingman
case (Λ = δ0(·)). There, each vertex in the graph corresponds to an individual in the
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population alive at a given time. We refer to Figure 1 for an illustration, or to Figure
1 in Birkner et al. [9] (which includes the case of simultaneous mergers). With a slight
abuse of notation, we will call lookdown graph the point process of reproduction events
itself.
One contribution of the present paper is to show that the lookdown graph can be en-
coded by a collection of partitions of N := {1, 2, . . .} that we call a stochastic flow of
partitions and that gives an explicit description of the genealogy of the lookdown pro-
cess. To state the definition of this object, we introduce some notation. The restriction
of an element π ∈ P∞ to the set Pn is denoted π[n]. We endow P∞ with the distance
dP defined as follows

dP(π, π′) = 2−i where i = sup{n ≥ 1 : π[n] = π′
[n]}. (1.3)

We order the blocks of a partition π in the increasing order of their least element and
we denote by π(i) the i-th block according to this ordering, with the convention that
π(i) = ∅ if π has less than i blocks. Then we define the asymptotic frequency of the i-th
block

|π(i)| := lim
n→∞

1

n
#{π(i) ∩ [n]}

when this limit exists. For any two partitions π, π′, we introduce the partition Coag(π, π′)

as follows. For every i ≥ 1, the i-th block of Coag(π, π′) is the union of the blocks π(j)

for j ∈ π′(i).

Definition 1.2. A stochastic flow of partitions is a collection Π̂ = (Π̂s,t,−∞ < s ≤ t <

∞) of partitions of N := {1, 2, . . .} such that:

• For every r < s < t, Π̂r,t = Coag(Π̂s,t, Π̂r,s) a.s. (cocycle property),

• Π̂s,t is an exchangeable random partition whose law only depends on t − s. Fur-
thermore, for any s1 < s2 < . . . < sn the partitions Π̂s1,s2 , Π̂s2,s3 , . . . , Π̂sn−1,sn are
independent,

• Π̂0,0 = O[∞] :=
{
{1}, {2}, . . .

}
and Π̂0,t → O[∞] in probability as t ↓ 0 for the distance

dP .

Furthermore if the process (Π̂−t,0, t ≥ 0) is a Λ-coalescent then we say that Π̂ is a Λ flow
of partitions.

In Section 2 we show a correspondence between lookdown graphs and flows of parti-
tions, see Proposition 2.9. This correspondence allows us to propose a new formula-
tion of the lookdown representation that we now present. Let ξ0 = (ξ0(i), i ≥ 1) be a
sequence of i.i.d. uniform[0, 1] r.v., referred to as the initial types, and let Π̂ be an inde-
pendent Λ flow of partitions. We define a collection of particles (ξt(i), t ≥ 0), i ≥ 1 by
setting for every t > 0 and every i, j ≥ 1

ξt(i) := ξ0(j) if i ∈ Π̂0,t(j).

In other words, j is the index of the block of Π̂0,t that contains i, and more generally,
the partition Π̂0,t provides the genealogical relationships between the particles at times
0 and t. Our correspondence between lookdown graphs and flows of partitions then
ensures that (ξt(i), t ≥ 0), i ≥ 1 is a lookdown process so that its process of empirical
measures is a Λ-Fleming-Viot process. Actually we prove that its process of empirical
measures coincides almost surely with the M1-valued process (E0,t(Π̂, ξ0), t ≥ 0) defined
by

E0,t(Π̂, ξ0) :=
∑
i≥1

|Π̂0,t(i)|δξ0(i) +
(
1−

∑
i≥1

|Π̂0,t(i)|
)
` (1.4)

EJP 19 (2014), paper 55.
Page 4/49

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v19-3192
http://ejp.ejpecp.org/


Flows of Λ-Fleming-Viot and lookdown representation

where ` stands for the Lebesgue measure on [0, 1], see Proposition 2.14. Consequently
(E0,t(Π̂, ξ0), t ≥ 0) is a Λ-Fleming-Viot process. Notice that we require here the a.s. si-
multaneous existence of the asymptotic frequencies of all the blocks at all times t ≥ 0.
This a.s. simultaneous existence holds for a stochastic flow of partitions constructed
from a Poisson point process, see Subsection 2.3.1, but it does not necessarily hold
for any stochastic flow of partitions: however we prove in Subsection 2.3.2 that any
stochastic flow of partitions admits a modification for which this a.s. simultaneous exis-
tence holds.
Observe that the lookdown representation provides much information on the Λ-Fleming-
Viot process. In particular, it shows that at any time t ≥ 0 the probability measure
E0,t(Π̂, ξ0) has an atomic component and an absolutely continuous component (with re-
spect to the Lebesgue measure). When this absolutely continuous component is not
zero, we say that the measure has dust. This terminology comes from the theory of
exchangeable random partitions of N: if the union of the singleton blocks of an ex-
changeable random partition π admits a positive asymptotic frequency, we say that π
has dust (see Section 2.1 in Bertoin [4]).

1.2 The Eves

We shall assume that Λ({1}) = 0 to avoid trivial reproduction events where the
whole population is replaced at once by descendants of a parent. For convenience, we
introduce the following notation

Ψ(u) = Λ({0})u2 +

∫
(0,1)

(e−xu−1+xu)ν(dx), ∀u ≥ 0 where ν(dx) = x−2Λ(dx). (1.5)

Let ρ = (ρt, t ≥ 0) be a Λ-Fleming-Viot process assumed to be càdlàg for the weak
convergence in M1 (this is a harmless assumption since the semigroup has the Feller
property [6]). For the moment we do not assume that ρ has been obtained from the look-
down representation. The behaviour of the measure ν(dx) = x−2Λ(dx) near 0 provides
much information on the behaviour of the Λ-Fleming-Viot process as our next result will
show. To state this result, let us introduce some notation. When ν([0, 1)) < ∞, we say
that we are in regime Discrete. When ν([0, 1)) = ∞ and

∫
[0,1)

xν(dx) < ∞, we say that

we are in regime Infinite with dust. The case where
∫

[0,1)
xν(dx) =∞ and

∫∞ du
Ψ(u) =∞ is

called regime Infinite no dust. Finally, when
∫∞ du

Ψ(u) < ∞, we say that we are in regime
CDI. This acronym comes from the theory of coalescent processes: a coalescent process
starting with an infinity of blocks is said to Come Down from Infinity if its number of
blocks is finite at any positive time. These four regimes correspond to four distinct
behaviours of the Λ-Fleming-Viot process:

Proposition 1.3. If Λ belongs to regime

1. Discrete, then for all t > 0, almost surely ρt has dust and finitely many atoms;

2. Infinite with dust, then for all t > 0, almost surely ρt has dust and infinitely many
atoms;

3. Infinite no dust, then for all t > 0, almost surely ρt has no dust and infinitely many
atoms;

4. CDI, then for all t > 0, almost surely ρt has no dust and finitely many atoms.

We rely on the above classification to present our results on the asymptotic behaviour
of the Λ-Fleming-Viot process. Let us recall that Bertoin and Le Gall (see Section 5.3
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in [6]) showed the existence of a r.v. e1 such that almost surely

ρt({e1}) −→
t→∞

1.

The r.v. e1 has a uniform distribution on [0, 1] and is called the primitive Eve of the pop-
ulation. It can be interpreted as an ancestor whose progeny is predominant among the
population. In the present paper, we investigate the existence of an infinite sequence
of Eves ei, i ≥ 1 that generalise the primitive Eve in the following sense: for every i ≥ 1,
the progeny of ei is overwhelming among the population that does not descend from
e1, . . . , ei−1. The precise definition is given below.

Definition 1.4. In regimes Discrete, Infinite with dust and Infinite no dust, we say that ρ
admits an infinite sequence of Eves if there exists a collection (ei)i≥1 of points in [0, 1]

such that for every i ≥ 1
ρt({ei})

ρt([0, 1]\{e1, . . . , ei−1})
−→
t→∞

1.

In regime CDI, we say that ρ admits an infinite sequence of Eves if one can order the
atoms by strictly decreasing extinction times; the sequence is then denoted by (ei)i≥1.

In Proposition 3.1 we show that the event where ρ admits an infinite sequence of Eves
is measurable in the sigma-field generated by ρ and that, on this event, the Eves are
measurable.
The following result establishes a connection between the Eves and the lookdown rep-
resentation.

Proposition 1.5. Let ρt = E0,t(Π̂, ξ0), t ≥ 0 where Π̂ is a Λ flow of partitions and ξ0 is an
independent sequence of i.i.d. uniform[0, 1] r.v. Then almost surely ξ0(1) coincides with
the primitive Eve of Bertoin and Le Gall. Furthermore if the Λ-Fleming-Viot process
admits almost surely an infinite sequence of Eves (ei, i ≥ 1) then we have almost surely
for every i ≥ 1, ei = ξ0(i).

Consequently the lookdown representation appears as the appropriate construction to
investigate the existence of the Eves. We now present our main results on that question.

Theorem 1.6. If Ψ is a regularly varying function at +∞ with index in (1, 2] then almost
surely the Λ-Fleming-Viot process admits an infinite sequence of Eves.

This assumption on Ψ implies that we are in regime CDI. This is actually equivalent with
the assumption that y 7→ Λ([0, y)) is regularly varying at 0+ with index in [0, 1) - we refer
to Section 0.7 in the book of Bertoin [3]. Let us observe that this assumption covers
a large class of Λ-Fleming-Viot processes in this regime. One can cite in particular
the measures Λ associated with the Beta(2 − α, α)-coalescent with α ∈ (1, 2) (see for
instance [2, 8]) and the measure Λ(dx) = δ0(dx) which is associated with the celebrated
Kingman coalescent [20]. Let us describe our strategy of proof. According to Definition
1.4 and Proposition 1.5, the existence of the infinite sequence of Eves in regime CDI is
equivalent with the non-simultaneous extinction of the initial types ξ0(2), ξ0(3), . . . in the
lookdown representation. If we call E the event where at least two initial types become
extinct simultaneously then we have the following result:

Proposition 1.7. In regime CDI, the event E has probability 0 or 1.

Once this result is established, we obtain Theorem 1.6 by showing that E has proba-
bility zero when Ψ is regularly varying. Concerning the Λ-Fleming-Viot processes in
regime CDI which do not fulfil this assumption, the existence of the Eves remains an
open question.
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Conjecture 1.8. In regime CDI, without further condition on Λ, we have P(E) = 0 and
thus, the Λ-Fleming-Viot process always admits an infinite sequence of Eves.

We now turn to regime Infinite no dust.

Proposition 1.9. When Λ(dx) = dx, the Λ-Fleming-Viot process admits almost surely
an infinite sequence of Eves.

This result strongly relies on the connection between the Bolthausen-Sznitman coales-
cent [5, 10] and the Neveu continuous state branching process, we refer to Subsection
4.3. The existence of the sequence of Eves for other measures Λ in regime Infinite no

dust remains an open question.

Conjecture 1.10. In regime Infinite no dust, the Λ-Fleming-Viot process admits almost
surely an infinite sequence of Eves without further condition on Λ.

Finally we investigate the dust regimes.

Theorem 1.11. Suppose that Λ belongs to:

• Regime Discrete or

• Regime Infinite with dust and fulfils the condition
∫

[0,1)
x log 1

x ν(dx) <∞,

then almost surely the Λ-Fleming-Viot process does not admit an infinite sequence of
Eves.

Let us comment briefly on this result. We rely on the lookdown representation. In
regime Discrete, we prove that eventually all the reproduction events choose a parent
with type ξ0(1) so that only the frequency of the primitive Eve makes positive jumps. It is
then easy to deduce that the second initial type ξ0(2) does not fix in the remaining pop-
ulation that does not descend from ξ0(1). In regime Infinite with dust under the condition∫

[0,1)
x log 1

xν(dx) < ∞, we prove the almost sure existence of at least one initial type,

say ξ0(i) for a certain i ≥ 2, whose frequency stays equal to 0 forever. Consequently the
i-th Eve does not exist. Notice that the x log 1

x condition is fulfilled whenever Λ is the
law Beta(2− α, α) with α ∈ (0, 1) associated with the Beta(2− α, α)-coalescent, see [8].
Let us mention that in [13], it is shown that the measure-valued branching process with
branching mechanism Ψ (we refer to Dawson [11], Etheridge [14] or Le Gall [23] for
a definition of this object) has a residual dust component when t tends to infinity if
and only if

∫
(0,1)

x log 1
x ν(dx) < ∞. However when this x log 1

x condition is not fulfilled
the frequencies in the population when t goes to infinity are of comparable order and
the measure-valued branching process does not admit an infinite sequence of Eves. As
branching processes and Λ-Fleming-Viot processes present many similarities [2, 7, 8],
it is natural to expect the following behaviour:

Conjecture 1.12. In regime Infinite with dust when
∫

[0,1)
x log 1

x ν(dx) = ∞, every ini-
tial type of the lookdown representation gets a positive frequency at a certain time.
However there does not exist an infinite sequence of Eves.

1.3 The flow of bridges and the unification

Let us present another approach to construct the Λ-Fleming-Viot process. An ex-
changeable bridge as defined by Kallenberg [19] is a non-decreasing, right-continuous
random process F : [0, 1] → [0, 1] such that F (0) = 0, F (1) = 1, and F has exchange-
able increments. Bertoin and Le Gall observed that the distribution function of the
Λ-Fleming-Viot process taken at a given time t ≥ 0, say Ft, is an exchangeable bridge.
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Moreover for all 0 < s < t, Ft has the same distribution as F ′t−s ◦ Fs where F ′t−s is
an independent copy of Ft−s and ◦ stands for the composition operator of real-valued
functions. This observation motivates the following definition.

Definition 1.13. (Bertoin and Le Gall [6]) A flow of bridges is a collection of bridges
F := (Fs,t,−∞ < s ≤ t <∞) such that :

• For every r < s < t, Fr,t = Fs,t ◦ Fr,s a.s. (cocycle property),
• The law of Fs,t only depends on t− s. Furthermore, if s1 < s2 < . . . < sn

the bridges Fs1,s2 ,Fs2,s3 , . . . ,Fsn−1,sn are independent,
• F0,0 = Id and F0,t → Id in probability as t ↓ 0 for the Skorohod topology.

Furthermore, if one denotes by ρs,t the probability measure with distribution function
Fs,t and if (ρ0,t, t ≥ 0) is a Λ-Fleming-Viot process, then F is called a Λ flow of bridges.

Observe that the stationarity of the increments of the flow of bridges ensures that the
distribution of (ρs,s+t, t ≥ 0) does not depend on s ∈ R. Consequently a Λ flow of bridges
does not only construct one Λ-Fleming-Viot process, it actually couples an infinite col-
lection of Λ-Fleming-Viot processes indexed by s ∈ R.
We now present the main contribution of the present paper. Consider a measure Λ

such that the Λ-Fleming-Viot process admits almost surely an infinite sequence of Eves.
Notice that we do not restrict ourselves to the particular cases that we have identified
in Proposition 1.9 and Theorem 1.6 and we only assume that Definition 1.4 is satis-
fied. Let F be a Λ flow of bridges. For every s ∈ R, consider a càdlàg modification of
the Λ-Fleming-Viot process that we still denote by (ρs,s+t, t ≥ 0) for simplicity. We let
es := (eis, i ≥ 1) be the sequence of Eves of the Λ-Fleming-Viot process (ρs,s+t, t ≥ 0).
As the cocycle property of the flow of bridges expresses a consistency of the collection
of Λ-Fleming-Viot processes, it is natural to look at the relationships between the Eves
taken at different times. We introduce the random partitions Π̂s,t of N by setting for
every i ≥ 1

Π̂s,t(i) :=
{
j ≥ 1 : F−1

s,t (e
j
t ) = eis

}
.

where F−1
s,t is the càdlàg inverse of Fs,t. This formula means that we put in a same block

all the Eves at time t that descend from a same Eve at time s.

Theorem 1.14. Suppose that the Λ-Fleming-Viot process admits almost surely an infi-
nite sequence of Eves. The collection of partitions (Π̂s,t,−∞ < s ≤ t <∞) is a Λ flow of
partitions.

In Corollary 5.2, we will also show that the Eves es at time s are independent from
(Π̂s+r,s+t, 0 ≤ r ≤ t).

From the Λ flow of partitions (Π̂s,t,−∞ < s ≤ t < ∞) we can define a collection of
measure-valued processes using our new formulation of the lookdown representation.
Before we proceed to this final part of the introduction, we need to clarify some regu-
larity issues. In Subsection 2.3.2, we show the existence of a modification of the flow
of partitions such that a.s. all the partitions of the modified flow admit asymptotic fre-
quencies and the cocycle property holds simultaneously for all triplet of times r < s < t.
From now on, we will implicitly deal with this modified flow of partitions and we will
keep the notation Π̂ for simplicity. Let us mention that this regularisation does not seem
possible for a stochastic flow of bridges. Indeed, a key argument in our proof relies on
the continuity of the coagulation operator whereas this property does not hold with the
composition operator for bridges.
For any given s ∈ R, we introduce the M1-valued process (Es,s+t(Π̂, es), t ≥ 0) by setting

Es,s+t(Π̂, es) :=
∑
i≥1

|Π̂s,s+t(i)|δeis + (1−
∑
i≥1

|Π̂s,s+t(i)|) `, ∀t ≥ 0.
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Recall that ` denotes the Lebesgue measure on [0, 1]. This leads us to the statement of
our main result.

Theorem 1.15. Suppose that the Λ-Fleming-Viot process admits almost surely an infi-
nite sequence of Eves. The Λ flow of bridges is uniquely decomposed into two random
objects: the flow of partitions and the Eves process. More precisely, for all s ∈ R almost
surely

(Es,s+t(Π̂, es), t ≥ 0) = (ρs,s+t, t ≥ 0).

Furthermore, suppose that we are given a Λ flow of partitions Π̂′ and, for each s ∈ R,
a sequence χs := (χs(i), i ≥ 1) of r.v. taking almost surely distinct values in [0, 1]. If for
every s ∈ R almost surely (Es,s+t(Π̂′, χs), t ≥ 0) = (ρs,s+t, t ≥ 0) then

(i) For all s ∈ R and all i ≥ 1, almost surely χs(i) = eis,

(ii) Almost surely Π̂′ = Π̂.

This theorem shows that the Λ flow of partitions Π̂ and the process of Eves (es, s ∈ R)

are sufficient to recover the whole collection of Λ-Fleming-Viot processes encoded by
the flow of bridges. Furthermore these two ingredients are unique. Notice that our
construction actually defines a flow indexed by s ∈ R of lookdown processes.

Organisation of the paper. In Section 2 we present our new formulation of the look-
down representation based on flows of partitions. In Section 3 we study general prop-
erties of the Eves and we deal with the measurability issues. In Section 4 we prove
Theorem 1.6, Proposition 1.9 and Theorem 1.11. In Section 5 we prove Theorems 1.14
and 1.15. Some technical proofs are postponed to Section 6.

2 Flows of partitions

We start this section with the original definition of the lookdown representation.
Then we introduce our formalism based on partitions of integers and show a one-to-one
correspondence between lookdown graphs and flows of partitions. Let us mention that
stochastic flows of partitions have been independently introduced by Foucart [15] to
define generalised Fleming-Viot processes with immigration.

2.1 The lookdown representation

In the lookdown representation, the population is composed of a countable collection
of individuals: at any time each individual is located at a so-called level, taken to be
an element of N. This induces at any time an ordering of the population. At time
0 the individual located at level i ≥ 1 is called the i-th ancestor, his type is denoted
by ξ0(i) ∈ [0, 1]. As time passes, reproduction events occur in which an individual,
called the parent, gives birth to a collection of children and dies out. To give a precise
definition we need to introduce some notation. We define S∞ as the subset of {0, 1}N
whose elements have at least two coordinates equal to 1. For every n ≥ 2 we also
introduce Sn as the subset of {0, 1}N whose elements have at least two coordinates
equal to 1 among [n]. For a subset p of R×S∞ and an integer n ≥ 2, let p|[s,t]×Sn be the
intersection of p with [s, t]× Sn.

Definition 2.1. A deterministic lookdown graph is a countable subset p of R×S∞ such
that for all n ∈ N and all s ≤ t the set p|[s,t]×Sn has a finite number of points. To every
point (t, v) ∈ p we associate the set It,v := {i ≥ 1 : v(i) = 1}.
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A deterministic lookdown graph should be seen as a collection of reproduction events
(t, v) ∈ R×S∞, where t denotes the reproduction time, min It,v is the level of the parent
and It,v is the set of levels that participate to the reproduction event.

Definition 2.2. Let p be a lookdown graph and ξ0 = (ξ0(i), i ≥ 1) be a collection of
values in [0, 1]. The deterministic lookdown process constructed from p and ξ0 is the
particle system (ξt(i), t ≥ 0), i ≥ 1 defined as follows:

• The initial types are given by (ξ0(i), i ≥ 1),

• At any reproduction event (t, v) ∈ p with t > 0 we have{
ξt(i) = ξt−(min(It,v)) for every i ∈ It,v,
ξt(i) = ξt−(i− (#{It,v ∩ [i]} − 1) ∨ 0) for every i /∈ It,v.

(2.1)

The transitions should be interpreted as follows. The parent of the reproduction event
is located at level min(It,v), this individual dies at time t. At any level i ∈ It,v a new
individual is born with the type ξt−(min(It,v)) of the parent. All the individuals alive
at time t− except the parent are then redistributed, keeping the same order, on those
levels that do not belong to It,v (see Figure 1). When v does not belong to Sn, then
ξt(i) = ξt−(i) for every i ∈ [n]. The finiteness of the set p|[s,t]×Sn for all s < t thus
ensures that the n first particles (ξt(i), t ≥ 0), i ∈ [n] make only finitely many jumps
on any compact interval of time so that they are well-defined processes. Observe the
consistency of the particle system when n varies: the (n+ 1)-th particle does not affect
the n first.

We now explain how one randomises the previous objects so that the lookdown pro-
cess admits almost surely a process of empirical measures that forms a Λ-Fleming-Viot
process. Let (Ω,F ,P) be a probability space and let P be a Poisson point process on
R×S∞ with intensity measure dt⊗ (µK + µΛ). The measures µK and µΛ are defined by

µΛ(.) :=

∫
(0,1)

σx(.) ν(dx) , µK(.) := Λ(0)
∑

1≤i<j

δsi,j (.) (2.2)

where for all x ∈ (0, 1), σx(.) is the distribution on S∞ of a sequence of i.i.d. Bernoulli
random variables with parameter x, and for all 1 ≤ i < j, si,j is the element of S∞
that has only two coordinates equal to 1: i and j. The measure µΛ corresponds to
reproduction events involving a positive proportion of individuals while µK corresponds
to reproduction events involving only two individuals at once.

Definition 2.3. A lookdown graph associated with the measure Λ - or Λ lookdown graph
in short - is a Poisson point process P on R×S∞ with intensity measure dt⊗ (µK +µΛ).

Using Formula (1.2) we easily get for any n ≥ 2

(µK + µΛ)
(
Sn
)

= Λ(0)

(
n

2

)
+

∫
(0,1)

n∑
k=2

(
n

k

)
xk(1− x)n−k ν(dx) = λn.

Basic properties of Poisson point processes ensure that P|[s,t]×Sn is a Poisson point pro-
cess on [s, t]×Sn whose intensity has a total mass equal to (t− s)λn <∞. Consequently
for P-almost all ω, P(ω) is a deterministic lookdown graph. Let ξ0 = (ξ0(i), i ≥ 1) be an
independent sequence of i.i.d. uniform[0, 1] r.v.

Definition 2.4. Applying Definition 2.2 to P(ω) and ξ0(ω) for P-almost all ω ∈ Ω, we
get a particle system (ξt(i), t ≥ 0), i ≥ 1 that we call the lookdown process associated to
P and ξ0.
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We let M1 be the set of probability measures on [0, 1] endowed with the topology of the
weak convergence.

Theorem 2.5. (Donnelly-Kurtz [12], Birkner et al. [9]) P-almost surely the particle
system (ξt(i), t ≥ 0), i ≥ 1 admits a process of empirical measures

t 7→ Ξt := lim
n→∞

1

n

n∑
i=1

δξt(i).

This M1-valued process is a càdlàg Λ-Fleming-Viot process.

For convenience we give an outline of the proof.

Proof. Let us introduce for every n ≥ 1, the process of empirical measures of the n first
particles:

t 7→ Ξ
[n]
t :=

1

n

n∑
i=1

δξt(i).

This process takes values in the space D([0,∞),M1) of càdlàg M1-valued functions. Let
fk, k ≥ 1 be a dense sequence of continuous functions on [0, 1]. Lemma 3.4 and 3.5 of
Donnelly and Kurtz [12] show that for every k ≥ 1, P-a.s. the sequence of processes
(
∫

[0,1]
fk(x)Ξ

[n]
t (dx), t ≥ 0), n ≥ 1 is a Cauchy sequence in D([0,∞),R) endowed with the

distance:

du(X,Y ) =

∫
[0,∞)

e−t sup
s≤t

1 ∧ |Xs − Ys| dt.

Subsequently, using the distance

d(m,m′) :=
∑
k≥1

2−k
(∣∣∣ ∫

[0,1]

fk(x)m(dx)−
∫

[0,1]

fk(x)m′(dx)
∣∣∣ ∧ 1

)
that metrises the topology of the weak convergence on M1, it is a simple matter to check
that almost surely (Ξ

[n]
t , t ≥ 0), n ≥ 1 is a Cauchy sequence in D([0,∞),M1) endowed

with the distance:

d̃u(M,M ′) =

∫
[0,∞)

e−t sup
s≤t

d(Ms,M
′
s) dt.

The sequence converges P-a.s. since the latter is a complete space. The identification
of the distribution of the limiting process can be carried out by comparing (modulo
a simple calculation) the expression of the generator obtained by Donnelly and Kurtz
in Section 4 [12] with the expression of the generator of the Λ-Fleming-Viot process
obtained by Bertoin and Le Gall in Theorem 3 [6].

2.2 Deterministic flows of partitions

We start with the definition of the deterministic flow of partitions. Then we prove a
one-to-one correspondence between the set of deterministic flows of partitions and the
set of deterministic lookdown graphs. Finally we show that the deterministic flow of
partitions formalises the implicit genealogy encoded by a deterministic lookdown graph.
A key rôle will be played by the coagulation operator. Recall that for any π, π′ ∈ P∞,
Coag(π, π′) is the element of P∞ whose i-th block is equal to the union of the π(j)’s
for j ∈ π′(i). We extend this notation to the case where π, π′ ∈ Pn by taking implicitly
Coag(π, π′) as an element of Pn and using the same definition for its blocks.

Definition 2.6. A deterministic flow of partitions is a collection π̂ = (π̂s,t,−∞ < s ≤
t <∞) of partitions of N that satisfies:
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• For all r < s < t, we have π̂r,t = Coag(π̂s,t, π̂r,s) (cocycle property).

• For all s ∈ R, π̂s,s = O[∞] and the limit lim
r↑s

π̂r,s =: π̂s−,s exists and is either a

partition with a unique non-singleton block or O[∞].

• For all t ∈ R, lim
r<s<t
r,s ↑ t

π̂r,s exists and equals O[∞] (left regularity).

• For all s ∈ R, lim
t↓s

π̂s,t exists and equals O[∞] (right regularity).

Remark 2.7. The left regularity is not a consequence of the three other properties.
Denote by 1[∞] the partition with a unique block containing all the integers. Take π̂s,t =

1[∞] if (s, t]∩ {1− 2−n, n ≥ 0} 6= ∅ and π̂s,t = O[∞] otherwise. This collection of partitions
satisfies all the properties except the left regularity: indeed, π̂r,s “oscillates” between
O[∞] and 1[∞] as r, s ↑ 1.

It is natural to call {(s, π̂s−,s) : π̂s−,s 6= O[∞]} the collection of the jumps of π̂. For
convenience, we write this collection of jumps in a slightly different manner. To every
partition π̂s−,s that differs from O[∞] we associate the element vs of S∞ whose i-th co-
ordinate is 1 if and only if i belongs to the non-singleton block of π̂s−,s. We then set
J(π̂) := {(s, vs) : π̂s−,s 6= O[∞]} for the collection of jumps of π̂. Similarly for every n ≥ 2,

we set Jn(π̂) := {(s, vs) : π̂
[n]
s−,s 6= O[n]}. Notice that J(π̂) and Jn(π̂) are subsets of R×S∞

and R× Sn respectively.

Lemma 2.8. For every n ≥ 2, the intersection of Jn(π̂) with any set of the form [s, t]×Sn
has finitely many points.

Proof. Suppose that the intersection of Jn(π̂) with the set [s, t]× Sn has infinitely many
points. Necessarily these points accumulate near a certain point in [s, t]. For simplicity
we assume that they accumulate on the right of r ∈ [s, t) and we let (r1, v1), (r2, v2), . . .

be a sequence of these points such that ri ↓ r as i → ∞. By Definition 2.6, as u ↑ ri
the partition π̂u,ri converges to π̂ri−,ri . Since vri ∈ Sn, π̂ri−,ri 6= O[n] so that there exists

u ∈ (ri+1, ri) such that π̂[n]
u,ri 6= O[n]. Therefore the cocycle property yields π̂[n]

ri+1,ri =

Coag(π̂
[n]
u,ri , π̂

[n]
ri+1,u) so that π̂[n]

ri+1,ri 6= O[n]. Using the cocycle property once again we get

that π̂[n]
r,ri 6= O[n]. Taking the limit as i → ∞ we deduce that the right regularity at r is

not satisfied. If we had assumed that the points accumulate on the left of a given point
r then the left regularity at r would have failed.

We now make the connection between deterministic flows of partitions and deter-
ministic lookdown graphs.

Proposition 2.9. The map J that associates to a deterministic flow of partitions π̂

the collection of its jumps J(π̂) is a bijection between the set of deterministic flows of
partitions and the set of deterministic lookdown graphs.

Proof. Let π̂ be a deterministic flow of partitions. One can write

J(π̂) =
⋃
n≥2

Jn(π̂).

Hence the set on the left is a countable union of countable sets thanks to Lemma 2.8,
so that it is itself countable. Moreover Lemma 2.8 shows that the intersection of J(π̂)

with any set of the form [s, t] × Sn has only finitely many points. Consequently J(π̂) is
a deterministic lookdown graph. Let us show that J is injective. Suppose that Jn(π̂) ∩(
(s, t] × Sn

)
has k points, say (r1, v1), . . . , (rk, vk) in the increasing order of the time
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coordinates. It is easy to check that π̂[n]
ri−1,ri is the element of Pn with a unique non-

singleton block given by {j ∈ [n] : vi(j) = 1} while π̂[n]
ri−1,ri− = O[n]. The cocyle property

then ensures that the partitions π̂[n] are completely determined by the knowledge of
Jn(π). The injectivity follows.

Let us now turn to surjectivity. Let p be a deterministic lookdown graph. For every
n ≥ 1, we construct the restriction of π̂ to Pn as follows. Fix s ≤ t. If s = t, set
π̂

[n]
s,t := O[n]. If s < t, let (t1, v1), . . . , (tk, vk) be the finite collection of points in p|(s,t]×Sn

ranked by increasing time coordinates. We define the map φn : Sn → Pn as follows.
For every v ∈ Sn, φn(v) is the element of Pn with a unique non-singleton block equal to
{i ∈ [n] : v(i) = 1}. We then set

π̂
[n]
s,t := Coag

(
φn(vk),Coag

(
φn(vk−1), . . . ,Coag(φn(v2), φn(v1)) . . .

))
.

Our construction is consistent when n varies so that there exists a unique partition π̂s,t
whose restriction to [n] is given by π̂[n]

s,t , for all s ≤ t. Let us now check that π̂ is indeed
a deterministic flow of partitions. The cocycle property is a direct consequence of our
definition with the coagulation operator. The finiteness of p|(s,t]×Sn for every s ≤ t and
every n ≥ 1 ensures the existence of π̂s−,s for all s ∈ R along with the left and right
regularity. The fact that π̂s−,s is either O[∞] or a partition with a unique non-singleton
block is a consequence of the fact that we have only coagulated partitions with a unique
non-singleton block. From our construction it is immediate that J(π̂) = p. The map J is
therefore surjective.

Let us now explain why the concept of deterministic flow of partitions is relevant in
our context. Let p be a deterministic lookdown graph. For any level j ≥ 1 taken at a
given time t ≥ 0, one can define its ancestral line by tracing its genealogy backward
in time until its ancestor at time 0. This ancestral line starts at j and stays constant
between two reproduction events. At a reproduction event, say (s, v) with s ∈ (0, t],
either the ancestral line belongs to Is,v and then it jumps to min Is,v, or the ancestral
line does not belong to Is,v. In the latter case, the ancestral line jumps from its current
position, say i, to i − (#{Is,v ∩ [i]} − 1) ∨ 0. The value of the ancestral line at 0 is then
the ancestor of level j at time t, we denote it by At(j). We refer to Figure 1 for an
illustration of these ancestral lines.
Denote by J−1 the inverse map of J and set π̂ := J−1(p). The following lemma shows
that π̂ is the genealogical structure implicitly encoded by p.

Lemma 2.10. For all i ≥ 1 and all t ≥ 0, π̂0,t(i) = {j ≥ 1 : At(j) = i}.

In other words, π̂0,t(i) is the progeny at time t of the i-th ancestor. This allows to state
an alternative definition of the lookdown process. Consider a sequence of initial types
ξ0(i), i ≥ 1. Then the lookdown process of Definition 2.2 satisfies and is characterised
by

∀i, j ≥ 1, j ∈ π̂0,t(i)⇒ ξt(j) = ξ0(i).

Proof. Fix n ≥ 1. Let (s1, v1), (s2, v2), . . . be the elements of p|(0,∞)×Sn ranked by increas-
ing time coordinates. From the definition of the map J , it is immediate to check that
t 7→ π̂

[n]
0,t only evolves at times sk, k ≥ 1. Set s0 = 0. We prove by induction on k that for

every i ≥ 1, π̂[n]
0,sk

(i) = {j ∈ [n] : Ask(j) = i}. At rank 0 this is trivial. Suppose that it

holds at a certain rank k − 1 ≥ 0. At rank k, we set I [n]
sk,vk := {j ∈ [n] : vk(j) = 1} and for

every j ∈ [n]

b(j) := min I [n]
sk,vk

if j ∈ I [n]
sk,vk

, b(j) := j − (#{I [n]
sk,vk

∩ [j]} − 1) ∨ 0 otherwise.
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Then the definition of the ancestral line immediately yields that Ask(j) = Ask−1
(b(j)).

Let π be the partition of [n] whose blocks are given by {j ∈ [n] : Ask(j) = i}, i ∈
[n]. From the formula above we check that j and j′ are in a same block of π if and
only if Ask−1

(b(j)) = Ask−1
(b(j′)) which is equivalent to saying (thanks to the induction

hypothesis) that b(j) and b(j′) are in a same block of π̂[n]
0,sk−1

. Since π̂[n]
sk−1,sk = π̂

[n]
sk−,sk , it

is elementary to check that b(j) is the index of the block of π̂[n]
sk−1,sk containing j. Since

π̂
[n]
0,sk

= Coag(π̂
[n]
sk−1,sk , π̂

[n]
0,sk−1

) we deduce that π̂[n]
0,sk

= π and the induction is complete.
We have proved the asserted equality for the restrictions to [n] for any given n ≥ 1. The
lemma follows.

2.3 Stochastic flows of partitions

We now consider the stochastic flow of partitions of Definition 1.2. We first propose
a Poissonian construction of this object and show that almost surely its trajectories
are deterministic flows of partitions. Consequently almost all the trajectories encode
a deterministic lookdown graph and can be used to apply the lookdown construction.
Second we consider a stochastic flow of partitions not necessarily constructed from a
Poisson point process. Nothing ensures that almost all its trajectories are deterministic
flows of partitions. However we show the existence of a modification of this stochastic
flow of partitions such that almost all its trajectories are a deterministic flow of parti-
tions. The lookdown representation can therefore be applied to the modification. We
will need this result for the unification.

2.3.1 Poissonian construction

Let (Ω,F ,P) be a probability space. Fix a finite measure Λ on [0, 1) and consider a Λ

lookdown graph P as introduced in Definition 2.3. For P-a.a. ω ∈ Ω, P(ω) is a determin-
istic lookdown graph so that we can define Π̂(ω) := J−1(P(ω)).

Proposition 2.11. The collection of partitions Π̂ is a Λ flow of partitions.

Proof. The cocycle and continuity properties are satisfied for P-a.a. trajectories by con-
struction. The independence of the increments comes from the independence prop-
erties of Poisson point processes. Finally the Poissonian construction of coalescent
processes (see Section 4.2.3 of the book of Bertoin [4]) ensures that (Π̂−t,0, t ≥ 0) is a
Λ-coalescent.

Let ξ0 = (ξ0(i))i≥1 be a sequence of i.i.d. uniform[0, 1] r.v. As remarked after Lemma
2.10, one can construct the lookdown process associated with P and ξ0 as follows.

Definition 2.12 (Second definition of the lookdown process.). The lookdown process
associated with Π̂ and ξ0 is the unique collection of processes (ξt(i), t ≥ 0), i ≥ 1 such
that P-a.s. for every integer i, j ≥ 1 and all t ≥ 0

j ∈ Π̂0,t(i)⇒ ξt(j) = ξ0(i).

This process coincides P-a.s. with the lookdown process associated with P and ξ0 of
Definition 2.4.

The exchangeability of Π̂0,t and ξ0 ensures that (ξt(i))i≥1 is itself exchangeable (see
for instance the proof of Theorem 2.1 in [4]). To provide a definition of the process of
empirical measures of this lookdown process in terms of the flow of partitions, we need
the following result on the regularity of Π̂ (the proof is postponed to Subsection 6.1).
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Proposition 2.13. There exists an event of P-probability one on which the following
holds true:

i) The trajectories of Π̂ are deterministic flows of partitions.

ii) For every s ∈ R, t ≥ 0 the partitions Π̂s,s+t, Π̂s,s+t−, Π̂s−,s+t possess asymptotic
frequencies and whenever t > 0 we have the following convergences for every
integer i ≥ 1

lim
ε↓0
|Π̂s,s+t+ε(i)| = lim

ε↓0
|Π̂s+ε,s+t(i)| = |Π̂s,s+t(i)|

lim
ε↓0
|Π̂s,s+t−ε(i)| = |Π̂s,s+t−(i)|

lim
ε↓0
|Π̂s−ε,s+t(i)| = |Π̂s−,s+t(i)|

iii) For every s ∈ R, t 7→
∑
i≥1 |Π̂s,s+t(i)| is càdlàg on (0,∞).

Now we set for all t ≥ 0

E0,t(Π̂, ξ0) :=
∑
i≥1

|Π̂0,t(i)|δξ0(i) +
(
1−

∑
i≥1

|Π̂0,t(i)|
)
` ,

where ` is the Lebesgue measure on [0, 1]. This definition makes sense on the event of P-
probability one of Proposition 2.13. On the complementary event, we set any arbitrary
values to (E0,t, t ≥ 0).

Proposition 2.14. The process (E0,t(Π̂, ξ0), t ≥ 0) is a càdlàg Λ-Fleming-Viot process.
It coincides P-a.s. with the process of empirical measures of the lookdown process
(ξt(i), t ≥ 0), i ≥ 1 introduced in Theorem 2.5.

Proof. From Proposition 2.13, we know that P-a.s. (E0,t(Π̂, ξ0), t > 0) is a càdlàg M1-
valued process. Moreover for all t ≥ 0, P-a.s. E0,t(Π̂, ξ0) coincides with the empirical
measure of (ξt(i), i ≥ 1) (see for instance Lemma 2 of Foucart [15]). From Theorem 2.5,
we know that the process of empirical measures of the lookdown process is a càdlàg
Λ-Fleming-Viot process. Since two càdlàg processes that coincide P-a.s. for all rational
values are P-a.s. equal, the almost sure equality of the statement follows.

Remark 2.15. If ξ0 is not independent of the whole flow of partitions but only of
(Π̂s,t, 0 ≤ s ≤ t) then Proposition 2.14 obviously still holds.

Remark 2.16. The process (E0,t(Π̂, ξ0), t > 0) is even càdlàg for the total variation
distance on M1. This is a consequence of the fact that the atomic support does not
evolve in time, together with the continuity of the frequencies of all the blocks and of
the dust component.

2.3.2 Regularisation

We now consider a Λ flow of partitions Π̂ in the sense of Definition 1.2. Observe that
its trajectories are not necessarily deterministic flows of partitions. Indeed, the cocycle
property does not necessarily hold simultaneously for all triplets r < s < t on a same
event of probability one. Hence the bijection J cannot be directly applied to obtain

lookdown graphs. Below we prove the existence of a modification ˜̂
Π whose trajectories

are genuine deterministic flows of partitions. The reason that motivates this technical
discussion is that we will identify in Section 5 a stochastic flow of partitions embedded
into a flow of bridges from which we will construct a lookdown process.
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Proposition 2.17. Let Π̂ be a Λ flow of partitions. There exists a collection of random

partitions ˜̂
Π and an event ΩΠ̂ of probability one such that for all s ≤ t, almost surely

Π̂s,t =
˜̂
Πs,t and such that for all ω ∈ ΩΠ̂, the trajectory ˜̂

Π(ω) is a deterministic flows of
partitions.

Our strategy of proof is to restrict to the rational marginals of the flow of partitions Π̂,
and to prove that they satisfy the properties of a deterministic flow of partitions up to
an event of probability zero. Then, we take right and left limits on this object and prove
that we recover a modification of the initial flow. The proof is postponed to Subsection
6.2.

As a consequence of Proposition 2.17, we can set P(ω) := J(
˜̂
Π(ω)) for all ω ∈ ΩΠ̂.

On the complementary event, P(ω) can be set to any arbitrary value. The point process

P is a Λ lookdown graph so that Proposition 2.13 can be applied to ˜̂
Π. This ensures, in

particular, that almost surely all the partitions defined by ˜̂
Π admit asymptotic frequen-

cies.

3 The Eves

We start with the classification into four regimes of the Λ-Fleming-Viot process. In
view of the proof of Proposition 1.3, we recall some results of the literature on the be-
haviour of the Λ-coalescent, we refer to Pitman [25], Schweinsberg [27], Bertoin and
Le Gall [7], Gnedin et al. [17] and Freeman [16] for the proofs. Let (Πt, t ≥ 0) be a
Λ-coalescent. We use the regimes introduced in the statement of Proposition 1.3 which
are characterised in terms of the measure Λ. In regime Discrete, almost surely for all
t > 0 the partition Πt has dust and finitely many non-singleton blocks. In regime Infinite

with dust, almost surely for all t > 0 the partition Πt has dust and infinitely many non-
singleton blocks. In regime Infinite no dust, almost surely for all t > 0 the partition Πt has
no dust and infinitely many non-singleton blocks. Finally in regime CDI, almost surely
for all t > 0 the partition Πt has no dust and finitely many non-singleton blocks. In the
latter regime, we say that the Λ-coalescent Comes Down from Infinity (CDI).

Proof of Proposition 1.3. Let (ρt, t ≥ 0) be a Λ-Fleming-Viot process. Fix t > 0. We
know that ρt has the same distribution on M1 as the r.v. E0,t(Π̂, ξ0) defined in Subsec-
tion 2.3.1. By definition of the measure E0,t(Π̂, ξ0), the dust and the number of atoms of
this random probability measure have the same law as the dust and the number of non-
singleton blocks of a Λ-coalescent taken a time t. Using the results on the Λ-coalescent
recalled above, we obtain the asserted classification.

To study the existence of the Eves we need to deal with a regular version of the
Λ-Fleming-Viot process. Let P be the distribution of the Λ-Fleming-Viot process on the
space D := D([0,∞),M1) of càdlàg M1-valued functions endowed with the usual Skoro-
hod’s topology. Recall that M1 is equipped with the topology of the weak convergence
of probability measures. We denote by B(D) the Borel sigma-field associated with D
augmented with the P-null sets.

Proposition 3.1. The set

O := {ρ ∈ D : ρ admits an infinite sequence of Eves}

belongs to B(D). Moreover the map

D ∩ O → [0, 1]N

ρ 7→ (ei)i≥1
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is measurable when [0, 1]N is endowed with the product sigma-field.

A consequence of this result is that the existence of the Eves does not depend on the
construction of the Λ-Fleming-Viot process we are using.

Proof. We start with regimes Discrete, Infinite with dust and Infinite no dust. We set for any
k, l, n ≥ 1 and any ε ∈ (0, 1)

O(k, ε, l, n):=
⋃

i1,...,ik∈[2n]

⋂
j∈[k]

⋂
t≥l
t∈Q

{
ρt

([ ij − 1

2n
,
ij
2n

))
> (1− ε)

(
1−

j−1∑
m=1

ρt

([ im − 1

2n
,
im
2n

)))}

which is clearly an element of B(D). Subsequently we set

O(k) =
⋂

ε∈(0,1)∩Q

lim
l→∞

lim
n→∞

O(k, ε, l, n).

The event O(k) is the event where the k first Eves exist. Then O = limk→∞ ↓ O(k) so
that O belongs to B(D). The event {e1 < x} is then obtained by modifying the definition
of O(1, ε, l, n) by restricting to the i1’s which are smaller than inf{j ∈ [2n] : x ≤ j2−n}
and taking the limit as above. This can be generalised easily to prove the measurability
of the whole sequence.

We now turn to regime CDI which is more involved. We rely on the following four claims.

Claim 1. The set

C :=

{
ρ ∈ D :

∀t ∈ Q∗+, ρt is a weighted sum of finitely many atoms
∀t, s ∈ Q∗+ the atoms at time t+ s are a subset of the atoms at time t.

}
belongs to B(D).

Claim 2. On the set C, for all t > 0 the measure ρt is a sum of finitely many atoms.
Furthermore, for every s ∈ Q∗+ and every t > s the atoms of ρt are necessarily atoms of
ρs.

Consequently on C we can define #ρt as the number of atoms of the measure ρt for any
given time t > 0. Of course ρ 7→ #ρt is measurable from C to N.

Claim 3. For every i ≥ 2 and every ρ ∈ C we define τi := inf{t > 0 : #ρt < i}. Then τi
is an Ht-stopping time where Ht := σ(ρs, s ∈ [0, t]) augmented with the P-null sets.

Claim 4. The set

C ′ :=

ρ ∈ D :

∀t ∈ R∗+, ρt is a weighted sum of finitely many atoms
∀t, s ∈ R∗+ the atoms at time t+ s are a subset of the atoms at time t
t 7→ #ρt is càdlàg on (0,∞)


belongs to B(D).

The set O is the subset of C ′ where t 7→ #ρt makes only jumps of size −1 so that O
belongs to B(D). To end the proof of Proposition 3.1 in regime CDI we observe that on
the event O, we have for every x ∈ [0, 1]

{e1 ≤ x} = O
⋂( ⋃

t∈Q+

{ρ : #ρt = 1, ρt([0, x]) = 1}
)
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so that the measurability of e1 is immediate. This can be generalised easily to prove the
measurability of the whole sequence.
Proof of Claim 1. For every t, s > 0 and every k ≥ 1,m ≥ 0, n ≥ 1 let

C(k, t,m, s, n) :=
⋃

i1,...,ik+m∈[2n]
i1,...,ik+mare distinct

( ⋂
j∈[k]

{
ρt

([ ij − 1

2n
,
ij
2n

))
> 0; ρt+s

([ ij − 1

2n
,
ij
2n

))
> 0

}
⋂

k<j≤k+m

{
ρt

([ ij − 1

2n
,
ij
2n

))
> 0; ρt+s

([ ij − 1

2n
,
ij
2n

))
= 0

}
⋂

i∈[2n],i6=i1,...,ik+m

{
ρt

([ i− 1

2n
,
i

2n

))
= ρt+s

([ i− 1

2n
,
i

2n

))
= 0
})

which is obviously a measurable set. Then we have

C =
⋂

t,s∈Q∗+

⋃
k≥1

⋃
m≥0

lim
n→∞

C(k, t,m, s, n).

so that it is a Borel set of D. Claim 1 is proved.
Proof of Claim 2. Fix t > 0 and let s ∈ (0, t) ∩ Q. We restrict ourselves to ρ’s which
belong to C. We know that for every ε > 0 such that t + ε ∈ Q the atoms of ρt+ε are
atoms of ρs. Let S be the union of the atoms of ρt+ε when ε varies. Necessarily S is a
finite set so that it is a closed set of [0, 1]. By the right continuity of ρ we deduce that

ρt([0, 1]\S) ≤ lim
ε↓0

ρt+ε([0, 1]\S) = 0

where implicitly ε is taken such that t+ ε belongs to Q. This ensures that ρt is a sum of
finitely many atoms which are also atoms of ρs. Claim 2 is proved.
Proof of Claim 3. If τi ≤ t then there are two cases. Either at time t the number of atoms
is smaller than i, this is a measurable event. Or at any time s ∈ {t} ∪

(
(0, t) ∩ Q

)
the

number of atoms is larger than or equal to i and there exists at least one time r ∈ (0, t)\Q
such that #ρr < i. Let us show the measurability in the latter case. Fix m ≥ 0 and
consider the largest interval of time [s−, s+) on which for all rational s ∈ [s−, s+)∩Q the
measure ρs has m+i atoms. We call a1 < . . . < am+i these atoms. By the right continuity
of ρ we know that s 7→ ρs({a1}), . . . , ρs({am+i}) are càdlàg processes on [s−, s+). For
each collection j1 < . . . < jm+1 of m+ 1 indices among [m+ i], we introduce the hitting
time of 0 ∈ Rm+1 by (s−, s+) 3 s 7→

(
ρs({aj1}), . . . , ρs({ajm+1})

)
which is a stopping

time in the augmented filtration Ht. Then the latter case above coincides P-a.s. with
the union on m ≥ 0 and on the j1 < . . . < jm+1’s of the event where this hitting time
belongs to [s−, s+)\{0}. The claim follows.
Proof of Claim 4. The set C ′ is the subset of C where the times τi are the infimum of
the rational times at which ρ has less than i atoms. Therefore

C ′ := C
⋂
i≥2

{
τi = inf{t ∈ Q∗+ : #ρt < i}

}
and the claim follows. This ends the proof of the proposition.

From now on, we rely on the lookdown representation to study the Eves. We consider
a probability space (Ω,F ,P) on which is defined a Λ flow of partitions Π̂ arising from
the Poissonian construction of Subsection 2.3.1 and an independent sequence ξ0 of i.i.d.
uniform[0, 1] r.v. We then set ρt := E0,t(Π̂, ξ0) for all t ≥ 0. Proposition 2.14 ensures that
(ρt, t ≥ 0) is a Λ-Fleming-Viot P-a.s. càdlàg. The study of the existence of the Eves in
regime CDI requires a specific technical work. We define #π as the number of non-empty
blocks of a partition π.
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Lemma 3.2. In regime CDI we define for every i ≥ 1 the r.v. d(i) := inf{t > 0 : |Π̂0,t(i)| =
0}. Then P-a.s. for every i ≥ 1 we have d(i) = inf{t > 0 : Π̂0,t(i) = ∅}. Consequently
P-a.s.

• for every i ≥ 1, d(i) ≥ d(i+ 1),

• for every i ≥ 1, the block Π̂0,t(i) has a strictly positive frequency when t ∈ (0, d(i))

and is empty when t ∈ [d(i),∞),

• d(i) ↓ 0 as i→∞.

Remark 3.3. If we have a strict inequality d(i) > d(i+ 1) for every i ≥ 1, then we have
existence of an infinite sequence of Eves.

Proof. First observe the following deterministic fact. For any two partitions π, π′ ∈P∞,
if π′ has n blocks then Coag(π, π′) has at most n blocks. Recall that in regime CDI at any
time t > 0 the exchangeable partition Π̂0,t has P-a.s. no dust and finitely many blocks
that all have stricly positive asymptotic frequency. Using these two observations and
the fact that P-a.s.

ρt =
∑
i≥1

|Π̂0,t(i)|δξ0(i) +
(
1−

∑
i≥1

|Π̂0,t(i)|
)
`

we easily get that P(C) = 1 where C is the event introduced in Claim 1 of the proof of
Proposition 3.1.
We now prove that P(C ′) = 1 where C ′ is the event introduced in Claim 4. For every
i ≥ 2 we define qi := inf{t ∈ Q∗+ : #ρt < i}. As P(C) = 1 we know that P-a.s. the

sequence qi, i ≥ 2 is non-increasing. Since Π̂0,0 = O[∞] and P-a.s. for every t ∈ Q∗+ the

partition Π̂0,t has a finite number of blocks which have positive asymptotic frequencies
we deduce that P-a.s. the sequence qi, i ≥ 2 has no positive lower bound and thus
converges to 0. Moreover P-a.s. q2 < ∞ since P-a.s. there exists t ∈ Q∗+ such that

#Π̂0,t = 1. For every i ≥ 2 and every ε ∈ Q∗+ we define τi(ε) := inf{t ≥ ε : #ρt < i}.
The right continuity of ρ entails that P-a.s. the measure ρτi(ε) has less than i atoms.
Furthermore the arguments in the proof of Claim 3 above ensure that this is an Ht-
stopping time. Then Proposition 3.1 in Donnelly and Kurtz [12] yields that the sequence
(ξτi(ε)(j))j≥1 is exchangeable. Necessarily its empirical measure is P-a.s. equal to ρτi(ε).
By de Finetti Theorem (see for instance p.103 in Bertoin [4]) conditionally given ρτi(ε)
the sequence (ξτi(ε)(j))j≥1 is i.i.d. with distribution ρτi(ε). Therefore P-a.s. this sequence
takes its values in the set of atoms of ρτi(ε). This together with the exchangeability of

Π̂0,t at any given time t ensures the existence of an event Ω∗ of P-probability 1 on which
Π̂ fulfils the regularity properties of Proposition 2.13, on which ρ ∈ C and on which for
all t ∈ Q∗+ ∪ {τi(ε), i ≥ 2, ε ∈ Q∗+} we have

(a) #Π̂0,t = #ρt,

(b) The quantity |Π̂0,t(j)| = ρt({ξ0(j)}) is strictly positive i.f.f. j ≤ #Π̂0,t.

We now work deterministically on Ω∗. Fix i ≥ 2. There exists ε ∈ Q∗+ such that ε < qi.
Necessarily τi(ε) ≤ qi. Suppose that τi(ε) < qi. Then by (a) and (b) above and the
deterministic fact at the beginning of the proof, we have #ρt < i for all t ∈ [τi(ε),∞)

which is in contradiction with the definition of qi. Therefore τi(ε) = qi and for all ε′ ∈ Q∗+
such that ε′ < ε we have τi(ε

′) = qi. Since τi = limε↓0 τi(ε) we deduce that τi = qi.
Consequently P(C ′) = 1.
Set τ1 =∞. Notice that the right continuity of the asymptotic frequencies of the blocks
ensures that |Π̂0,d(i)(i)| = 0. For every i ≥ 1 the atom ξ0(i) disappears at time d(i) and
thus necessarily d(i) = τk for a certain k ≥ 1. Let us show that d(i) = τi for every i ≥ 1.
If d(1) <∞ then k ≥ 2 so that properties (a) and (b) above hold true for t = d(1) and we
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deduce that #Π̂0,d(1) has no blocks which is not possible for a partition. Consequently
d(1) = ∞. We now prove by induction that d(i) = τi ≤ d(i − 1) for every i ≥ 2. At rank
i = 2, we know that for all t ∈ (0, d(2)) we have ρt({ξ0(j)}) > 0 when j = 1, 2 so that
#ρt ≥ 2 and τ2 ≥ d(2). Since ρd(2)({ξ0(2)}) = 0 we deduce using property (b) above
that τ2 = d(2). As d(1) = ∞, the inequality d(2) ≤ d(1) is trivially satisfied. Suppose
now that d(j) = τj for all j ∈ [i − 1] with i ≥ 2 being given. Necessarily d(i) ≤ d(i − 1).
Indeed if d(i) > d(i − 1) then ρd(i−1)({ξ0(i)}) > 0 and property (b) would yield that
ρd(i−1)({ξ0(i − 1)}) > 0 which is contradictory. Now observe that for all t ∈ (0, d(i)) we
have ρt({ξ0(j)}) > 0 for j ∈ [i] so that #ρt ≥ i. Consequently d(i) is the first time at
which ρ has less than i atoms. Hence d(i) = τi. The induction is complete. We have
shown that for every i ≥ 1 on (0, d(i)) the asymptotic frequency of Π̂0,t(i) is strictly
positive and that Π̂0,t(i) is empty on [d(i),∞). Furthermore since d(i) = qi we know that
the sequence d(i), i ≥ 2 is non-increasing and converges to 0.

We now proceed to the proof of Proposition 1.5. In view of Definition 1.4 we will say
that we are in the Eves - extinction case when the Λ-Fleming-Viot process is in regime
CDI and admits an infinite sequence of Eves, and we will say that we are in the Eves -
persistent case when the Λ-Fleming-Viot process is in any other regime and admits an
infinite sequence of Eves.

Remark 3.4. If we do not assume that ξ0 is a sequence of i.i.d. uniform[0, 1] r.v. but only
a sequence of almost surely distinct values in [0, 1] and if ρ is a Λ-Fleming-Viot process,
then Proposition 1.5 still holds and the proof works verbatim.

Proof of Proposition 1.5. Assume that ρ almost surely admits an infinite sequence of
Eves. Consider first the Eves - extinction case. By construction of ρ, we know that
P-a.s. for all t ≥ 0

ρt =

#Π̂0,t∑
i=1

|Π̂0,t(i)|δξ0(i)

where #π denotes the number of blocks of a partition π. Therefore, the atoms of ρ are
the ξ0(i)’s - which are P-a.s. distinct - and their masses are given by the sizes of the
blocks (|Π̂0,t(i)|, t ≥ 0)’s. By Lemma 3.2, the hitting times of 0 of these blocks are given
by the r.v. d(i)’s. The almost sure existence of an infinite sequence of Eves states that
almost surely any two atoms of ρ die at distinct times. As we have seen that these atoms
are the ξ0(i)’s, the almost sure existence of an infinite sequence of Eves yields that P-
a.s. for all i 6= j, ξ0(i) and ξ0(j) die out at distinct times. This ensures that P-a.s. for all
i ≥ 1 we have d(i) > d(i+ 1), and P-a.s. for all i ≥ 1 we have ξ0(i) = ei.
Consider now the Eves - persistent case. For all t ≥ 0, we denote by at(1) ≥ at(2) ≥
. . . ≥ 0 the masses of ρt ranked in the decreasing order. We prove by induction on i ≥ 1

that

∀j ∈ [i], P(|Π̂0,t(j)| = at(j)) −→
t→∞

1 and P-a.s.
|Π̂0,t(j)|

1−
∑j−1
k=1 |Π̂0,t(k)|

−→
t→∞

1.

We start at rank i = 1. From the definition of ρ and the fact that the ξ0(i)’s are P-
a.s. distinct there exists an event of P-probability one on which there is a one-to-one
correspondence between the blocks of Π̂0,t with positive frequency and the masses of
ρt. The definition of e1 entails that P-a.s. |Π̂0,t(1)| converges to either 0 or 1 as t → ∞
and that at(1) converges to 1 as t→∞. The exchangeability of the partition Π̂0,t implies
that P(|Π̂0,t(1)| = at(1) | (at(k))k≥1) = at(1). Consequently P(|Π̂0,t(1)| = at(1)) → 1 as
t → ∞ by the dominated convergence theorem. Since we know that P-a.s. |Π̂0,t(1)|
converges towards 0 or 1, we deduce that it P-a.s. converges to 1. The claimed property
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is proved at rank i = 1. Assume that the property holds at a given rank i − 1 ≥ 1. The
existence of an infinite sequence of Eves yields that P-a.s.

at(i)

1−
∑i−1
j=1 at(j)

−→
t→∞

1.

The one-to-one correspondence between the atoms of ρt and the blocks of Π̂0,t with
positive frequency along with the induction hypothesis and the existence of an infinite
sequence of Eves imply that P-a.s.

|Π̂0,t(i)|
1−

∑i−1
j=1 |Π̂0,t(j)|

converges to either 0 or 1 as t→∞. The exchangeability of Π̂0,t entails that

P
(
|Π̂0,t(i)| = at(i)

∣∣∣ {∀j ∈ [i− 1], |Π̂0,t(j)| = at(j)}; (at(k))k≥i

)
=

at(i)

1−
∑i−1
j=1 at(j)

.

Using the dominated convergence theorem and the arguments above we deduce that

P(Π̂0,t(i) = at(i)) converges to 1. Henceforth P-a.s. |Π̂0,t(i)|
1−

∑i−1
j=1 |Π̂0,t(j)|

goes to 1 as t goes

to infinity and the induction is complete. Since for all i ≥ 1, ρt({ξ0(i)}) = |Π̂0,t(i)| we
deduce from the convergence obtained by induction and the uniqueness of the Eves
that P-a.s. ξ0(i) = ei.
In the case where the Λ-Fleming-Viot process does not admit an infinite sequence of
Eves the arguments above still hold for the primitive Eve.

Corollary 3.5. Consider a càdlàg Λ-Fleming-Viot process that admits almost surely a
sequence of Eves (ei, i ≥ 1). Then the Eves are i.i.d. uniform[0, 1] and are independent
of the sequence (ρt({ei}), t ≥ 0), i ≥ 1.

Proof. First assume that the Λ-Fleming-Viot process is obtained via the lookdown repre-
sentation. Recall that the Eves coincide with the initial types thanks to Proposition 1.5.
Since (ξ0(i), i ≥ 1) is a sequence of i.i.d. uniform[0, 1] r.v. which is independent of Π̂ and
since for every i ≥ 1, (ρt({ei}), t ≥ 0) = (Π̂0,t(i), t ≥ 0), the asserted result follows. Now
consider any càdlàg Λ-Fleming-Viot process (ρt, t ≥ 0). Proposition 3.1 ensures that the
Eves are σ(ρ)-measurable r.v. and therefore the distribution of (ρ, (ei)i≥1) coincides with
that obtained via the lookdown construction.

4 Results on the existence of the Eves

The goal of this section is to prove Theorem 1.6, Proposition 1.9 and Theorem 1.11.
We consider each of the four regimes separately. Except for regime Infinite no dust, we
rely on the lookdown representation of the Λ-Fleming-Viot process. Let (Ω,F ,P) be a
probability space on which is defined a Λ flow of partitions arising from the Poissonian
construction and an independent sequence ξ0 = (ξ0(i), i ≥ 1) of i.i.d. uniform[0, 1] r.v. We
set ρt := E0,t(Π̂, ξ0) for all t ≥ 0. We also rely on the lookdown process (ξt(i), t ≥ 0), i ≥ 1

defined from Π̂ and ξ0 according to Definition 2.12. Let us introduce some technical
tools for later use. We define the filtration

Ft := σ(Π̂0,s, 0 ≤ s ≤ t), t ≥ 0 (4.1)

associated to the flow of partitions. We augment this filtration with the P-null sets.
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Lemma 4.1. The process (Π̂0,t, t ≥ 0) is a P∞-valued Markov process with a Feller
semigroup. For any Ft-stopping time τ , conditionally given {τ < ∞} the process
(Π̂τ,τ+t, t ≥ 0) is independent of Fτ and has the same distribution as (Π̂0,t, t ≥ 0).

Proof. The very definition of stochastic flows of partitions ensures that (Π̂0,t, t ≥ 0) is
Markov with a semigroup Qt defined as follows. For every π ∈P∞ and every bounded
measurable map f on P∞

Qtf(π) = E
[
f(Coag(Π̂0,t, π))

]
.

Consider a bounded continuous map f . Since Coag is a bi-continuous operator (see
Section 4.2 of the book of Bertoin [4]), the dominated convergence theorem ensures
that π 7→ Qtf(π) is a bounded continuous map. Since P∞ is a compact metric space,
the map f is uniformly continuous. For every ε > 0, there exists n ≥ 1 such that
dP(π, π′) ≤ 2−n ⇒ |f(π) − f(π′)| < ε where dP is the distance introduced in Formula
(1.3). Thus we get

sup
π∈P∞

|Qtf(π)− f(π)| ≤ εP
(
Π̂

[n]
0,t = O[n]

)
+ 2 sup

π∈P∞

|f(π)|
(

1− P
(
Π̂

[n]
0,t = O[n]

))
Since Π̂0,t → O[∞] in probability as t ↓ 0, the right member goes to ε as t ↓ 0. This
implies the Feller property of Q. Let τ be an Ft-stopping time. Let A ∈ Fτ . Let
f1, . . . , fp be p ≥ 1 bounded continuous maps on P∞. We want to prove that for every
0 ≤ t1 ≤ . . . ≤ tp

E[1A1{τ<∞}f1(Π̂τ,τ+t1) . . . fp(Π̂τ,τ+tp)] = E[1A1{τ<∞}]E[f1(Π̂0,t1) . . . fp(Π̂0,tp)].

We check the result for p = 1, since the general case can be treated similarly. For every
integer n ≥ 1, let τn be the smallest real number of the form k/n which is strictly larger
than τ . The right continuity of the trajectories at the first line, the independence and
stationarity of the increments of a flow of partitions at the third and fourth lines ensure
that

E[1A1{τ<∞}f1(Π̂τ,τ+t1)] = lim
n→∞

E[1A1{τ<∞}f1(Π̂τn,τn+t1)]

= lim
n→∞

∑
k≥0

E[1A1{(k−1)/n≤τ<k/n}f1(Π̂k/n,k/n+t1)]

= lim
n→∞

∑
k≥0

E[1A1{(k−1)/n≤τ<k/n}]E[f1(Π̂k/n,k/n+t1)]

= E[1A1{τ<∞}]E[f1(Π̂0,t1)].

We also introduce the lowest level associated to an ancestor.

Definition 4.2. For all t ≥ 0 and every i ≥ 1, we set Lt(i) := inf{j ≥ 1 : j ∈ Π̂0,t(i)}
where inf ∅ = ∞ by convention. The r.v. Lt(i) is the lowest level at time t that belongs
to the progeny of the i-th ancestor.

In regime CDI and from Lemma 3.2 we know that P-a.s. for every i ≥ 1 we have Lt(i) <
∞ when t ∈ [0, d(i)) while Lt(i) =∞ when t ∈ [d(i),∞).

Lemma 4.3. Let π be a deterministic partition with a unique non-singleton block whose
index is k ≥ 1. Assume that π(k) admits an asymptotic frequency, say u ∈ (0, 1]. Then
for any exchangeable random partition π′ almost surely the partition Coag(π, π′) admits
asymptotic frequencies and we have

∀i ≥ 1, |Coag(π, π′)(i)| = |π′(i)|(1− u) + 1{k∈π′(i)}u.

EJP 19 (2014), paper 55.
Page 22/49

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v19-3192
http://ejp.ejpecp.org/


Flows of Λ-Fleming-Viot and lookdown representation

Proof. Since Lemma 4.6 in the book of Bertoin [4] ensures that Coag(π, π′) admits
asymptotic frequencies almost surely, we only need to prove the asserted formula on
the these frequencies. Let γ(n) := minπ(n) be the smallest integer in the n-th block of
π. In particular γ(k) = k. Since π has an infinite number of blocks, γ(n) goes to infinity
as n tends to infinity. Observe that

∀n ≥ 1, γ(n)−
(
#
(
π(k) ∩ [γ(n)]

)
− 1
)
∨ 0 = n.

Since π(k) admits an asymptotic frequency equal to u, we deduce that n/γ(n) goes to
1−u as n goes to infinity. From the definition of the coagulation operator for every i ≥ 1

if k ∈ π′(i) then the block Coag(π, π′)(i) contains the elements in π(k) together with the
images through γ of the elements in π′(i) while if k /∈ π′(i) then the block Coag(π, π′)(i)

contains only the images through γ of the elements in π′(i). Therefore we get for every
n ≥ k

#
(

Coag(π, π′)(i)
⋂

[γ(n)]
)

= #
(
π′(i) ∩ [n]

)
+ 1{k∈π′(i)}

(
#
(
π(k) ∩ [γ(n)]

)
− 1
)
.

Notice that the −1 in the r.h.s. prevents from counting twice the element k. Since the
blocks of π′ have asymptotic frequencies almost surely and since n/γ(n)→ 1−u we get
the asserted equality of the lemma by dividing both members of the above formula by
γ(n) and taking the limit as n→∞.

4.1 Regime Discrete

Recall from Proposition 1.5 that the primitive Eve e1 of Bertoin and Le Gall - which
does exist without any condition on Λ - is almost surely equal to ξ0(1). Consider the pro-
cess t 7→ ρt([0, 1]\{e1}). Theorem 4 of Bertoin and Le Gall [6] shows that this process is
Markov with a Feller semigroup. Since we have constructed ρ with the lookdown repre-
sentation, t 7→ ρt evolves at the reproduction events of the lookdown process. In regime
Discrete, these reproduction events are finitely many on any compact interval of time.
Therefore we can enumerate {(s, Π̂s−,s) : s > 0, Π̂s−,s 6= O[∞]} by increasing time coor-
dinates, say (ti, πi), i ≥ 1. For each partition πi, we let ui be the asymptotic frequency
of its unique non-singleton block (these asymptotic frequencies are well-defined on a
same event of probability one, see the proof of Proposition 2.13). From Formula (2.2)
we deduce that the ui’s are i.i.d. with distribution ν(du)/ν([0, 1)). We work with the
collection (ti, ui), i ≥ 1. We then set X0 := 1 and for every i ≥ 1, Xi := ρti([0, 1]\{ξ0(1)}).
From the arguments above, we deduce that (Xi, i ≥ 0) is a Markov chain. Let us denote
by Qx the distribution of this Markov chain when it starts from x ∈ (0, 1]. The following
lemma provides the transition probabilities of this chain.

Lemma 4.4. Fix x ∈ (0, 1] and let u be a r.v. with law ν(·)/ν([0, 1)). Under Qx the r.v. X1

is distributed as follows:

X1 =

{
(1− u)x with probability u+ (1− x)(1− u)

(1− u)x+ u with probability x(1− u).
(4.2)

Proof. We use the lookdown representation and work under measure P in the proof. Fix
i ≥ 1. We have P-a.s. Xti = 1−|Π̂0,ti(1)| and Π̂0,ti = Coag(πi, Π̂0,ti−1

). Let K be the index

of the non-singleton block of πi. Lemma 4.3 entails that P-a.s. if K ∈ Π̂0,ti−1
(1) then

|Π̂0,ti(1)| = |Π̂0,ti−1
(1)|(1−ui) +ui while if K /∈ Π̂0,ti−1

(1) then |Π̂0,ti(1)| = |Π̂0,ti−1
(1)|(1−

ui). Therefore

P
(
Xi = Xi−1(1− ui) |ui,Xi−1

)
= P(K ∈ Π̂0,ti−1

(1) |ui,Xi−1)

P
(
Xi = Xi−1(1− ui) + ui |ui,Xi−1

)
= P(K /∈ Π̂0,ti−1

(1) |ui,Xi−1)
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Observe that P-a.s. {K ∈ Π̂0,ti−1
(1)} = {ξti−1

(K) = ξ0(1)}. Since ui has law ν(·)/ν([0, 1))

and is independent from Xi−1, the proof boils down to determining

P(ξti−1(K) = ξ0(1) |ui,Xi−1).

Since πi is an exchangeable random partition independent of the lookdown process up
to time ti−1 and since ui is the asymptotic frequency of its unique non-singleton block,
we have for all k ≥ 1

P
(
K = k | (ξti−1

(j))j≥1, ui
)

= (1− ui)k−1ui.

On the event where K = 1 the parent of the reproduction event is of type ξti−1
(1). Recall

that ξti−1(1) = ξ0(1) since the first particle of the lookdown process is constant. On the
event where K = k ≥ 2 the parent of the reproduction event is of type ξti−1(k). Propo-
sition 3.1 of Donnelly and Kurtz [12] ensures that (ξti−1(j), j ≥ 1) is an exchangeable
sequence of r.v. Its empirical measure is P-a.s. equal to ρti−1 . Consequently

∀k ≥ 2, P
(
ξti−1

(k) = ξti−1
(1) |ui,Xi−1

)
= 1−Xi−1.

Therefore we get

P(ξti−1(K) = ξ0(1) |ui,Xi−1) =

∞∑
k=1

P(K = k|(ξti−1(j))j≥1, ui)

×P(ξti−1
(k) = ξti−1

(1)|ui,Xi−1)

= ui + (1−Xi−1)(1− ui).

This ends the proof of the lemma.

Proposition 4.5. There exists a random time T > 0 after which P-a.s. the process t 7→
ρt({ξ0(1)}) makes only positive jumps. In other terms, eventually all the reproduction
events choose a parent of type ξ0(1).

Proof. We work on (Ω,F ,P). We introduce the random variables τ0 := inf{i ≥ 0 :

Xi < 1/2} and recursively for every n ≥ 0, rn := inf{i > τn : Xi − Xi−1 > 0} and
τn+1 := inf{i > rn : Xi < 1/2}. We use the convention inf ∅ = ∞. In words, τ0 is
the first time the process X hits (0, 1/2) and r0 is the first time after τ0 the process X

makes a positive jump. Recursively τn+1 is the first time after rn the process X hits
again (0, 1/2), and rn+1 is the time of the next positive jump. Set Fk := σ(Xi, 0 ≤ i ≤ k).
Recall that the objective is to prove that P-a.s. X eventually makes only negative jumps.
The proof of the proposition therefore boils down to showing that P-a.s. the sequence
(rn)n≥0 eventually equals +∞. The transition probabilities of the chain yields that x 7→
Qx(X makes only negative jumps) is decreasing. Thus for all n ≥ 0, P-a.s.

P(rn+1 =∞|Fτn+1
)1{rn<∞} = QXτn+1

(X makes only negative jumps)1{rn<∞}

≥ Q1/2(X makes only negative jumps)1{rn<∞}.

Consequently for all n ≥ 0

P(rn <∞) ≤
(
1−Q1/2(X makes only negative jumps)

)n+1
.

It is therefore sufficient to show that Q1/2(X makes only negative jumps) is strictly pos-
itive in order to prove the proposition. From the transition probabilities of the chain,
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this quantity is equal to

E

[∏
i≥1

(
ui + (1− ui)

(
1− 1

2

i−1∏
j=1

(1− uj)
))]

≥ E

[∏
i≥1

(
1− 1

2

i−1∏
j=1

(1− uj)
)]

≥ E

[
exp

(∑
i≥1

log
(
1− 1

2

i−1∏
j=1

(1− uj)
))]

Let us now prove that the negative r.v. inside the exponential is finite almost surely. Its
expectation is given by

E

[∑
i≥1

log
(

1− 1

2

i−1∏
j=1

(1− uj)
)]

≥ E

[
− c

2

∑
i≥1

i−1∏
j=1

(1− uj)
]

(4.3)

≥ − c
2

∑
i≥1

E

[ i−1∏
j=1

(1− uj)
]

where c is a positive constant such that log(1 − y) ≥ −c y for all y ∈ [0, 1/2]. We have
used the monotone convergence theorem to go from the first to the second line. We get

E

[ i−1∏
j=1

(1− uj)
]

=

(∫
[0,1)

(1− u) ν(du)∫
[0,1)

ν(du)

)i−1

.

The measure ν is supported by (0, 1) since we are in regime Discrete, consequently the
r.h.s. is strictly smaller than 1. This ensures that the series at the second line of (4.3)
converges, which in turn implies the almost sure finiteness of the negative r.v. inside
the exponential above. Therefore

Q1/2(X makes only negative jumps) > 0.

Proof of Theorem 1.11 for regime Discrete. We know from Lemma 4.3 and Proposition
4.5 that P-a.s. for every i ≥ 1 if ti > T then |Π̂0,ti(1)| = (1 − ui)|Π̂0,ti−1

(1)| + ui and

|Π̂0,ti(2)| = (1 − ui)|Π̂0,ti−1
(2)|. Consequently P-a.s. for every i ≥ 1 if ti > T then

ρti([0, 1]\{ξ0(1)}) = (1 − ui)ρti−1
([0, 1]\{ξ0(1)}) and ρti({ξ0(2)}) = (1 − ui)ρti−1

({ξ0(2)}).
Moreover Proposition 1.3 entails that P-a.s. for all t ∈ Q+ the measure ρt has dust and
therefore ρt({ξ0(2)}) < ρt([0, 1]\{ξ0(1)}). Consequently P-a.s. the process

ρt({ξ0(2)})
ρt([0, 1]\{ξ0(1)})

, t ≥ 0 (4.4)

is constant after time T and is strictly lower than 1 so that the Λ-Fleming-Viot process
does not admit a second Eve.

4.2 Regime Infinite with dust

Recall that for every n ≥ 2, Lt(n) is defined as the smallest integer in Π̂0,t(n) - or
equivalently as the lowest level with type ξ0(n) at time t ≥ 0. For every t ≥ 0 we let
Ct(n) be equal to 1 if Ls(n), s ∈ [0, t] has been chosen as the parent of a reproduction
event, 0 otherwise. In other terms Ct(n) equals 1 if and only if a reproduction event has
chosen a parent of type ξ0(n) on the time interval [0, t]. Let us describe the dynamics of
the pair (Lt(n), Ct(n), t ≥ 0). For every k ≥ 2 and every l ≥ 1 we set

q(k, k + l) :=

(l+1)∧k∑
i=2

(
k

i

)(
l − 1

l + 1− i

)
λk+l,l+1
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where λk+l,l+1 is defined in Formula (1.1).

Lemma 4.6. The process t 7→ (Lt(n), Ct(n)) is a continuous time Markov chain with
values in N× {0, 1}. For every k ≥ 2 and every l ≥ 1 the transition rates are given by

(k, 0)→

{
(k + l, 0) at rate q(k, k + l)

(k, 1) at rate λk,1
and (k, 1)→ (k + l, 1) at rate q(k, k + l)

Proof. This is a consequence of the transitions of the lookdown process given at Defini-
tion (2.2). Indeed suppose that the process t 7→ Lt(n) is currently at level k. It jumps to
a higher level if a reproduction event involves at least two levels among [k]. This higher
level equals k + l if:

• i levels are involved among the [k] first, with i ∈ {2, . . . , (l + 1) ∧ k},
• l + 1− i levels are involved among {k + 1, . . . , k + l − 1},
• level k + l is not involved.

This yields the rate q(k, k+ l). Concerning the second coordinate, observe that level k is
chosen as the parent of a reproduction event at rate λk,1. Once the second coordinate
reaches 1 it does not evolve any more by definition.

This lemma has two consequences. First the process (Lt(n), t ≥ 0) is a continu-
ous time Markov chain. Second conditionally given this process, the probability that
C∞(n) := lim

t→∞
Ct(n) equals 0 is given by

P
(
C∞(n) = 0

∣∣ (Lt(n), t ≥ 0)
)

= exp
(
−
∫ ∞

0

λLt(n),1dt
)
.

Finally let us observe that the map k 7→ λk,1 is decreasing.

Proposition 4.7. Consider regime Infinite with dust and assume that
∫

[0,1)
x log 1

x ν(dx) <

∞. Almost surely there exists at least one initial type whose frequency remains null.

Remark 4.8. A simple adaptation of the proof actually shows that there exists an infin-
ity of initial types whose frequencies remain null.

Proof. The frequency of ξ0(n) remains null if L(n) is never chosen as the parent of any
reproduction event or equivalently if C∞(n) = 0. To prove the proposition, it suffices to
show the P-a.s. existence of an integer n ≥ 1 such that C∞(n) = 0. First we claim the
existence of an integer n0 ≥ 2 and of a real value w ∈ (0, 1] such that

∀n ≥ n0, P
(
C∞(n) = 0

)
= E

[
exp

(
−
∫ ∞

0

λLt(n),1 dt
)]
≥ w. (4.5)

We postpone the proof of this claim below and complete the proof of the proposition.
First observe that P-a.s. the sets {C∞(n) = 0} and {∀t ≥ 0, Π̂0,t(n) is a singleton} co-
incide. We stress that the latter set P-a.s. coincides with {∀t ≥ 0, |Π̂0,t(n)| = 0}. One
inclusion is trivial since a singleton has null frequency. Let us prove the other inclu-
sion. By exchangeability P-a.s. for all t ∈ Q∗+ the block Π̂0,t(n) is either a singleton or

admits a strictly positive asymptotic frequency. Thus P-a.s. on {∀t ≥ 0, |Π̂0,t(n)| = 0}
the partition Π̂0,t(n) is a singleton for all rational times t. We extend this property to all
times t ≥ 0 thanks to the right continuity of the blocks. The converse inclusion follows.
Consequently P-a.s. the set {C∞(n) = 0} coincides with {∀t ≥ 0, |Π̂0,t(n)| = 0}.
Consider the integer n0 of (4.5). Let r0 := inf{t ≥ 0 : |Π̂0,t(n0)| > 0} be the first time
at which the n0-th block gets a positive frequency. On the event where r0 < ∞, we
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let n1 := inf{n > n0 : |Π̂0,r0(n)| = 0} be the lowest level n such that ξ0(n) has never
reproduced on [0, r0]. Observe that n1 is P-a.s. finite on the event r0 < ∞ since on
this event P-a.s. the partition Π̂0,r0 has singleton blocks. Then recursively we define
for every k ≥ 1, rk := inf{t ≥ 0 : |Π̂0,t(nk)| > 0} and on the event where rk < ∞,
nk+1 := inf{n > nk : |Π̂0,rk(n)| = 0}. Here again on the event where rk < ∞, the
r.v. nk+1 is P-a.s. finite thanks to the same argument. To prove the proposition we need
to show that P-a.s. there exists k ≥ 1 such that rk =∞. From (4.5) we have

P(r0 =∞) = P
(
C∞(n0) = 0

)
≥ w.

For every k ≥ 0, rk is a stopping time in the filtration Ft, t ≥ 0 of the flow of partitions.
Lemma 4.1 entails that on the event where rk <∞ the process (Π̂rk,rk+t, t ≥ 0) has the
same distribution as (Π̂0,t, t ≥ 0) so that (4.5) does also hold for this process:

∀n ≥ n0, P
(
∀t ≥ 0, |Π̂rk,rk+t(n)| = 0

∣∣ rk <∞) ≥ w.
Thus we get

P(rk+1 =∞|rk <∞) ≥ w.

This easily implies that P(rk < ∞) ≤ (1 − w)k+1. Since these events are nested we get
P(∩k≥0{rk <∞}) = 0. The proof is complete.

Proof of (4.5). The strategy of the proof is to construct on an auxiliary probability space
(A,A,Q) an integer-valued process Y = (Yt, t ≥ 0) which is stochastically lower than
L(n) for every n ≥ n0 with n0 suitably chosen. From the description of the process
(L(n), C(n)), the probability under P of C∞(n) = 0 is bounded below by the expectation
under Q of exp

(
−
∫∞

0
λYt,1dt

)
.

Let u∗ be a real value in (0, 1) such that Λ
(
(u∗, 1)

)
> 0 and set a = 4−u∗

4−2u∗ . Notice that
a > 1. There exists n0 ≥ 3 such that

0 < 1−
1− u∗

4 −
2
n0

a
< u∗ ,

4a

(u∗)2n0
< 1 , an0 ≥ n0 + 1. (4.6)

We set u′ := 1−
1−u∗4 −

2
n0

a . Then we claim that for every n ≥ n0

∞∑
l=0

q(n, banc+ l) ≥
∫

(u′,1)

ν(dx)x2

banc−3∑
j=banc−1−n

(
banc − 3

j

)
xj(1− x)banc−3−j . (4.7)

An analytic proof of this claim is given in Subsection 6.3 but let us make the following
comment. On the left, we have the total rate at which the individual at level n jumps
to a level above (or equal to) banc while on the right, we have the rate at which occur
reproduction events satisfying:

• The proportion of individuals involved in the reproduction event belongs to (u′, 1).

• The two first levels participate to the reproduction event.

• Among levels {3, . . . , banc − 1} the number j of levels that participate is greater
than or equal to banc− 1−n so that in such a reproduction event the individual at
level n jumps to a level above (or equal to) banc.

Fix x ∈ (u′, 1), n ≥ n0 and let B be a Binomial r.v. with banc − 3 trials and probability of
success x. We observe that for every given x ∈ (u′, 1)

banc−3∑
j=banc−1−n

(
banc − 3

j

)
xj(1− x)banc−3−j
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is the probability that B is greater than or equal to banc−1−n. From the first expression
in (4.6) and the fact that x ∈ (u′, 1) we easily verify that

x(banc − 3)− banc+ 1 + n = n− 2− (1− x)(banc − 3) ≥ n− 2− (1− x)an ≥ u∗

4
n > 0.

Let P be the probability distribution of B. Using the Bienaymé-Chebyshev inequality at
the third line, we get

P(B < banc − 1− n) = P
(
B − x(banc − 3) < banc − 1− n− x(banc − 3)

)
≤ P

(
|B − x(banc − 3)| > n− 2− (1− x)(banc − 3)

)
≤ x(1− x)(banc − 3)(

n− 2− (1− x)(banc − 3)
)2 ≤ 4a

(u∗)2n

Putting these arguments together we get

∫
(u′,1)

ν(dx)x2

banc−3∑
j=banc−1−n

(
banc − 3

j

)
xj(1− x)banc−3−j ≥

∫
(u′,1)

ν(dx)x2
(

1− 4a

(u∗)2n

)
≥ Λ

(
(u′, 1)

)
(1− 4a

(u∗)2n0
) =: r.

Together with (4.6) and (4.7) this ensures that the rate at which the process L jumps
from n to a level above or equal to banc is greater than or equal to r > 0, uniformly for
all n ≥ n0. We now introduce a process that starts at n0 and only jumps from its current
position, say n, to banc at rate r so that it is stochastically lower than L(n0). Consider
an auxiliary probability space (A,A,Q) on which is defined a Poisson process with rate
r. Denote by 0 = t0 < t1 < t2 < . . . the jump times of this Poisson process. Still on
(A,A,Q) we define the process Y = (Yt, t ≥ 0) as follows. Initially Y0 = n0, and Y stays
constant on every interval [tk, tk+1) while its transitions are given by Ytk+1

= baYtkc.
We then set b := inf{banc/n, n ≥ n0}. Thanks to (4.6) we have for every n ≥ n0,
banc/n ≥ (n + 1)/n. Moreover banc/n → a > 1 as n → ∞. Consequently b > 1 and
thus for every k ≥ 0, Ytk ≥ bk. From the bound obtained on the jump rates, we deduce
that the process Y is stochastically lower than the process L(n) for every n ≥ n0. Set
w(n) := P

(
C∞(n) = 0

)
. For every n ≥ n0 the expression for the Laplace transform of

the exponential distribution and a simple calculation give

w(n) ≥ Q
[

exp
(
−
∑
k≥0

(tk+1 − tk)λYtk ,1
)]

= exp
( ∞∑
k=0

log
( r

r + λYtk ,1

))
.

The r.h.s. is strictly positive if and only if
∑
k≥0 λYtk ,1 <∞. Using the simple inequality

∀m ≥ 1, λm,1 ≤
∫

(0,m−
1
2 ]

x ν(dx) + (1−m− 1
2 )m−1

∫
(0,1)

x ν(dx)

we get
∞∑
k=0

λYtk ,1 ≤
∞∑
k=0

∫(
0,b−

k
2

] x ν(dx) +

∞∑
k=0

(1− Y −
1
2

tk
)Ytk−1

∫
(0,1)

x ν(dx)

The second sum on the right converges since Ytk ≥ bk > 1. Thus we deduce that∑
k≥0 λYtk ,1 <∞ if

∞∑
k=0

∫(
0,b−

k
2

] x ν(dx) <∞.

EJP 19 (2014), paper 55.
Page 28/49

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v19-3192
http://ejp.ejpecp.org/


Flows of Λ-Fleming-Viot and lookdown representation

Observe that this last quantity is equal to

∞∑
k=0

(k + 1)

∫(
b−

k+1
2 ,b−

k
2

]x ν(dx) =

∞∑
k=0

∫(
b−

k+1
2 ,b−

k
2

]x ν(dx) +

∞∑
k=0

k

∫(
b−

k+1
2 ,b−

k
2

]x ν(dx)

=

∫
(0,1)

xν(dx) +
2

log b

∞∑
k=0

log
(
b
k
2

)∫(
b−

k+1
2 ,b−

k
2

]x ν(dx)

which is finite since
∫

[0,1)
x log 1

x ν(dx) <∞. Therefore w := infn≥n0 w(n) > 0.

Proof of Theorem 1.11 in regime Infinite with dust. We know from Proposition 4.7 that
P-a.s. there exists n ≥ 2 such that ρt({ξ0(n)}) = 0 for all t ≥ 0 so that the n-th Eve is not
defined.

4.3 Regime Infinite no dust

When Λ is the Lebesgue measure on [0, 1], one obtains the celebrated Bolthausen-
Sznitman coalescent [10]. Its Λ-Fleming-Viot counterpart belongs to regime Infinite no

dust. The proof of Proposition 1.9 relies strongly on the connection with measure-valued
branching processes obtained by Bertoin and Le Gall [5] for the Bolthausen-Sznitman
coalescent, and by Birkner et al. [8] for all the Beta(2 − α, α) coalescents with α ∈
(0, 2). We refer to Dawson [11], Etheridge [14] and Le Gall [23] for further details
on measure-valued branching processes. Let us also mention that the existence of an
infinite sequence of Eves for the measure-valued branching process with the Neveu
branching mechanism can be obtained thanks to the results in [13, 21].

Proof of Proposition 1.9. One can construct ρ by rescaling a measure-valued branching
process (mt, t ≥ 0) associated with the Neveu branching mechanism Ψ(u) = u log u as
follows:

ρt(dx) :=
mt(dx)

mt([0, 1])
, ∀t ≥ 0

This result was initially stated for the Bolthausen-Sznitman coalescent by Bertoin and
Le Gall in [5], and later on by Birkner et al. for the forward-in-time process in [8]. As a
consequence of this connection and using Proposition 1.5, we deduce that there exists
a r.v. e such that almost surely

mt({e})
mt([0, 1])

−→
t→∞

1

The branching property ensures that the restrictions of m to any two disjoint subin-
tervals of [0, 1] are independent. For every integer n ≥ 1, we divide [0, 1] into dyadic
subintervals of the form

[0, 2−n), [2−n, 2× 2−n), . . . , [1− 2−n, 1]

and we consider the corresponding restrictions of m. Obviously, for each subinterval
[(i− 1)2−n, i 2−n) there exists e(i, n) such that

mt({e(i, n)})
mt([(i− 1)2−n, i 2−n))

−→
t→∞

1

Necessarily m restricted to the union of two subintervals indexed by i 6= j ∈ [2n] admits
either e(i, n) or e(j, n) as an Eve and therefore

lim
t→∞

mt({e(i, n)})
mt({e(j, n)})

∈ {0,+∞}
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Hence one can order the e(i, n), i ∈ [2n] by asymptotic sizes. Using the consistency of
the restrictions when n varies, one gets the existence of a sequence (ei)i≥1 fulfilling the
formula of the statement.
It is rather unfortunate that this simple argument does not apply to other measures in
regime Infinite no dust.

4.4 Regime CDI

In this subsection, we work on the probability space (Ω,F ,P) on which is defined
the Λ flow of partitions Π̂ and the sequence of initial types ξ0 = (ξ0(i), i ≥ 1) i.i.d.
uniform[0, 1]. For every t ≥ 0 we set ρt := E0,t(Π̂, ξ0) and we let (ξt(i), t ≥ 0), i ≥ 1 be
the lookdown process constructed from Π̂ and ξ0. Recall the filtration introduced in
(4.1). A classical argument, based on the right continuity and the independence of the
increments of the flow of partitions, ensures that F0+ is a trivial sigma-field under P,
that is, for every A ∈ F0+ we have P(A) ∈ {0, 1}.
Proof of Proposition 1.7. Recall from Lemma 3.2 that P-a.s. for every i ≥ 1, d(i) stands
for the extinction time of the initial type ξ0(i) and that it coincides with the first time at
which Π̂0,t(i) is empty. The r.v. d(i) is an Ft-stopping time. We also know from Lemma
3.2 that P-a.s. d(i) ↓ 0 as i → ∞. Then it is easy to check that ∩i≥1Fd(i) = F0+. The
event E of the statement can be written as follows:

E :=
{
∃i ≥ 2 : d(i) = d(i+ 1)

}
.

We introduce the following collection of nested events

Ei :=
{
∃j ≥ i : d(j) = d(j + 1)

}
, i ≥ 1

and we set E∞ := ∩i≥1Ei. Since Ei ∈ Fd(i), we deduce that E∞ ∈ F0+ so that P(E∞) ∈
{0, 1}. To end the proof, we show that P(E∞) = P(E).
Suppose that P(E∞) = 1. Since E∞ ⊂ E, we deduce that P(E) = 1. Suppose now that
P(E∞) = 0 and assume that there exists i ≥ 1 and p ∈ (0, 1] such that P(d(i) = d(i+1)) =

p. Recall Definition 4.2. For every k ≥ i, let τk(i) := inf{t ≥ 0 : Lt(i) ≥ k}. This is a finite
Ft-stopping time. By consistency, P-a.s. Lτk(i)(i) < Lτk(i)(i+ 1) ≤ +∞ and we have

{d(i)=d(i+1)}=
{

(Lτk(i)+t(i), t ≥ 0) and (Lτk(i)+t(i+1), t ≥ 0) reach∞ simultaneously
}
.

Since τk(i) is a P-a.s. finite Ft-stopping time, Lemma 4.1 ensures that (Π̂τk(i),τk(i)+s, s ≥
0) has the same distribution as (Π̂0,s, s ≥ 0) and is independent of Fτk(i). We deduce
that

P(d(i) = d(i+ 1)) =
∑

j′>j≥k

P
(
Lτk(i)(i) = j, Lτk(i)(i+ 1) = j′

)
P
(
d(j) = d(j′)

)
≤

∑
j′>j≥k

P
(
Lτk(i)(i) = j, Lτk(i)(i+ 1) = j′

)
P
(
d(j) = d(j + 1)

)
≤ P(Ek)

since P
(
d(j) = d(j + 1)

)
≤ P(Ek) whenever j ≥ k. We have proved that for all k ≥ i,

P(Ek) ≥ p > 0. Since the events Ek, k ≥ i are nested this ensures that P(E∞) ≥ p > 0

which contradicts the hypothesis. Therefore for all i ≥ 1, P(d(i) = d(i + 1)) = 0 and
consequently P(E) = 0.

For any n ≥ 1 and any c > 0 we introduce the event En,c := ∪m≥n{d
(
b(1+c)mc

)
= d(m)}.

In order to prove Theorem 1.6 we prove the following preliminary result.

Proposition 4.9. Suppose that P(E) = 1. There exists c > 0 such that P
(
∩n≥1 En,c) = 1.
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This proposition, combined with the fact that P-a.s. d(m) ↓ 0 as m → ∞, implies that
when P(E) = 1, there are infinitely many simultaneous extinctions of large proportions
of initial types near time 0.

Proof. The equality P(E) = 1 entails the existence of an integer j ≥ 2 such that P(d(j) =

d(j + 1)) > 0. We claim that it implies that P(d(2) = d(3)) > 0. Indeed let T := inf{t ≥
0 : (Lt(2), Lt(3)) = (j, j + 1)} and observe that P(T < ∞) > 0. By Lemma 4.1 on the
event {T <∞} the process (Π̂T,T+t, t ≥ 0) has the same distribution as (Π̂0,t, t ≥ 0) and
is independent of FT . We deduce that P(d(2) = d(3)) ≥ P(T < ∞)P(d(j) = d(j + 1)).
The claim follows. Recall that P-a.s. 1 − |Π̂0,t(1)| = ρt

(
[0, 1]\{ξ0(1)}

)
. We introduce for

every n ≥ 1 the Ft-stopping time

τn := inf
{
t ≥ 0 : ρt

(
[0, 1]\{ξ0(1)}

)
≤ 1

n2

}
which is finite almost surely since the primitive Eve e = ξ0(1) fixes. We first show that
Lτn(3)− Lτn(2) becomes large as n goes to infinity. To that end, we define

Zτn := inf{k > Lτn(2) : k /∈ Π̂0,τn(1)} = inf{k > Lτn(2) : ξτn(k) 6= ξ0(1)}.

Hence Lτn(2) and Zτn are the two smallest levels at time τn which are not of type
ξ0(1). Necessarily ξτn(Zτn) is either equal to ξ0(2) or is equal to ξ0(3) in which case
Zτn = Lτn(3). In both cases Zτn is lower than or equal to Lτn(3). Proposition 3.1 in [12]
ensures that the sequence (ξτ ′(i))i≥1 is exchangeable with empirical measure ρτ ′ as
soon as τ ′ is a stopping time in the filtration of ρ. This result can be extended easily
to show that (ξτ ′(i))i≥2 is exchangeable with empirical measure ρτ ′ whenever τ ′ is a
stopping time in the filtration of the pair

(
ρ, ρ({ξ0(1)})

)
. We deduce that the sequence

(ξτn(i))i≥2 is exchangeable with empirical measure ρτn so that conditionally given ρτn
the ξτn(i), i ≥ 2 are i.i.d. with law ρτn . The law of (Lτn(2), Zτn) can then be characterised
as follows.
Fix a real value p ∈ (0, 1) and consider an auxiliary probability space (A,A,Q) on which
are defined two independent geometric r.v. G and G′ with parameter p, that is:

∀k ≥ 1, Q(G = k) = (1− p)k−1p.

Then the distribution under P of (Lτn(2), Zτn) conditionally given ρτn
(
[0, 1]\{ξ0(1)}

)
= p

is the distribution under Q of (1 +G, 1 +G+G′). A simple calculation yields for all c > 0

Q
( G′

1 +G
≥ c ; G ≥ n

)
=

∞∑
k=n

∞∑
l=c(k+1)

p2(1− p)k+l−2

=
p(1− p)c−2+n(1+c)

1− (1− p)1+c
. (4.8)

By the right continuity of ρ, P-a.s. ρτn
(
[0, 1]\{ξ0(1)}

)
≤ 1/n2. From the dominated con-

vergence theorem and (4.8) we get

P

(
Zτn − Lτn(2)

Lτn(2)
≥ c ; Lτn(2) ≥ n

)
−→
n→∞

1

1 + c
.

Recall that Lτn(3) ≥ Zτn so that

lim
n→∞

P

(
Lτn(3)− Lτn(2)

Lτn(2)
≥ c ; Lτn(2) ≥ n

)
≥ lim

n→∞
P

(
Zτn − Lτn(2)

Lτn(2)
≥ c ; Lτn(2) ≥ n

)
=

1

1 + c
.
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We now introduce the event

Bn :=
{
d(2) = d(3) ;

Lτn(3)− Lτn(2)

Lτn(2)
≥ c ; Lτn(2) ≥ n

}
.

Let η := P(d(2) = d(3)) and recall we showed at the beginning of the proof that this
quantity is strictly positive. Take c > 0 such that 1

1+c + η > 1. There exists ε > 0 such

that 1−ε
1+c + η > 1. From the bound on the lim above we deduce the existence of n0 ≥ 1

such that for all n ≥ n0

P

(
Lτn(3)− Lτn(2)

Lτn(2)
≥ c ; Lτn(2) ≥ n

)
≥ 1− ε

1 + c
.

Using the inequality P(D ∩D′) ≥ P(D) + P(D′)− 1 that holds for any two events D,D′

we get

P(Bn) ≥ P(d(2) = d(3)) + P

(
Lτn(3)− Lτn(2)

Lτn(2)
≥ c ; Lτn(2) ≥ n

)
− 1

≥ η +
1− ε
1 + c

− 1 > 0

Moreover we have

Bn =
⋃
m≥n

{
Lτn(3) ≥ (1 + c)Lτn(2) ; Lτn(2) = m ;

(Lτn+t(3), t ≥ 0) and (Lτn+t(2), t ≥ 0) reach∞ simultaneously

}
. (4.9)

Since τn is a P-a.s. finite Ft-stopping time, Lemma 4.1 ensures that (Π̂τn,τn+s, s ≥ 0) has
the same distribution as (Π̂0,s, s ≥ 0) and is independent of Fτn . This yields together
with (4.9) that for every n ≥ n0

P(En,c) ≥ P(Bn) ≥ η +
1− ε
1 + c

− 1 > 0.

Since the events En,c, n ≥ 1 are nested, P(∩n≥1En,c) = limn→∞P(En,c) > 0. Finally since
∩n≥1En,c ∈ F0+ we deduce that its probability is actually equal to 1. The proposition is
proved.

Proof of Theorem 1.6. Recall the function Ψ from Equation (1.5). Since
∫∞ du

Ψ(u) <∞,

we can introduce the continuous map t 7→ v(t) as the unique solution of∫ ∞
v(t)

du

Ψ(u)
= t, ∀t > 0

Proposition 15 in Berestycki et al. [1] ensures that for all ε ∈ (0, 1) we have

P

(
lim inf
t→0

#Π̂0,t

v
(

1+ε
1−ε t

) ≥ 1

1 + ε
; lim sup

t→0

#Π̂0,t

v
(

1−ε
1+ε t

) ≤ 1

1− ε

)
= 1 (4.10)

where #Π̂0,t denotes the number of blocks of Π̂0,t. Assume that Ψ is regularly varying at
+∞ with index α ∈ (1, 2]. Then v is itself regularly varying at 0+ with index −1/(α− 1)

(see Subsection 6.4 for a proof of this fact). Consequently we have for all ε ∈ (0, 1)

v
(1 + ε

1− ε
t
)(1 + ε

1− ε

)1/(α−1)

∼
t↓0

v
(1− ε

1 + ε
t
)(1− ε

1 + ε

)1/(α−1)

∼
t↓0

v(t).

Together with (4.10) this yields

P

(
lim
t→0

#Π̂0,t

v(t)
= 1

)
= 1.
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This forces the jumps of t 7→ #Π̂0,t to be small near 0+. More precisely for any c > 0

P

(
lim sup
t→0

#Π̂0,t− −#Π̂0,t

#Π̂0,t

< c

)
= 1. (4.11)

Observe that d
(
b(1 + c)mc

)
= d(m) = t implies that #Π̂0,t− − #Π̂0,t ≥ c#Π̂0,t. Recall

that P-a.s. d(m) ↓ 0 as m → ∞. Using (4.11) and the fact that the collection of events
En,c, n ≥ 1 is nested, we deduce that for any c > 0

P
(
∩
n≥1

En,c) = 0.

This identity combined with Proposition 4.9 entails that P(E) is not equal to 1. Proposi-
tion 1.7 in turn ensures that P(E) = 0.

5 Unification

Let (Ω,F ,P) be a probability space on which is defined a Λ flow of bridges F accord-
ing to Definition 1.13. We consider a modification of this flow of bridges that we still
denote F and such that for every s ∈ R the process (ρs,s+t, t ≥ 0) is a càdlàg Λ-Fleming-
Viot process. This modification does exist since the Λ-Fleming-Viot process has a Feller
semigroup, see p.278 in [6] . From now on, we assume that the measure Λ is such that
the Λ-Fleming-Viot process admits almost surely an infinite sequence of Eves. Let us
emphasise the fact that we only rely on Definition 1.4 and do not restrict ourselves to
the particular measures Λ presented in Proposition 1.9 and Theorem 1.6.

5.1 The evolving sequence of Eves

For each s ∈ R, we define the sequence of Eves (eis, i ≥ 1) of the Λ-Fleming-Viot
process (ρs,s+t, t ≥ 0). Notice that this sequence is defined on an event of P-probability
1 that depends on s. For each s ∈ R, outside this event we set an arbitrary value to
the sequence (eis, i ≥ 1). Let us provide a simple description of the connection between
the Eves taken at two distinct times. We rely on a key property due to Bertoin and Le
Gall [6] that we now recall. Consider an exchangeable bridge B and an independent
sequence V = (Vi, i ≥ 1) of i.i.d. uniform[0, 1] r.v. We define an exchangeable random
partition π = π(B, V ) by setting

i ∼ j ⇔ B−1(Vi) = B−1(Vj)

where B−1 is the càdlàg inverse of B. For each j ≥ 1, if the j-th block π(j) is not empty
then we define V ′j := B−1(Vi) for an arbitrary integer i ∈ π(j). If the number of blocks
of π is finite, we complete the sequence V ′ with i.i.d. uniform[0, 1] r.v. Then Lemma 2
in [6] entails that the (V ′j , j ≥ 1) are i.i.d. uniform[0, 1] and are independent of π.

Proposition 5.1. Fix s > 0. Define the partition π = π(F0,s, (e
i
s)i≥1). Then the sequence

(ej0, j ≥ 1) is independent of π and P-a.s. for every j ≥ 1, if π(j) is not empty then
ej0 = F−1

0,s(e
i
s) for any i ∈ π(j).

This allows to introduce (Π̂s,t,−∞ < s ≤ t <∞) by setting for every s ≤ t

Π̂s,t := π(Fs,t, (e
i
t)i≥1) if s < t , Π̂s,t := O[∞] if s = t.

Proof. Let Ω0,s be an event of P-probability one on which the definitions of the Eves at
times 0 and s hold and on which for all t ∈ Q+ we have F0,s+t = Fs,s+t ◦F0,s. Recall that
(eis, i ≥ 1) is a sequence of i.i.d. uniform[0, 1] r.v. which only depends on σ(Fs,s+t, t ≥ 0)
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so that (eis, i ≥ 1) is independent of F0,s from the independence of the increments of the
flow of bridges. The sequence (eis, i ≥ 1) plays the rôle of the sequence (Vi, i ≥ 1) above.
We introduce K as the random number of blocks of π which is P-a.s. finite in the Eves
- extinction case (the bridge F0,s has a finite number of jumps and no drift) while it is
P-a.s. infinite in the Eves - persistent case (the bridge F0,s has an infinite number of

jumps and possibly a drift). For every j ∈ [K] we set V ′j := F−1
0,s(e

ij
s ) where ij := minπ(j).

If K is finite, we set V ′j := ej0 for all j > K. To prove the proposition, it remains to show
that:

(i) P-a.s. ej0 = V ′j for every j ∈ [K],

(ii) (ej0)j≥1 is independent of π.

We start with the first assertion. We argue deterministically on the event Ω0,s of P-
probability one. We claim that for every j ∈ [K] and all t ∈ Q+

ρs,s+t
(
{eijs }

)
≤ ρ0,s+t

(
{V ′j }

)
≤ ρs,s+t

(
[0, 1]\{e1

s, . . . , e
ij−1
s }

)
. (5.1)

Let us prove (5.1). Recall that V ′j is the pre-image of e
ij
s through F0,s so that V ′j is either

the location of a jump of the bridge or it is a point of continuous increase. First assume
that V ′j is the location of a jump of F0,s. This yields that F0,s(V

′
j ) ≥ e

ij
s > F0,s(V

′
j−).

Consequently for all t ∈ Q+ F0,s+t(V
′
j ) ≥ Fs,s+t(e

ij
s ) ≥ Fs,s+t(e

ij
s −) ≥ F0,s+t(V

′
j−) and

the first inequality of (5.1) follows. To prove the second inequality, observe that for
every l ∈ [ij − 1], els does not belong to (F0,s(V

′
j−),F0,s(V

′
j )]. Consequently for all t ∈ Q+

ρ0,s+t

(
{V ′j }

)
= ρs,s+t

(
(F0,s(V

′
j−),F0,s(V

′
j )]
)
≤ 1−

ij−1∑
l=1

ρs,s+t({els})

and the second inequality follows. Assume now that F0,s is continuous but increasing

at V ′j . Then F0,s(V
′
j ) = e

ij
s = F0,s(V

′
j−). Since F0,s is increasing at V ′j we have for all

t ∈ Q+ F0,s+t(V
′
j−) = Fs,s+t(e

ij
s −) and we get ρ0,s+t

(
{V ′j }

)
= ρs,s+t

(
{eijs }

)
. The second

equality of (5.1) derives from the fact that for every l ∈ [ij − 1], els 6= e
ij
s so that

ρ0,s+t

(
{V ′j }

)
= ρs,s+t

(
{eijs }

)
≤ 1−

ij−1∑
l=1

ρs,s+t({els}).

Therefore (5.1) is proved. We now carry out the proof of Assertion (i), we treat sepa-
rately two cases. We start with the Eves - extinction case. The bridge F0,s has no drift
and K jumps. These K jumps are located on the points (V ′j )j∈[K]. Necessarily the K

first Eves are the jump locations of F0,s so that the sets {V ′j , j ∈ [K]} and {ej0, j ∈ [K]}
coincide. By definition of the Eves, the processes t 7→ ρs,s+t([0, 1]\{e1

s, . . . , e
ij−1
s }) and

t 7→ ρs,s+t({e
ij
s }) reach 0 at the same time. From (5.1) we conclude that t 7→ ρ0,s+t({V ′j })

reaches 0 also at that time. Hence, the collection (V ′j )j∈[K] is ordered by decreasing

extinction times and we conclude that V ′j = ej0 for every j ∈ [K]. We turn to the Eves -
persistent case. The definition of the Eves implies that for every j ≥ 1

lim
t→∞

ρs,s+t
(
{eijs }

)
ρs,s+t

(
[0, 1]\{e1

s, . . . , e
ij−1
s }

) = 1

The arguments used in the proof of (5.1) can be adapted to show that for all t ∈ Q+

ρs,s+t
(
{e1
s, . . . , e

ij−1
s }

)
≤ ρ0,s+t

(
{V ′1 , . . . , V ′j−1}

)
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Together with (5.1) this yields

lim
t→∞
t∈Q

ρ0,s+t({V ′j })
ρ0,s+t

(
[0, 1]\{V ′1 , . . . , V ′j−1}

) ≥ lim
t→∞
t∈Q

ρs,s+t({e
ij
s })

ρs,s+t
(
[0, 1]\{e1

s, . . . , e
ij−1
s }

) = 1

By the uniqueness of the Eves we get V ′j = ej0 for all j ≥ 1. The first assertion is proved.
We turn to Assertion (ii). In the Eves - persistent case, this assertion is a consequence
of the key property of Bertoin and Le Gall and of the first assertion since K =∞ P-a.s.
We consider the Eves - extinction case. Let Gs := σ(Fr,t,−∞ < r ≤ t ≤ s), implicitly we
augment this sigma-field with the P-null sets. Observe that on the event {K = k}, the
Eves (ej0)j>k have extinct progenies at time s so that they are measurable in the sigma-
field generated by (F0,r, 0 ≤ r ≤ s). Consequently 1{K=k}(e

j
0)j>k is Gs-measurable. For

every k ≥ 1, we define a sigma-field on {K = k} by setting

Bk :=
{
A ∩ {K = k} : A ∈ σ(F0,s, (e

j
s)j≥1)

}
.

We claim that (ej0)j>k is independent of Bk. Indeed let h be a bounded measurable map
on D([0, 1], [0, 1]) and let g0, gs be two bounded measurable maps on [0, 1]N (endowed
with the product sigma-field).

E
[
g0

(
(ej0)j>k

)
h(F0,s)gs

(
(ejs)j≥1

)
1{K=k}

]
=E

[
E
[
g0

(
(ej0)j>k

)
h(F0,s)gs

(
(ejs)j≥1

)
1{K=k}|Gs

]]
=E
[
g0

(
(ej0)j>k

)
h(F0,s)1{K=k}

]
E
[
gs
(
(ejs)j≥1

)]
=E
[
g0

(
(ej0)j>k

)]
E
[
h(F0,s)1{K=k}

]
E
[
gs
(
(ejs)j≥1

)]
where the second equality comes from the independence of the increments of a flow of
bridges and the Gs-measurability of 1{K=k}(e

j
0)j>k, while the third equality comes from

Corollary 3.5 and the fact that on {K = k} the bridge F0,s only depends on (ei0)i≤k and
(ρ0,s({ei0}))i≤k. The claimed independence follows. We now prove the independence of
(ej0)j≥1 with π. Let m ≥ 1 be an integer, f1, . . . , fm be m bounded measurable maps on
[0, 1] and 1 ≤ i1 < i2 < . . . < im be m integers. Let also φ be a bounded measurable map
on P∞. Let Pk := P(· | {K = k}). From the claim proved above, for every k ≥ 1 we have

Ek

[ ∏
j:ij>k

fj(e
ij
0 ) | Bk

]
= E

[ ∏
j:ij>k

fj(e
ij
0 )
]
.

Since on {K = k} the r.v. π and (ej0)j≤k are Bk-measurable, we obtain

E
[ m∏
j=1

fj(e
ij
0 )φ(π)

]
=

∞∑
k=1

Ek

[ m∏
j=1

fj(e
ij
0 )φ(π)

]
P(K = k)

=

∞∑
k=1

Ek

[
Ek

[ m∏
j=1

fj(e
ij
0 )φ(π) | Bk

]]
P(K = k)

=

∞∑
k=1

E
[ ∏
j:ij>k

fj(e
ij
0 )
]
E
[ ∏
j:ij≤k

fj(e
ij
0 )φ(π)1{K=k}

]
Then we apply the key property of Bertoin and Le Gall together with Assertion (i) to
obtain

E
[ m∏
j=1

fj(e
ij
0 )φ(π)

]
=

∞∑
k=1

E
[ ∏
j:ij>k

fj(e
ij
0 )
]
E
[ ∏
j:ij≤k

fj(e
ij
0 )
]
E
[
φ(π)1{K=k}

]
= E

[ m∏
j=1

fj(e
ij
0 )
]
E
[
φ(π)

]
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Assertion (ii) follows. This ends the proof of the proposition.

Proof of Theorem 1.14. The cocycle property is trivially fulfilled if r = s or s = t

thus we fix r < s < t and prove the cocyle property. We argue deterministically on the
event of P-probability one on which Fr,t = Fs,t ◦ Fr,s and on which the definition of the
Eves at times r, s and t hold. Fix two integers i, j and let ki, kj be the integers such that

F−1
s,t (e

i
t) = ekis and F−1

s,t (e
j
t ) = e

kj
s . Observe that

F−1
r,t (eit) = F−1

r,t (ejt )⇔ F−1
r,s ◦ F−1

s,t (e
i
t) = F−1

r,s ◦ F−1
s,t (e

j
t ).

The r.h.s. is equivalent with

ki = kj or F−1
r,s(ekis ) = F−1

r,s(ekjs ).

Consequently we have proved that i and j are in a same block of Π̂r,t if and only if they
are in a same block of Π̂s,t or the indices of their respective blocks in Π̂s,t, say ki and
kj , are in a same block of Π̂r,s. The cocycle property follows.
Theorem 1 [6] ensures that for every s ∈ R, (Π̂s−t,s, t ≥ 0) is an exchangeable coa-
lescent. Since the flow of bridges is associated with the measure Λ, we deduce that
(Π̂−t,0, t ≥ 0) is a Λ-coalescent. Another consequence of this fact is that Π̂s,t is an ex-
changeable random partition whose distribution only depends of t− s.
Fix s1 < s2 < . . . < sn. If we prove that Π̂sn−1,sn is independent of Π̂s1,s2 , . . . , Π̂sn−2,sn−1 ,

then an easy induction allows to prove the independence of Π̂s1,s2 , . . . , Π̂sn−1,sn . For ev-

ery i ∈ [n − 1], Π̂si,si+1 is a σ(Fsi,si+1 , (e
j
si+1

)j≥1)) measurable r.v. and if i ∈ [n − 2] then
(ejsi+1

)j≥1 is measurable in the sigma-field

σ
(

(ejsi+2
)j≥1 , (Fsi+1,t, si+1 ≤ t ≤ si+2)

)
.

Consequently it is sufficient to prove that Π̂sn−1,sn is independent of

σ
(
(ejsn−1

)j≥1, (Fs,t,−∞ < s ≤ t ≤ sn−1)
)
.

Fix k ≥ 1. Let Gsn−1
be the sigma-field generated by (Fs,t,−∞ < s ≤ t ≤ sn−1). Let

f1, . . . , fk be k bounded measurable maps on [0, 1] and let h be a bounded measurable
map on P∞. For all j1, . . . , jk ≥ 1 and all A ∈ Gsn−1

we have

E
[ k∏
l=1

fl(e
jl
sn−1

) 1A h(Π̂sn−1,sn)
]

= E

[
E
[ k∏
l=1

fl(e
jl
sn−1

) 1A h(Π̂sn−1,sn)|Gsn−1

]]

= E

[
1AE

[ k∏
l=1

fl(e
jl
sn−1

)h(Π̂sn−1,sn)
]]

= E
[ k∏
l=1

fl(e
jl
sn−1

)
]
E
[
1A
]
E
[
h(Π̂sn−1,sn)

]
where we use the independence of the increments of a flow of bridges at the second
line, and Proposition 5.1 at the third line. Hence Π̂sn−1,sn is independent of

σ
(
(ejsn−1

)j≥1, (Fs,t,−∞ < s ≤ t ≤ sn−1)
)
.

The asserted independence follows.
Finally the convergence in distribution of Π̂0,t towards O[∞] as t ↓ 0 derives from Lemma
1 in [6]. Since the limit is deterministic and since P∞ is a metric space, the conver-
gence in probability is immediate.

The arguments provided in the previous proof actually yield the following result.
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Corollary 5.2. For every s ∈ R, the Eves (eis, i ≥ 1) are independent of (Π̂s+r,s+t, 0 ≤
r ≤ t).

5.2 Proof of Theorem 1.15

From the Λ flow of bridges, we have defined a Λ flow of partitions. The trajectories
of the latter are not necessarily deterministic flows of partitions. However using the
regularisation procedure of Subsection 2.3.2, we can consider a modification of this
flow of partitions that we still denote (Π̂s,t,−∞ < s ≤ t < ∞) and whose trajectories
are deterministic flows of partitions P-a.s. At any given time s ∈ R, we use the flow
of partitions and the Eves at time s to define a measure-valued process thanks to the
lookdown construction, Remark 2.15 and Corollary 5.2

t 7→ Es,s+t(Π̂, (e
i
s)i≥1) :=

∑
i≥1

|Π̂s,s+t(i)|δeis +
(
1−

∑
i≥1

|Π̂s,s+t(i)|
)
`.

Fix s ∈ R. Both (Es,s+t(Π̂, (eis)i≥1), t ≥ 0) and (ρs,s+t, t ≥ 0) are P-a.s. càdlàg pro-
cesses. To prove that they coincide P-a.s., it suffices to show that for every t ≥ 0,
P-a.s. Es,s+t(Π̂, (eis)i≥1) = ρs,s+t. Fix t ≥ 0. Since Fs,s+t is an exchangeable bridge,
we know that P-a.s. Fs,s+t has a collection of jumps and possibly a drift component.
Proposition 5.1 ensures that P-a.s. the jump locations of Fs,s+t are included in the set
{eis, i ≥ 1}. Recall the definition of Π̂s,s+t from (eit+s)i≥1 and Fs,s+t. Since (eit+s, i ≥ 1) is

independent of Fs,s+t P-a.s. each block of the partition Π̂s,s+t either admits an asymp-
totic frequency equal to the size of one jump of Fs,s+t or is a singleton. Since the i-th
block is the collection of j ≥ 1 such that F−1

s,s+t(e
j
s+t) = eis, we deduce that P-a.s. for

every i ≥ 1, ρs,s+t({eis}) = |Π̂s,s+t(i)|. Consequently P-a.s.

ρs,s+t =
∑
i≥1

|Π̂s,s+t(i)|δeis +
(
1−

∑
i≥1

|Π̂s,s+t(i)|
)
` = Es,s+t(Π̂, (e

i
s)i≥1).

The first assertion of Theorem 1.15 is proved. We turn to the second assertion. Let Π̂′

be another Λ flow of partitions and for every s ∈ R, let χs = (χs(i), i ≥ 1) be a sequence
of r.v. taking distinct values in [0, 1]. We assume that for all s ∈ R, P-a.s.

(Es,s+t(Π̂, (e
i
s)i≥1), t ≥ 0) = (Es,s+t(Π̂

′, χs), t ≥ 0) = (ρs,s+t, t ≥ 0).

From Proposition 1.5 and Remark 3.4 we deduce that P-a.s. for every i ≥ 1, χs(i) = eis.
Thanks to these almost sure equalities we get P-a.s. for all i ≥ 1, all s ∈ Q and all t ∈ Q+

ρs,s+t({eis}) = |Π̂s,s+t(i)| = |Π̂′s,s+t(i)|. (5.2)

We now work on an event Ω∗ of P-probability one on which (5.2) holds true and on which
both Π̂, Π̂′ satisfy the regularity properties of Proposition 2.13. We argue determinis-
tically on Ω∗. The regularity properties of Proposition 2.13 ensure that the equalities
(5.2) do not only hold true at rational times but also at all times. To end the proof, it
suffices to obtain that for all s ∈ R, Π̂s−,s = Π̂′s−,s. This is a consequence of the next
lemma which concludes the proof of Theorem 1.15.

Lemma 5.3. Let Π̂× denote indifferently either Π̂ or Π̂′. Let I be a subset of N. The
following assertions are equivalent

(a) Π̂×s−,s has a unique non-singleton block I.

(b) For every i ≥ 1, let b(i) be the smallest integer such that i=b(i)−(#{I∩ [b(i)]}−1)∨0.
Then for every i 6= min I, (|Π̂×s−,s+t(i)|, t ≥ 0)=(|Π̂×s,s+t(b(i))|, t ≥ 0).
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The integer b(i) can equivalently be defined as follows: b(i) = i for every i ≤ min I,
b(i) = inf{n > b(i− 1) : n /∈ I} for every i > min I.

Proof. Suppose (a). Recall that Π̂×s−,s+t = Coag(Π̂×s,s+t, Π̂
×
s−,s). Let i be an integer dis-

tinct from min I. The definition of the coagulation operator implies that for all t ≥ 0,
Π̂×s−,s+t(i) = Π̂×s,s+t(b(i)). Consequently the identity on the asymptotic frequencies fol-
lows.
Suppose (b). Since the trajectories of Π̂× are deterministic flows of partitions, we know
that Π̂×s−,s is a partition with at most one non-singleton block. For i 6= min I we stress

that the equality (|Π̂×s−,s+t(i)|, t ≥ 0)=(|Π̂×s,s+t(b(i))|, t ≥ 0) implies that Π̂×s−,s(i) = {b(i)}.
We first prove that b(i) ∈ Π̂×s−,s(i), let us denote by J the latter block. In the Eves

- extinction case for j < j′ the process (|Π̂×s,s+t(j)|, t ≥ 0) reaches 0 strictly after

(|Π̂×s,s+t(j′)|, t ≥ 0) so that the process (|Π̂×s−,s+t(i)|, t ≥ 0) reaches 0 at the same time as

(|Π̂×s,s+t(min J)|, t ≥ 0) reaches 0. Consequently min J = b(i). In the Eves - persistent

case for every j the ratio |Π̂×s,s+t(j)|/
∑
j′≥j |Π̂

×
s,s+t(j

′)| goes to 1 as t→∞. Consequently

we have |Π̂×s−,s+t(i)| ∼ |Π̂×s,s+t(min J)| as t→∞. If min J < b(i) then |Π̂×s,s+t(b(i))| is neg-

ligible compared with |Π̂×s−,s+t(i)| as t → ∞ while if min J > b(i) the converse occurs.
Therefore min J = b(i). We now prove that J = {b(i)}. Suppose that there is another
element k ∈ J . Then we have |Π̂×s−,s+t(i)| ≥ |Π̂×s,s+t(b(i))| + |Π̂×s,s+t(k)| for all t ≥ 0. The

process (|Π̂×s,s+t(k)|, t ≥ 0) cannot be null at all times since otherwise the Eve eks would

not be well-defined. We then deduce that the equality |Π̂×s−,s+t(i)| = |Π̂×s,s+t(b(i))| is not
satisfied at all times, which is contradictory. Hence J = {b(i)}.
We have proved that for every i 6= min I, Π̂×s−,s(i) = {b(i)}. This suffices to recover

completely the partition Π̂×s−,s and to assert that Π̂×s−,s(min I) = I.

6 Appendix

6.1 Proof of Proposition 2.13

Recall that P is a Λ lookdown graph. Without loss of generality, we can assume that
for every ω ∈ Ω, P(ω) is a deterministic lookdown graph. Since Π̂ = J−1(P), we deduce
that for every ω ∈ Ω, Π̂(ω) is a deterministic flow of partitions. The difficulty of the
proof lies in the regularity of the asymptotic frequencies.

Lemma 6.1. P-a.s. for all s ∈ R, Π̂s−,s admit asymptotic frequencies.

Proof. Fix n ≥ 1. Consider the set {(s, Π̂s−,s) : Π̂
[n]
s−,s 6= O[n]}. A simple argument shows

that this is a Poisson point process on R ×P∞ with intensity dt × φ(mn) where φ(mn)

is the pushforward of the finite measure

mn := (µΛ + µK)
(
. ∩ Sn

)
through the map φ : S∞ → P∞ that associates to an element v ∈ S∞ the partition
with a unique non-singleton block equal to {i ≥ 1 : v(i) = 1}. If we enumerate the

points in {(s, Π̂s−,s) : Π̂
[n]
s−,s 6= O[n]} by increasing absolute time coordinate, then we

get a collection (ti, πi)i≥1 where (πi)i≥1 is a sequence of i.i.d. exchangeable P∞-valued
r.v. with distribution φ(mn)/mn(Sn). Consequently almost surely for every i ≥ 1 the
partition πi admits asymptotic frequencies. We deduce that with probability one all
the Π̂s−,s such that Π̂

[n]
s−,s 6= O[n] admit asymptotic frequencies. Taking a countable

intersection on n ≥ 1, we get the asserted result.

Lemma 6.2. With probability one, for every rational value s ∈ Q and every integer
i ≥ 1, the process (|Π̂s,s+t(i)|, t ≥ 0) is well-defined and càdlàg.

EJP 19 (2014), paper 55.
Page 38/49

ejp.ejpecp.org

http://dx.doi.org/10.1214/EJP.v19-3192
http://ejp.ejpecp.org/


Flows of Λ-Fleming-Viot and lookdown representation

Proof. It is sufficient to show the lemma for s = 0, and then to take a countable inter-
section of events of probability one. Let us first consider regime CDI. Let ξ0(i), i ≥ 1 be a
sequence of i.i.d. uniform[0, 1] r.v. and consider the lookdown process (ξt(i), t ≥ 0), i ≥ 1

constructed from Π̂ and ξ0(i), i ≥ 1 according to Definition 2.12. Recall that this look-
down process is almost surely equal to that obtained with Definition 2.4 using the Λ

lookdown graph P. Let us use the results recalled in the proof of Theorem 2.5. In
particular, we use the notation

t 7→ Ξ
[n]
t :=

1

n

n∑
i=1

δξt(i),

introduced there. In the proof of Theorem 2.5, we saw that almost surely Ξ[n] converges
to a process Ξ which is a càdlàg Λ-Fleming-Viot process and that for every continuous
function f on [0, 1], almost surely the process (

∫
[0,1]

f(x)Ξ
[n]
t (dx), t ≥ 0), n ≥ 1 is a Cauchy

sequence in D([0,∞),R) endowed with the distance

du(X,Y ) =

∫
[0,∞)

e−t sup
s≤t

1 ∧ |Xs − Ys| dt.

Let fk, k ≥ 1 be a sequence of continuous functions from [0, 1] into [0,∞) such that for
every integer m ≥ 1 and every integer 2 ≤ i < 2m, there exists k ≥ 1 such that the func-
tion fk equals 1 on ((i−1)2−m, i2−m] and vanishes on [0, 1]\((i−2)2−m, (i+1)2−m). Taking
a countable union of events, we know that P-a.s. for all k ≥ 1 the sequence of processes
(
∫

[0,1]
fk(x)Ξ

[n]
t (dx), t ≥ 0), n ≥ 1 converges for the distance du. By construction, we have

P-almost surely for every i ≤ n and all t ≥ 0, Ξ
[n]
t ({ξ0(i)}) = |Π̂[n]

0,t(i)|. We now argue de-
terministically on an event of probability one on which the last two assertions hold true.
Let i ≥ 1 and t0 > 0 be given. Let i0 be the number of blocks in Π̂0,t0 . There exists k ≥ 1

such that fk(ξ0(j)) = 0 for all j ∈ {1, . . . , i0}\{i} and fk(ξ0(i)) = 1. Consequently for ev-

ery t ≥ t0 |Π̂[n]
0,t(i)| =

∫
[0,1]

fk(x)Ξ
[n]
t (dx). We deduce the convergence of (|Π̂[n]

0,t(i)|, t ≥ t0)

as n goes to infinity for the metric du restricted to [t0,∞). Taking t0 arbitrarily small, this

yields the convergence of (|Π̂[n]
0,t(i)|, t > 0) for du restricted to (0,∞). Since Ξ is càdlàg

and Ξ0 is the Lebesgue measure, 0 = Ξ0({ξ0(i)}) ≥ limt↓0 Ξt({ξ0(i)}) = limt↓0 |Π̂0,t(i)|.
Since Π̂0,0(i) = {i}, we deduce that (|Π̂0,t(i)|, t ≥ 0) is càdlàg. This ends the proof for
regime CDI.

We now turn to regimes Discrete, Infinite with dust and Infinite no dust. We need to adapt
the proofs of Lemma 3.4 and 3.5 in [12] to our context but the arguments are essentially
the same. We fix i ≥ 1 and we set π([i]) := π(1) ∪ π(2) . . . ∪ π(i) to denote the union of
the i first blocks of a partition π. Recall that π[m] stands for the restriction of a partition
π to the m first integers. We define Ut :=

∑
s≤t
∑
j≥1 |Π̂s−,s(j)|2, that is, the sum of

the square of the asymptotic frequencies of the non-singleton blocks of the partitions
{Π̂s−,s : Π̂s−,s 6= O[∞]} up to time t. Recall the process (Lt(i), t ≥ 0) from Definition 4.2.
For every m ≥ 1, we set

Hmt := σ{|Π̂[m]
0,s ([i])|, Us, Ls(i); s ≤ t}.

Let ε > 0 and let q ≥ 1 be a positive integer. We stress that there exists η = η(ε) > 0

such that for every m ≥ ` ≥ 2qε−1 and every Hmt -stopping time α, we have:

P
(∣∣|Π̂[m]

0,α([i])| − |Π̂[`]
0,α([i])|

∣∣ ≥ ε ∣∣∣Lα(i) ≤ q
)
≤ 2e−η(`−q). (6.1)

We postpone the proof of this bound below and carry on the proof of the lemma. Let
T > 0. We define a collection of Hmt -stopping times to which this estimate can be
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applied:

αm1 := inf{t ≥ 0 : Ut > `−4} ∧ `−4 ∧ T,

and, recursively for every k ≥ 1:

αmk+1 := inf{t ≥ 0 : Ut > Uαmk + `−4} ∧ (αmk + `−4) ∧ T,

α̃mk := inf{t ≥ αmk :
∣∣|Π̂[m]

0,t ([i])| − |Π̂[m]
0,αmk

([i])|
∣∣ ≥ 5ε} ∧ T.

Let k` := 2(c+ T )`4 and observe that P(αmk` < T , U(αmk`) < c) = 0. Then, we set

Hm
k :=

∣∣∣|Π̂[m]
0,αmk

([i])| − |Π̂[`]
0,αmk

([i])|
∣∣∣ ∨ ∣∣∣|Π̂[m]

0,α̃mk
([i])| − |Π̂[`]

0,α̃mk
([i])|

∣∣∣,
and we have

P( sup
k≤k`

Hm
k ≥ ε ; Lαmkl

(i) ≤ q) ≤ P
(
∪

k≤k`
{Hm

k ≥ ε ; Lαmk (i) ≤ q}
)

≤
∑
k≤k`

P
(
Hm
k ≥ ε |Lαmk (i) ≤ q

)
≤ 8(c+ T )`4e−η(`−q),

where we have bounded P(Lαmk (i) ≤ q) by 1 and we have used (6.1). Now, we define

K := max
k≤k`

sup
αmk ≤t<α

m
k+1

∣∣∣|Π̂[`]
0,t([i])| − |Π̂

[`]
0,αmk

([i])|
∣∣∣.

This corresponds to the r.v. K1 in [12], in our context the r.v. K2 is not needed since
there is no mutation. Observe that K is bounded by the maximum over k ≤ k` of
N(αmk , α

m
k+1)/`, where N(αmk , α

m
k+1) is the number of new individuals appeared among

the ` first levels on the time interval (αmk , α
m
k+1). Let us denote by ζi the number of

individuals involved among the ` first levels at the reproduction time ti and let pi de-
note the frequency of the non-singleton block corresponding to this reproduction event.
By definition of the stopping times,

∑
αmk <ti<α

m
k+1

p2
i ≤ `−4. We have N(αmk , α

m
k+1) =∑

αmk <ti<α
m
k+1

(ζi− 1)+, and P(ζi = r | pi) =
(
l
r

)
pri (1− pi)`−r for every r ∈ {0, . . . , `}. Using

the inequalities

(z − 1)2
+ ≤ z(z − 1) , (z − 1)3

+ ≤ (z − 1)4
+ ≤ 3z(z − 1)(z − 2)(z − 3) + 3z(z − 1),

and conditioning under the collection of points (pi)i, a simple calculation yields

E[N(αmk , α
m
k+1)4] ≤ E

[∑
i

(ζi − 1)4
+

]
+ 4E

[∑
i

(ζi − 1)3
+

]
E
[∑

i

(ζi − 1)+

]
+ 6E

[∑
i

(ζi − 1)2
+

]2
+ 6E

[∑
i

(ζi − 1)2
+

]
E
[∑

i

(ζi − 1)+

]2
+ E

[∑
i

(ζi − 1)+

]4
≤ 84 `−2.

Putting these arguments together, we get

P(K ≥ 2ε) ≤
∑
k≤k`

E[N(αmk , α
m
k+1)4]

24ε4`4
≤ 84k`

24ε4`4
`−2 ≤ 11(c+ T )ε−4`−2.
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On the event where supk≤k` H
m
k ≤ ε and K ≤ 2ε, we have necessarily for every k ≤ k`,

α̃mk ≥ αmk+1 and therefore supt∈[αmk ,α
m
k+1)

∣∣|Π̂[m]
0,t ([i])| − |Π̂[m]

0,αmk
([i])|

∣∣ < 5ε. Consequently for

all m ≥ ` ≥ 2qε−1:

P
(

sup
t∈[0,T ]

∣∣|Π̂[m]
0,t ([i])| − |Π̂[`]

0,t([i])|
∣∣ ≥ 8ε ; UT < c ; LT (i) ≤ q

)
≤ P

(
sup
t≤αmk`

∣∣|Π̂[m]
0,t ([i])| − |Π̂[`]

0,t([i])|
∣∣ ≥ 8ε ; UT < c ; LT (i) ≤ q

)
≤ P( sup

k≤k`
Hm
k ≥ ε ; Lαmk`

(i) ≤ q) + P(K ≥ 2ε)

≤ 8(c+ T )`4e−η(`−q) + 11(c+ T )ε−4`−2 =: δ`. (6.2)

Let us now show that

P
(

lim
`→∞

∪
m≥`

{
sup
t∈[0,T ]

∣∣|Π̂[m]
0,t ([i])| − |Π̂[`]

0,t([i])|
∣∣ > 16ε ; UT < c ; LT (i) ≤ q

})
= 0.

Since our processes are càdlàg, this is equivalent to show that

P
(

lim
`→∞

∪
m≥`

∪
t∈[0,T ]∩Q

{∣∣|Π̂[m]
0,t ([i])| − |Π̂[`]

0,t([i])|
∣∣ > 16ε ; UT < c ; LT (i) ≤ q

})
= 0.

The exchangeability of the partitions Π̂0,t ensures that P-a.s. for all t ∈ [0, T ] ∩ Q,

|Π̂[m]
0,t ([i])| → |Π̂0,t([i])| as m → ∞. Therefore the left hand side of the latter equation

is bounded above by

P
(

lim
`→∞

∪
t∈[0,T ]∩Q

{∣∣|Π̂[`]
0,t([i])| − |Π̂0,t([i])|

∣∣ > 8ε ; UT < c ; LT (i) ≤ q
})

= P
(

lim
`→∞

∪
t∈[0,T ]∩Q

lim
m→∞

{∣∣|Π̂[`]
0,t([i])| − |Π̂

[m]
0,t ([i])|

∣∣ > 8ε ; UT < c ; LT (i) ≤ q
})

≤ P
(

lim
`→∞

lim
m→∞

∪
t∈[0,T ]∩Q

{∣∣|Π̂[`]
0,t([i])| − |Π̂

[m]
0,t ([i])|

∣∣ > 8ε ; UT < c ; LT (i) ≤ q
})

≤ P
(

lim
`→∞

lim
m→∞

{
sup
t∈[0,T ]

∣∣|Π̂[`]
0,t([i])| − |Π̂

[m]
0,t ([i])|

∣∣ > 8ε ; UT < c ; LT (i) ≤ q
})
. (6.3)

By (6.2), we have P
(

limm→∞
{

supt∈[0,T ]

∣∣|Π̂[`]
0,t([i])| − |Π̂

[m]
0,t ([i])|

∣∣ > 8ε ; UT < c ; LT (i) ≤
q
})
≤ δ`. Since

∑
` δ` < ∞, the Borel-Cantelli lemma shows that the right hand side of

(6.3) vanishes. Consequently, for P-almost all ω ∈ {UT < c ; LT (i) ≤ q}, there exists `0
such that for all m ≥ ` ≥ `0

sup
t≤T

∣∣|Π̂[m]
0,t ([i])| − |Π̂[`]

0,t([i])|
∣∣ ≤ 16ε.

Taking ε arbitrarily small, we deduce that for P-almost all ω ∈ {UT < c ; LT (i) ≤ q},
(|Π̂[m]

0,t ([i])|, t ∈ [0, T ])m is a Cauchy sequence in the space D([0, T ],R) endowed with
the uniform norm. This space is complete, therefore this sequence converges. Tak-
ing c and q arbitrarily large, we deduce that P-almost surely for all i ≥ 1, the se-
quences (|Π̂[m]

0,t ([i])|, t ∈ [0, T ])m converge inD([0, T ],R) endowed with the uniform norm.

This ensures that P-almost surely for every i ≥ 1, the process (|Π̂0,t(i)|, t ∈ [0, T ]) =

(|Π̂0,t([i])|, t ∈ [0, T ])− (|Π̂0,t([i− 1])|, t ∈ [0, T ]) is a well-defined càdlàg process. Since T
can be taken arbitrarily large, the lemma follows.

It remains to prove (6.1). Fix t ≥ 0, q ∈ [m] and A ∈ Hmt . There exists a measurable

map f such that A = {f(|Π̂[m]
0,s ([i])|, Us, Ls(i); s ≤ t) = 1}. Let σ be a permutation of N

that maps {q+1, . . . ,m} into itself and is the identity on {1, . . . , q}∪{m+1,m+2, . . .}. For
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any given π ∈P∞, we define σ(π) as the partition whose blocks are given by the subsets
{σ−1(j) : j ∈ π(i)}, i ≥ 1. We first show that, conditionally given {Lt(i) = q} ∩ A, the
distribution of Π̂0,t is invariant under σ. To that end, we define on the same probability
space a Λ flow of partitions Π̂′ on [0, t] - together with its associated r.v. U ′, L′ and the

associated event A′ := {f(|(Π̂′)[m]
0,s ([i])|, U ′s, L′s(i); s ≤ t) = 1} - such that almost surely

{Lt(i) = q} ∩ A = {L′t(i) = q} ∩ A′ and such that, on this event, σ(Π̂0,t) = Π̂′0,t. This will

ensure that on {Lt(i) = q}∩A, the distribution of Π̂0,t is invariant under σ. For any given
n ≥ m, we let p be the random number of reproduction events affecting at least two
levels among the n first on the time interval [0, t] and let (t1, π1), . . . , (tp, πp) ∈ [0, t]×P∞
be these events ordered by increasing times. We also let t0 = 0 and tp+1 := ∞. Set
σp := σ. Following the proof of Lemma 4.3 of Bertoin [4], we define recursively σj
as the permutation of N s.t. the i-th block of σj+1(πj+1) is σ−1

j+1(πj+1(σj(i))), for every
j ∈ {0, 1, . . . , p − 1}. For every s ∈ (0, t], we let j be the unique integer such that
s ∈ [tj , tj+1) and we set

Π̂′s−,s := σj(Π̂s−,s).

This definition ensures that the asymptotic frequencies of the reproduction events are
not modified, so U ′s = Us for all s ∈ [0, t]. Since σp = σ is the identity on {m+1,m+2, . . .},
we deduce that for every j ≤ p, σj is also the identity on {m+ 1,m+ 2, . . .}, so that the
definition of Π̂′ does not depend on n ≥ m. Now observe that, for every j ∈ {1, 2, . . . , p},
σj is independent of (π1, . . . , πj). Since (π

[n]
1 , . . . , π

[n]
p ) are p independent exchangeable

random partitions of [n], we deduce that the same holds for (σ1(π
[n]
1 ), . . . , σp(π

[n]
p )) and

therefore Π̂′ has the same distribution as Π̂ on [0, t]. Since σ is the identity on {1, . . . , q}
and is a permutation of {q+1, . . . ,m} into itself, we deduce that on the event {Lt(i) = q},
we have |(Π̂′)[m]

0,s ([i])| = |Π̂[m]
0,s ([i])| and L′s(i) = Ls(i) for all s ∈ [0, t]. This ensures that

almost surely {Lt(i) = q} ∩ A = {L′t(i) = q} ∩ A′. By construction, σ(Π̂0,t) = Π̂′0,t. We

have proved that, conditionally given {Lt(i) = q}∩A, the distribution of Π̂0,t is invariant
under σ.
Let α be a discrete Hmt -stopping time, that is, an Hmt -stopping time that takes a count-
able collection of values. The above result ensures that conditionally given Lα(i) = q,
the distribution of Π̂0,α is invariant under σ. Using a classical approximation, this re-
mains true if we remove the hypothesis that α is discrete. Therefore, conditionally given
Lα(i) = q, the random variables

1{
q+1∈ Π̂

[m]
0,α([i])

}, 1{
q+2∈ Π̂

[m]
0,α([i])

}, . . . , 1{
m∈ Π̂

[m]
0,α([i])

}
are exchangeable. Fix ε > 0. We define Mk := k−1

∑k
j=1 1{q+j∈Π̂

[m]
0,α([i])}. On the event

{Lα(i) = q}, we apply Lemma A.2 in [12] which ensures the existence of a constant
η = η(ε) > 0 such that

P
(
|M`−q −Mm−q| ≥ ε/2 |Lα(i) = q

)
≤ 2e−η(`−q).

Since m|Π̂[m]
0,α([i])| = q + (m− q)Mm−q and `|Π̂[`]

0,α([i])| = q + (`− q)M`−q, we obtain

∣∣|Π̂[m]
0,α([i])| − |Π̂[`]

0,α([i])|
∣∣ ≤ q(1

`
− 1

m
) + |M`−q −Mm−q|.

Since q ≤ `ε
2 , the first term on the right hand side is smaller than ε/2 and therefore (6.1)

follows.

To end the proof, we need to distinguish three cases.
1- CDI. The process (Π̂t−r,t, r ≥ 0) starts with infinitely many blocks, and immediately
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after time 0, comes down from infinity. Note that this property holds a priori on an
event of probability one that depends on t, but the cocycle property allows to assert
that the coming down from infinity holds for all t simultaneously on a same event of
probability one. The jumps of (Π̂t−r,t, r ≥ 0) are finitely many on any compact interval
of (0,∞) since the jump rate of a coalescent with a finite number of blocks is finite.
Thus P-a.s. for all s ∈ R, t > 0, there exists a rational value q(ω) = q ∈ (s, s+ t) such that
Π̂s,s+t = Π̂q,s+t and the existence of asymptotic frequencies follows from the rational
case. The limit

lim
ε↓0
|Π̂s+ε,s+t(i)| = |Π̂s,s+t(i)|, ∀i ∈ N

is then obvious. Similarly, there exists a rational value p(ω) = p < s such that Π̂p,s+t =

Π̂s−,s+t. It implies the existence of asymptotic frequencies for the latter along with the
limit

lim
ε↓0
|Π̂s−ε,s+t(i)| = |Π̂s−,s+t(i)|, ∀i ∈ N

The same kind of arguments apply to show the regularity when t varies.
Finally the process (

∑
i≥1 |Π̂s,s+t(i)|, t ≥ 0) is càdlàg on (0,∞) since at any time t > 0

only finitely many |Π̂s,s+t(i)|’s are non-null and since each of these are càdlàg processes
in t.
2- Discrete and Infinite with dust. On any compact interval of time, only a finite number of
reproduction events choose any given level as the parent (recall that

∫
(0,1)

u ν(du) <∞),

therefore r 7→ Π̂t−r,t(i) evolves at discrete times for any given i ≥ 1. The arguments of
the previous regime can therefore be applied by considering Π̂s,t(i) instead of Π̂s,t in
order to show the regularities in frequency.
Showing that (

∑
i≥1 |Π̂s,s+t(i)|, t > 0) is càdlàg on (0,∞) is more involved. This will be a

consequence of a uniform bound on the block frequencies. More precisely we introduce
for every t ≥ 0

N0,t(n) :=
∑
s∈(0,t]

#{i ∈ [n] : vs(i) = 1}.

One can show that the sequence of processes (N0,t(n)/n, t ≥ 0) converges P-a.s. to
a càdlàg process (Y0,t, t ≥ 0) for the uniform norm on D([0,∞),R). Then a simple
argument based on the transitions of the lookdown process ensures that for every i, n ≥
1 and every s, t, ε ≥ 0

1

n

∣∣ i∑
j=1

#{Π̂s,s+t+ε(j) ∩ [n]} −
i∑

j=1

#{Π̂s,s+t(j) ∩ [n]}
∣∣ ≤ N0,s+t+ε(n)−N0,s+t(n)

n

so that for every i ≥ 1

∣∣∣ i∑
j=1

|Π̂s,s+t+ε(j)| −
i∑

j=1

|Π̂s,s+t(j)|
∣∣∣ ≤ Y0,s+t+ε − Y0,s+t.

Taking the limit as i→∞, one gets the asserted right continuity of (
∑
i≥1 |Π̂s,s+t(i)|, t >

0) whenever s ≥ 0. This can be extended to all s ∈ R by taking a countable union of
events of probability one. A similar argument yields the existence of left limits.
3- Infinite no dust. In this regime, all the partitions have infinitely many blocks and
no singleton. Let us show that with probability one for every s ∈ Q the process
(
∑
i≥1 |Π̂s,s+t(i)|, t > 0) is constant equal to 1. Let ξ0(i), i ≥ 1 be an independent se-

quence of i.i.d. uniform[0, 1] r.v. and let (Ξt, t ≥ 0) be the Λ-Fleming-Viot process con-
structed from the ξ0(i)’s and the Λ lookdown graph P, as in Theorem 2.5. Recall that
Π̂ = J−1(P). By construction, P-almost surely for all t ∈ Q+ and all i ≥ 1 we have
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Ξt({ξ0(i)}) = |Π̂0,t(i)|. Moreover, by Lemma 6.2, P-almost surely for all i ≥ 1, the pro-
cesses (|Π̂0,t(i)|, t ≥ 0) are càdlàg. Fix η ∈ Q∗+ and let a1, a2, . . . be the atoms of Ξη in the
decreasing order of their masses. The set {ai, i ≥ 1} coincides with the set {ξ0(i), i ≥ 1}.
For every n ≥ 1 and i ≥ 1, let αn,i := inf{t ≥ η :

∑
1≤j≤i Ξt({aj}) ≤ 1 − 2−n}.

This is a stopping time in the filtration of Ξ, and therefore αn := supi≥1 αn,i is also
a stopping time in the filtration of Ξ. Using Proposition 3.2 in [12], we deduce that
ξαn(i), i ≥ 1 is exchangeable on the event {αn < ∞}. By construction, we have P-
a.s. αn = inf{t ≥ η :

∑
i≥1 |Π̂0,t(i)| ≤ 1 − 2−n}. Furthermore for every integers i, j we

have the equivalence ξαn(i) = ξ0(j) ⇔ i ∈ Π̂0,αn(j) so that Π̂0,αn is an exchangeable
partition on the event {αn < ∞}. Since this partition does not have singleton blocks,
it admits proper frequencies: P-a.s.

∑
i≥1 |Π̂0,t(i)| = 1 on the event {αn < ∞}. Con-

sequently P(αn < ∞) = 0. Taking a sequence ηp ↓ 0, we deduce that P-almost surely
(
∑
i≥1 |Π̂0,t(i)|, t > 0) is constant equal to 1, and therefore P-almost surely for all ratio-

nal s the process (
∑
i≥1 |Π̂s,s+t(i)|, t > 0) is constant equal to 1.

We now prove the existence of asymptotic frequencies for Π̂s,s+t when s is not rational.
Fix i ≥ 1 and a rational value p ∈ (s, s+ t) ∩Q. For every n ≥ i, we set

η(n) := 1−
n∑
l=1

|Π̂p,s+t(l)|

From the property proved above η(n) → 0 as n → ∞. Let us denote by j1, j2, . . . the
elements of the block Π̂s,p(i). From the cocycle property, we have:

∑
jl≤n

|Π̂p,s+t(jl)| ≤ lim
m→∞

#
{

Π̂s,s+t(i) ∩ [m]
}

m
(6.4)

lim
m→∞

#
{

Π̂s,s+t(i) ∩ [m]
}

m
≤

∑
jl≤n

|Π̂p,s+t(jl)|+ η(n).

Letting n go to infinity ensures the existence of |Π̂s,s+t(i)|. The same reasoning applies
to Π̂s−,s+t and Π̂s,s+t−. We now prove the regularity properties. Since p is rational, we
know that there exists ε0(ω) = ε0 > 0 small enough so that

∣∣|Π̂p,s+t+ε(j)| − |Π̂p,s+t(j)|
∣∣ ≤ η(n)

n
, ∀ε < ε0,∀j ≤ n

Therefore

1−
n∑
l=1

|Π̂p,s+t+ε(l)| ≤ 2η(n), ∀ε < ε0

Combined with Equation (6.4), this ensures the convergence of |Π̂s,s+t+ε(i)| towards
|Π̂s,s+t(i)| when ε goes to 0. We get similarly the convergence when t − ε goes to t−.
To prove the convergences when s− ε goes to s− and s+ ε goes to s, one remarks that
there exists ε0(ω) = ε0 > 0 such that no reproduction events affecting at least two levels
among [n] fall in (s − ε0, s) nor in (s, s + ε0). Hence Π̂s−ε,p(i) ∩ [n] and Π̂s+ε,p(i) ∩ [n] do
not vary whenever ε is in (0, ε0). Similar arguments as above apply.
To end the proof, we need to check that (

∑
i≥1 |Π̂s,s+t(i)|, t > 0) is constant equal to 1

for all s ∈ R. We have checked it for rational values s. Fix s ∈ R and t > 0. Take an
arbitrary p ∈ (s, s + t) ∩ Q. From the cocycle property and Fatou lemma, we know that
for all i ≥ 1 we have

|Π̂s,s+t(i)| ≥
∑

j∈Π̂s,p(i)

|Π̂p,s+t(j)|
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so that ∑
i≥1

|Π̂s,s+t(i)| ≥
∑
i≥1

∑
j∈Π̂s,p(i)

|Π̂p,s+t(j)| =
∑
j≥1

|Π̂p,s+t(j)| = 1.

This concludes the proof.

6.2 Proof of Proposition 2.17

The proof of the proposition relies on three lemmas.

Lemma 6.3. Consider the restriction (Π̂s,t, s ≤ t ∈ Q) of the flow of partitions to its
rational marginals. Then there exists an event ΩΠ̂ of probability 1 on which:

• ∀r < s < t ∈ Q, Π̂r,t = Coag(Π̂s,t, Π̂r,s)

• For every n ≥ 1 and every l ≥ 1, there exists m0 ≥ 1 and k ≥ 0 s.t. for every
m ≥ m0 the partitions Π̂

[n]

−l+ i−1
2m 2l,−l+ i

2m 2l
, i ∈ [2m] have at most one non-singleton

block and the number of these partitions that differ from O[n] is equal to k.

This lemma implies that almost surely the trajectories of (Π̂s,t, s ≤ t ∈ Q) are determin-
istic flows of partitions.

Proof. First, one has

P
(

Π̂r,t = Coag(Π̂s,t, Π̂r,s),∀r < s < t ∈ Q3
)

= 1 (6.5)

The second assertion is trivially satisfied by a stochastic flow of partitions Π̂P defined
from a Λ lookdown graph P. Using Equation (6.5), the fact that the finite-dimensional
distributions of Π̂ and Π̂P are equal and the fact that the second assertion only relies
on a countable set of marginals, this assertion for Π̂ follows.

We now define for every s ≤ t ∈ R the partition ˜̂
Πs,t on the event ΩΠ̂ as follows.

Lemma 6.4. On the event ΩΠ̂, the following random partition is well-defined.

˜̂
Πs,t :=



Π̂s,t if s, t ∈ Q, s < t

O[∞] if s = t

lim
v↓t,v∈Q

Π̂s,v if s ∈ Q, t /∈ Q

lim
r↓s,r∈Q

Π̂r,t if s /∈ Q, t ∈ Q

Coag(
˜̂
Πq,t,

˜̂
Πs,q) for any arbitrary rational q ∈ (s, t) if s, t /∈ Q

(6.6)

Furthermore, for every r < s < t, ˜̂
Πr,t = Coag(

˜̂
Πs,t,

˜̂
Πr,s).

Proof. We work on the event ΩΠ̂ throughout this proof. Recall the cocycle property
together with the left and right regularity properties satisfied by the flow restricted to
its rational marginals. Fix s ∈ Q and let us prove the existence of a limit for Π̂s,v when
v is rational and goes to a given irrational value t ∈ (s,∞). Fix n ≥ 1. From Lemma

6.3 there exists ε = ε(ω) > 0 such that for all rational values p, q in (t, t+ ε), Π̂
[n]
p,q = O[n].

Combined with the cocycle property on rational marginals, this ensures that v 7→ Π̂
[n]
s,v

is constant whenever v ∈ (t, t+ ε)∩Q. The existence of the limit follows. A similar argu-
ment shows the existence of a limit for Π̂v,t when v is rational and goes to an irrational
value s and t is a given rational value.
Fix r < s < t. If all three are rational, the corresponding cocycle property holds since
we are on ΩΠ̂. Now suppose that either s is rational or both r and t are rational, then
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we stress that the corresponding cocycle property still holds. Indeed, take a limiting
sequence of rational values for which the cocycle property holds and then use the con-
tinuity of the coagulation operator (see Lemma 4.2 in Bertoin [4]).

Finally, suppose that s, t /∈ Q. To verify that our definition of ˜̂
Πs,t makes sense, we

need to show that Coag(
˜̂
Πq,t,

˜̂
Πs,q) does not depend on the value q ∈ (s, t) ∩Q. Consider

two such values q, q′ ∈ (s, t) ∩ Q, suppose that q < q′ and use the associativity of the
coagulation operator (see Lemma 4.2 in [4]) to obtain

Coag
( ˜̂
Πq′,t,

˜̂
Πs,q′

)
= Coag

( ˜̂
Πq′,t,Coag(

˜̂
Πq,q′ ,

˜̂
Πs,q)

)
= Coag

(
Coag(

˜̂
Πq′,t,

˜̂
Πq,q′),

˜̂
Πs,q

)
= Coag

( ˜̂
Πq,t,

˜̂
Πs,q

)
Thus, the definition of ˜̂

Πs,t does not depend on q ∈ (s, t).
Finally, consider three irrational r < s < t, and two rational values q, q′ such that
q ∈ (r, s) and q′ ∈ (s, t).

Coag
( ˜̂
Πs,t,

˜̂
Πr,s

)
= Coag

(
Coag(

˜̂
Πq′,t,

˜̂
Πs,q′),Coag(

˜̂
Πq,s,

˜̂
Πr,q)

)
= Coag

( ˜̂
Πq′,t,Coag(

˜̂
Πs,q′ ,Coag(

˜̂
Πq,s,

˜̂
Πr,q))

)
=

˜̂
Πr,t

This concludes the proof.

On the complement of ΩΠ̂, set any arbitrary value to ˜̂
Πs,t.

Lemma 6.5. The collection of partitions ˜̂
Π is a modification of Π̂, that is, for every

s ≤ t, a.s. ˜̂
Πs,t = Π̂s,t. Furthermore, for each ω ∈ ΩΠ̂, ˜̂

Π(ω) is a deterministic flow of
partitions.

Proof. Fix s ∈ Q. For every t ∈ Q+, ˜̂
Πs,s+t = Π̂s,s+t on the event ΩΠ̂, so it holds a.s.

We know that the process (Π̂s,s+t, t ≥ 0) admits a càdlàg modification from Lemma 4.1.
Almost surely for all t ∈ Q the t-marginals of this modification coincide with Π̂s,s+t and

also with ˜̂
Πs,s+t. Since the process (

˜̂
Πs,t, t ∈ [s,∞)) is also càdlàg, we deduce that almost

surely it coincides with the modification. Thus it is itself a modification of (Π̂s,s+t, t ≥ 0).

Consequently for all s ∈ Q and all t ≥ 0 we have almost surely ˜̂
Πs,s+t = Π̂s,s+t.

Now suppose s irrational, take t > 0 and fix n ∈ N. We have for all q ∈ (s, s+ t) ∩Q

P
(

˜̂
Π

[n]
s,s+t = Π̂

[n]
s,s+t

)
≥ P

(
˜̂
Π

[n]
q,s+t = Π̂

[n]
q,s+t ; Π̂

[n]
s,s+t = Coag(Π̂

[n]
q,s+t, Π̂

[n]
s,q) ; Π̂[n]

s,q = O[n]

)
As q ↓ s, P(Π̂

[n]
s,q = O[n]) → 1 by definition of a stochastic flow of partitions. The cocycle

property of a stochastic flow of partitions together with the almost sure identity ˜̂
Πq,s+t =

Π̂q,s+t that we have already proved, ensures that the probability of the event on the r.h.s.

tends to 1 as q ↓ s. Thus ˜̂
Πs,s+t = Π̂s,s+t almost surely. Finally, when t = 0 we know that

Π̂s,s = O[∞] almost surely by definition. Therefore, ˜̂
Π is a modification of Π̂.

We need to verify that for all ω ∈ ΩΠ̂, ˜̂
Π(ω) is a deterministic flow of partitions. The

cocycle property was proved in the preceding lemma. Let us show the right regularity.
Fix s ∈ R and n ∈ N. Recall that there exists ε = ε(ω) > 0 such that for all rational

p < q ∈ (s, s + ε), ˜̂
Π

[n]
p,q = O[n]. Letting p ↓ s, we get ˜̂

Π
[n]
s,q = O[n] for all q ∈ (s, s + ε) ∩ Q.

Similarly for all r ∈ (s, s + ε), we have ˜̂
Π

[n]
q,r = O[n] as soon as q ∈ (s, r). Using the fact

that ˜̂
Π

[n]
s,r = Coag(

˜̂
Π

[n]
q,r,

˜̂
Π

[n]
s,q) we get that ˜̂

Π
[n]
s,r = O[n] for all r ∈ (s, s + ε). This in turn

implies that ˜̂
Π

[n]
s,r → ˜̂

Π
[n]
s,s as r ↓ s and the right regularity is proved. The left regularity is

obtained similarly.
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6.3 Proof of Equation (4.7)

Consider the set S := {1, . . . , banc+ l − 1}. Observe that

(banc+l+1−n)∧n∑
i=2

(
n

i

)(
banc+ l − n− 1

banc+ l + 1− n− i

)
is the number of combinations with banc + l + 1 − n elements among S with at least 2

elements among {1, . . . , n}. This number is greater than the number of combinations
with banc+ l+ 1−n elements among S with the constraint that 1 and 2 are chosen. The
latter is equal to

( banc+l−3
banc+l−n−1

)
. Consequently we can bound the l.h.s. of (4.7) as follows.

∫
[0,1)

ν(dx)

∞∑
l=0

(banc+l+1−n)∧n∑
i=2

(
n

i

)(
banc+ l − n− 1

banc+ l + 1− n− i

)
xbanc+l−n+1(1− x)n−1

≥
∫

(u′,1)

ν(dx)

∞∑
l=0

xbanc+l−n+1(1− x)n−1

(
banc+ l − 3

banc+ l − n− 1

)
The binomial factor at the second line corresponds to the number of combinations with
banc+ l − n− 1 elements among the set {3, . . . , banc+ l − 1}. Splitting this last set into
{3, . . . , banc − 1} and {banc, . . . , banc+ l − 1} we get that the last quantity is equal to∫

(u′,1)

ν(dx)

∞∑
l=0

xbanc+l−n+1(1− x)n−1

×
(banc+l−n−1)∧(banc−3)∑

j=banc−n−1

(
banc − 3

j

)(
l

banc+ l − n− 1− j

)

=

∫
(u′,1)

ν(dx)x2

banc−3∑
j=banc−n−1

(
banc − 3

j

)
xj(1− x)banc−3−j

×
∞∑

l=j+n+1−banc

(
l

banc+ l − n− 1− j

)
xbanc−n−1−j+l(1− x)n−banc+2+j .

Finally using the change of variable p = banc+l−n−1−j and setting k := n+1+j−banc,
one gets

∞∑
l=j+n+1−banc

(
l

banc+ l − n− 1− j

)
xbanc−n−1−j+l(1− x)n−banc+2+j

=
(1− x)1+k

k!

∞∑
p=0

(p+ k)!

p!
xp.

A simple induction on k shows that this last quantity is equal to 1. This ends the proof.

6.4 Calculations on regular variation

Suppose that Ψ is regularly varying at +∞ with index α ∈ (1, 2]. Let us prove that
the map v defined in the proof of Theorem 1.6 is itself regularly varying at 0+ with index
−1/(α− 1). We have

v(t)

Ψ(v(t))
=

∫ t

0

Ψ(v(s))− v(s) Ψ′(v(s))(
Ψ(v(s))

)2 v′(s) ds ∼
t→0

(α− 1)t
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In the above calculations, we use the identity v′(s) = −Ψ(v(s)) and the regular variation
of Ψ at∞ that ensures the convergence uΨ′(u)/Ψ(u)→ α as u→∞ thanks to Theorem
2 in Lamperti [22]. Therefore we have proved that

t v′(t)

v(t)
−→
t→0

−1

α− 1

This identity implies, thanks to Theorem 2 in [22] again, that v is regularly varying at
0+ with index −1/(α− 1).
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