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Abstract

Stein’s method is used to approximate sums of discrete and locally dependent random vari-
ables by a centered and symmetric binomial distribution, serving as a natural alternative
to the normal distribution in discrete settings. The bounds are given with respect to the
total variation and a local limit metric. Under appropriate smoothness properties of the
summands, the same order of accuracy as in the Berry-Essen Theorem is achieved. The
approximation of the total number of points of a point processes is also considered. The
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1 Introduction

The approximation of sums of dependent random variables by the standard normal distribution
has been investigated in a large variety of settings. The accuracy of approximation is most often
measured by the Kolmogorov and Kantorovich metrics (see Sunklodas [29] for an overview with
many references).

The use of stronger metrics typically requires that some ’smoothness’ condition must be satisfied.
In this paper, under the assumption of a general local dependence structure, we study the
approximation of sums of discrete random variables by a symmetric and centered binomial
distribution. In a discrete setting this distribution will serve us as a natural alternative to
the normal distribution and allow for an approximation in total variation, which would always
equal to 1 if the normal distribution were directly used to approximate integer valued random
variables. Under some general smoothness property of the summands, the same order of accuracy
as in the Berry-Essen Theorem can be achieved, but now, instead of the Kolmogorov metric,
for the stronger total variation metric. We also examine another metric, from which local limit
approximations can be obtained.

In the setting of independent summands, approximation by a centered Poisson distribution has
been successfully adopted by Cekanavicius and Vaitkus [I1] and Barbour and Cekanavicius [4].
However, for dependent summands, applications were limited to simple examples; first attempts
were made by Barbour and Xia [5] and Cekanavicius and Vaitkus [I1]. In contrast, the results
in this paper are of general nature and allow a wide range of applications.

The proofs are based on Stein’s method for distributional approximation. A main idea, intro-
duced in Rollin [27], is to use interpolation functions to represent the Stein operator of a discrete
distribution as the Stein operator of a continuous distribution. In the case of the binomial, this
then allows the application of standard techniques in Stein’s method for normal approximation.
A careful analysis of the remainder terms then shows how a suitable smoothness condition can
be exploited, to obtain total variation error bounds.

The paper is organized as follows. In the next section, we introduce the main technique in
the simple case of independent summands. In Section 3, these results are extended to locally
dependent summands and Section 4 shows their application to some simple examples. These
applications are instances of m-dependent sequences and finite-range random fields for which
a large amount of literature is available (see again Sunklodas [29] for references). We would
like to point out the local limit CLTs and Edgeworth expansions in Gétze and Hipp [18] 19])
and Heinrich [20, 2], which also cover the examples in Section 4. In Section 5 we prove some
technical lemmas.

1.1 Notation

Denote by Bi(n,p) the binomial distribution with n trials of probability p each. Denote by
Bi(n,p) the centered binomial distribution, i.e. a binomial distribution shifted by —np. Note
that this distribution does not necessarily lie on the integers, but on a lattice of R with span 1.

Throughout the paper, we shall be concerned with two metrics for probability distributions, the
total variation metric dpv and the local limit metric dj,., where, for two probability distributions
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P and @,

drv (P, Q) = sup |P(A) — Q(A)

dioe (P, Q) = Sgg‘P([x,x +1)) = Q([z,z+1))|.

)

For simplicity, we will often use the notation d;, where [ = 1 will stand for dpv and [ = 2 for
dloc'

We denote by ||-|| the supremum norm if applied to functions, and the variation norm if applied to
measures, where for any signed measure M, ||M|| = [ |M|(dz) and thus |P — Q|| = 2drv (P, Q).
Let 9, denote the unit mass at « € IR, and * the convolution of measures. Define for any measure
wand any | € N:={1,2,...}

D' () = || (81 — 60)*|.

Note that for measures p and A,

Dl(u) :2dTV(M,,u*51), (1.1)
D(u* A) < D' (1) D' (N), (1.2)

where the later inequality can be deduced from the fact that for signed measures M; and Mo,
| My * Ms|| < ||Mi]-||Ma]||. Furthermore, define (z) := z — | x| to be the fractional part of z € IR,
and (z); =z V0.

1.2 Basic setup

Consider a sum of the form W =3, ; &, where W takes its values in a lattice of R with span 1.
The expectation of W has no influence on the quality of the approximation, and we therefore
assume without loss of generality that [EW = 0; this can always be accomplished by subtracting
the expectation from each individual summand. Each of the summands may now take its values
on a different lattice; this, however, will result in no further complications.

To approximate W by a centered binomial distribution, we have to choose n in such a way that
the variance of Bi(n,1/2) is as close to the variance of W as possible. As n has to be integer,
this is only possible up to a rounding error. However, the symmetric and centered binomial
distribution thus chosen will in general take its values on a different lattice from W and the
total variation distance will become 1. To circumvent this problem, we introduce an additional
parameter ¢ and approximate W by a centered binomial distribution with success probability
1/2 — t instead (¢ being small), to be able to match not only the variance but also the lattice.

Hence, to put the above in a rigorous form, we will make the following assumptions if not
otherwise stated:

Assumptions G: Let J be a finite set and let {£;,7 € J} be a collection of random variables with
[£¢ = 0 for all ¢ € J and assume that there are numbers {a; € R;i € J} such that almost surely
§i €Z+a;. Let W =3, ;&; then EW = 0 and almost surely W € Z 4 a for a := ), ; a;.
Assume that 02 := VarW > 1. Define now § := (—40?) and t := (a + 202 + §/2)/(40? + 6).
Clearly, 402 + 6 = [40?], and by definition the distribution ﬁi([éla?], 1/2 — t) has expectation
0; it is also easy to check that it takes values in Z + a.
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From the above definition, we see that ¢ is only of order O(c2) as 0> — oo, which is rather small

in the setting that we are concerned with; Corollary shows how to obtain results without ¢,
using Lemma [5.2]

2 Sum of Independent Random Variables

First, we examine the case of independent discrete summands. Previous work on total variation
approximation has been concerned with the compound Poisson distribution (see Le Cam [23] and
Roos [28] and references therein), the signed compound Poisson distribution (see Cekanavicius
[9] and references therein), the Poisson distribution (see Barbour et al. [7]), the centered Poisson
distribution (see Cekanavicius [I0], Cekanavicius and Vaitkus [I1], Barbour and Xia [5] and
Barbour and Cekanavicius [4]) and some more general distributions (see Brown and Xia [§]).

We present the theorem below to demonstrate the main technique in a simple setting, noting
that it also follows as a consequence of Theorem

Theorem 2.1. Let {&;i € J} be independent and satisfy Assumptions G. Then, if the & have
finite third moments,

& (L (W), Bi([40%],1/2 — 1)) < 0—2(2 cLipi + 1.75), 1=1,2,
i€J

where p; = o} + SE|&[3, 07 = Var§; and ¢; = D'(ZL(W - &)).

Remark 2.2. It is clear that the above bound is useful only if the ¢;; are small. In the case
of n identically distributed random variables, we need ¢;; = o(1) as n — oo for asymptotic
approximation in total variation, and in order to deduce a local limit theorem we must have
ca; = o(n~/?). This is however always the case if D'(&1) < 2 (which corresponds to the usual
condition in the local limit theorem that & must not be concentrated on a lattice with span

greater than 1; see e.g. Gnedenko [17]), as can be seen from (5.9)—(5.10|), and we then even have
i = O(n*l/2) forl =1,2.

Before proving the theorem, we start with a short summary of Stein’s method for binomial
approximation; for details see also Stein [31] and Ehm [16]. Denote by F(M) the set of all real
valued measurable functions on some given measure space M. A Stein operator B : F(Z) — F(Z)
for the binomial distribution Bi(n, p) is characterized by the fact that, for any integer valued
random variable W,

E(Bg)(W) = 0 for all bounded g € F(Z) < W ~ Bi(n,p), (2.1)
and a possible choice is
(Bg)(z) = qzg(z — 1) — p(n — 2)g(2), for all z € Z, (2.2)

where, as usual, we put g =1 — p.

Let h € F(Z) be a bounded function. Then, the solution g = g5, to the Stein equation

(Bg)(z) = I[0 < z < n]{h(z) — Eh(Y)}, for all z € 7Z, (2.3)
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where Y ~ Bi(n, p), is also bounded. If the functions h are of the form h(z) = ha(z) = I[z € 4],
A C 7Z, we have the uniform bound

n+1 n+1

pt —g
(n+ 1)pq

where Ag(z) := g(z+1) — g(z), and the same bound holds for ||gg[|, b € Z; see Ehm [16]. Now,
for all z € Z, we can write

1—
[Agall <

, (2.4)

Iz € A]—P[Y € A] = (Bga)(z) + I[z ¢ {0...n}|(I[z € A] = P[Y € 4]),
and thus, for any integer valued random variable V',

drv (ZL(V),Bi(n,p)) = sup|P[V € A] — P[Y € A]|
ACZ (2.5)
< jlé};\E(BgA)(V)\ +P[[V —n/2| >n/2].

We now construct a Stein operator for the centered binomial distribution ﬁi(n, p) on the lattice
7 — np. For any function g € F(7Z) define the function g € F(Z — np) by §(w) := g(w + np) for
w € Z — np. Then the Stein operator is defined as
(Bg)(w) := (Bg)(w + np)
= p(w + np)g(w + np) + q(w + np)g(w — 1 4+ np) — npg(w + np) (2.6)
= w(pg(w) + qg(w — 1)) — npgAg(w — 1).
for all w € Z — np. Thus, for W =V — np, an inequality corresponding to (2.5 holds, namely

drv (L (W), Bi(n,p))

< o5 |E(Bgp)(W)| + P[|W +n(p — 1/2)| > n/2].

(2.7)

An equivalent inequality holds for the dj,. metric, but the supremum is taken only over the sets
{b}, b€ Z —np.

Under the assumptions of the theorem, n = [40%] = 402+ 6 and p = 1/2 —t, and (2.6)) becomes
(Bg)(w) = wOG(w — 1) — o?Aj(w — 1) + (t2(402 +0) — wt — 6/4)Ag(w — 1), (2.8)
where ©g(w) := 3(g(w + 1) + §(w)). Since 02 > 1, the bound (2.4) simplifies to

N 1
1ag8] < . (29)

To see this, note that t < 1/[40%] = 1/n and n = [402] > 5. Then from (2.4) we have

2
1Ags| < 1 = 1 < An < é < —1 )
n n — n ns — n (2
(n+1pg (n+1)(1/4—-1t2) = (n+1)(n? —4) 2
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Lemma 2.3. Assume the conditions of Theorem[2.1l Define A: F(Z + a) — F(Z + a) by
(A§)(w) := wO (w — 1) — o?Ag(w — 1), weZ+a, je F(Z+a).

Then,
[EANM)] < (18313 evini) A (131D cains). (2.10)

ieJ icJ
Proof. For every w € Z + a and = € [0, 1) define
Fw+ 1) = Og(w — 1) + 2A§(w — 1) + JaPA%(w — 1). (2.11)
One easily checks that f € C! and f(w) = ©g(w — 1) and f'(w) = Ag(w — 1), hence
(Ag)(w) = wf(w) = o*f'(w), (2.12)

for all w € Z + a. Furthermore, f’ is absolutely continuous, hence f” exists almost everywhere.
Choose f” to be the function
(w4 z) = A%G(w — 1) (2.13)

foralweZ +a,0<x < 1.

We can now apply the usual Taylor expansion (cf. Reinert [25], Theorem 2.1), but with a refined
estimate of the remainder terms. Write W; = W — &;, i € J; then

1
W) = &f(W3) + E27/(W)) + €8 /0 (1= 8)f" (Wi + s€:) ds,

1
2 f (W) = o2 f/(W7) + &0 / PO + s&3) ds,
0

and hence, using the independence of &; and W; and that [E&; = 0,

1
IE{&f(W) = a7 f'(W)}| <E 5;3/0 (1= S)E[f"(W; + s&) | &] ds

1 (2.14)
~6o? [ B[ Wik s6) | €] ds|.

Note now that for any real valued random variable U taking values on a lattice with span 1, we

obtain together with
B +2)] < (1ag1D"(£W))) A (191D (£ W))), (2.15)
for all z € R. Thus, from and ,
[B{&f(W) = ol f'(W)}]

2.16
< (18310 (2 W) (o2 + 1BI6P) A (Il D22 W) @ + 4mie)). OO
Now, using we have
[E{AgW)}] < D |E{&F(W) = off (W)}
i€
and with the lemma is proved. O
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Proof of Theorem[2.1. Recall that, by Assumptions G, the distributions Z(W) and
ﬁi(Mcrz], 1/2—t)) are concentrated on the same lattice. Thus, using (2.7) and the form of
the Stein operator, and applying the left side of the minimum in (2.10) to the first part of
with the bound gives

drv (L(W), Bi(40? +6,1/2 — 1))

ey CLipi | 12(402 +0) + ot + 5 /4 (2.17)
< ZZEJQCIJP”L + ( o° + )2+U + / +IPUW| 220_2_1]‘
(o g

To bound the middle part of (2.17) note that 0 <t < (402+6)"! and 0 < § < 1. Thus, recalling
that 02 > 1, we obtain the simple bounds

t2(40% +6) < (40?2 +6)"1 < 1/4, ot <o/(40®+6)<1/4,  §/4<1/4.

Applying Chebyshev’s inequality on the last term of (2.17) we obtain

2

o 1
PW|>22-1]< ————— < —.
(W] > 20 ] (202 —1)2 * o2

The djo. case is analogous, using the right side of the minimum in (2.10)) instead and the remark
after (2.4)). O

Note that in the next corollary we do not assume that the & have expectation zero.

Corollary 2.4. Let W be the sum of independent and integer valued random variables {&;,i € J}
with o = Var&; and
v; =min{1/2,1 —dpv(ZL (&), Z(&+ 1))}

Then, if 0® > 1,

drv (ZL(W), Bi([40%],1/2) * &)
_ 25 (o + LE|GP) N 1+22507! +0.25072
02(V _ v*)1/2 o ’
dioc (L (W), Bi([40%],1/2) * &)
83" (0} + AE|&) L 325+ 0.250 1
a?(V —4v*)4 o2 ’

where s := [p— [40%]/2], p=EW, V =3, v; and v* = max;c; v;.

Proof. Define Wy = W — pu, and let ¢ be defined with respect to Wy, taking a = —pu. Then, as
the metrics d; are shift invariant,

d (L (W), Bi([40%],1/2) * 65) = di (L (W), Bi([40%],1/2) * 55—,,)
< d (L (Wo),Bi([40%],1/2 — 1)) + di(Bi([40%],1/2 — t), Bi([40°],1/2))
=: R} + R),

since Bi([402],1/2 — t) * 85 % 6_, = Bi([402],1/2 — t).
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Applying Lemma to Rl with the fact that 0 <t < (402 + 6)~! gives

Ry<o'(1+(20) '+ o)™, R3<o?(15+ o)), (2.18)
Define now ¢; = max;¢ J{ D! (Z (W — 52)) } Application of (5.9)-(5.10) yields
2
c1 < i (2.19)

V)72 SV oar)

Thus, application of Theorem to Rll proves the corollary. O

3 Locally dependent random variables

In this section we present the main results of the paper. We exploit a finite local dependence
structure as presented in Chen and Shao [I2]. In the context of Stein’s method for normal
approximation, it has been successfully applied to a variety of problems; see for example Stein
[31] (Lecture 10), Barbour et al. [6], Rinott and Rotar [26], Dembo and Rinott [15] and Barbour
and Xia [3]. Note that Barbour et al. [6] use a slightly more general dependence structure,
often yielding crucial improvement when approximating sums of dissociated random variables
by the normal distribution. The generalization of Theorem is straightforward, yet somewhat
tedious, and we therefore use the simpler dependence structure of Chen and Shao [12]; see the
Appendix for the more general version, but without proof. The dependence structure used by
Rinott and Rotar [26] is more general in the sense that the set of neighbours is allowed be
random itself; they obtain multivariate normal approximation in the uniform and more general
metrics under the assumption of bounded summands.

Let {&;i € J} be a collection of random variables satisfying Assumptions G. For convenience,
let £4 denote {&;i € A} for every subset A C J. Assume further the following dependence
structure: For every i € J there are subsets A; C B; C J such that ; is independent of 4¢, and
€4, is independent of {pe. Define 7; = ZjeAi & and 7; = ZjeB,- &;.

Theorem 3.1. With W as above,
& (L (W),Bi([40%],1/2 = t)) < o2 (Z Iy + 1.75), 1=1,2, (3.1)
e
where

Vi = sE{|&GI D (L W&, i) } + B{|&ni(rs — m:)| D (L (W&, min 7)) }

(3.2)
+ [E&mi| B{ || D' (£(W|n)) }
If further there are constants c;; such that almost surely
DL (WEs,)) < ey (3.3)
then
Vi < ci (SEIEME] + El&mi(r — ms)| + [E&mi | Elmi). (3.4)
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Proof. Estimate (3.4 is immediate. Following the proof of Theorem and using Lemma
below, (3.1) is proved. d

Note that Theorem [2.1] follows from Theorem [3.1f with the choices A; = B; = {i}.

Lemma 3.2. Assume the conditions of Theorem|[3.1 Define A : F(Z + a) — F(Z + a) as in
Lemma[2-3. Then,

B )] < (18313 91:) A (1911 02 (3.5)
e e

Proof. We follow the proof of Lemma right up to the end of the paragraph of (2.13). Note

now that
o? =) E{&mni} (3.6)
ieJ

and that, by Taylor expansion, almost surely
EFW) = &f(W —mi) + &mif (W — i) + &} /01(1 = s)f"(W —n; + sn;) ds,
W ) = s OV = 7) + Gt =) [ 7OV = 74 7~ ) s,
E{&ni} /(W) = E{&mi} f'(W — i) + E{&mi} i /01 f'W =7 + sm3) ds.

Now, using the facts that [E&; = 0, that &; is independent of W — n; and that 7; is independent
of W — 7;, we obtain from (3.6 and that

E{Wf(W) - f' (W)} = ZE{gif(W) —E{&m} (W)}

icJ
1
= ZE{&U?/ (1= $)E{f"(W —n;i +sm) | &, mi} ds
ied 0
1
+&mi(m — m)/0 E{f"(W — 7+ s(ti = m)) | &, mi 7} ds
1
— E{{zm}ﬁ/ E{f”(W —T; + 87})) ‘ 7'7;} ds}.
0
With and the lemma follows. O

We now give a point process version of Theorem exploiting mainly the same dependence
structure as before. Recall that, heuristically, the Palm process ®,, of a simple point process ®
on a set J has the conditional distribution of ® given that there is a point at a € J; for a rigorous
definition see e.g. Kallenberg [22]. The Palm processes are characterized by the equality

B [ fla,®)(da) = [ Bi(a, Butda),

for measurable functions f, where p is the mean measure of ®; this equality will be used
throughout the proof of the next theorem.
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Theorem 3.3. Let ® be a point process on a Polish space J with mean measure p such that
w(J) < oo. For all points o € J, assume that there are measurable subsets Ao, C B, C J, such
that for every o € J,

Z(2a(43)) = Z(®(A7)), (3.7)
D, (Ay) and @, (BS) are independent, (3.8)
®(Ay) and ®(BS) are independent, (3.9)

where ®, denotes the Palm process of ® at point o. Then, for W = ®(J) — u(J) and if
o2 =VarW > 1,

& (L (W), Bi([40%],1/2 — 1))

L L (3.10)
<o V() u(da) + 1.750~7, 1=1,2.
aeJ
where, with ®' := ® — p and ¥, .= &, —
Vi(a) = |EQ,(A \E{|<1>’ )| D (®(BE) \ ®(By))}
+ 3 B{ 24 (4a)* D' (2a (A7) | @a(Ad))}
+1E{®'(A 2Dl( (AS) | ©(Aq )} (3.11)

+ E{|9,(Aa) @4 (Ba \ Aa) D' (Pa(B5) | ®a(Aa), ®a(Ba)) }
+ E{|®'(4a)®'(Ba \ 4a)| D' (2(B5) | 2(Aa), ®(Ba)) }-

Proof. Following the proof of Theorem [2.1]and Lemma it is clear that we only have to bound
E{W f(W) —o?f' (W)} for f defined as in (2.11]).
In what follows, all integrals are taken over {a € J} if not otherwise stated. Note first that,

because of (3.7),
7 =B} = [ nda)B{@, (4a) + E,(42)} = [ ulda) B, (42)
and hence, by Taylor’s expansion,
PESW) = [ nlda)Be, (LS (@ (B2)

1
+ [ utame s { B [ 1@ o) al
=: R + Ro.
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Now, again by Taylor,
E{Wf(W)} = [ p(da)[Ef(®,(1) — Ef(®'(]))]

——

() [Ef (DL(AS)) — Ef((A2))]
+ [ o) [E0,(A0) (45} - B{&'(A0)£/(@/(45))]
1
! 2 o " (& c /
+ [ o) |42 [ (1= 07" (@043 + 00l (40) ar}
1
_E{cp’(Aa)?/o (1—t)f"(D'(AS) + t9'(Aq)) dt}]
=: R34+ R4 + R;5
and
Ri= [ nldo) [B{](40) F(®L(B2)} — B (4) (@' (55}
1
+ [ o) [ B{ w40, (B \ 4a) [ (@52 + 1945\ A) e}
1
~ B{@/(40)%'(Ba \ 4a) /0 1" (®(BS) + t® (Ba\Aa))dt}}
=: Rg + R7.
Using 7, we see that R3 = 0 and Ry = Rg, hence
[E{W f(W) — o®f'(W)}| < |Ra| + Rs| + | Rsl.
With we finally obtain
Rl < 1831] [ slde) B, (o) {2 (B2) D' [ (@(BS) | 0(B))]}:
el < 31831 [ (de) [E{4(40)D [ (@a(45) | 2a(4.)]}
+ B{®'(4,)°D'[2(9(45) | ©(4a))]}]
RN [E{r@;ma)%(Ba\AanDl [2(®a(B5) | alAa). a(Ba))]}
+ B{®(A)®'(Ba \ Aa) D' [Z((BS) | 2(Aa), 2(Ba))]}| u(dar).

To obtain ¥, just replace ||Ag| by ||g|| and D! by D? in the above bounds. O

Corollary 3.4. Let ® be a simple point process satisfying (3.7)—(3.9). If there is further a
function c;(«), such that for p-almost every o € J almost surely

D'(z(®(J) | @|p,)) VD(L(Pa(J) | RalB.)) < ale),  1=1,2, (3.12)
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then the 9y from (3.11)) satisfy
9(@) < ea) [\E@Q(A@\E@’(Baﬂ +LE® (A,)? + LEP (A,)?

+ E|®), (Aa) P4 (Ba \ Aa)| + E|®'(Aa)®' (B \ Aa)l} (313
< ala) [1.51{3{@&(/1&)@&(3@)} + 1L5E{®(A)D(B,)} '

+ 61(Aa)u(Ba) + 4(Ba)EDa(Ba) .

4 Applications

In what follows, we calculate only rough bounds, leaving much scope for improvement. In
particular, we replace the moments in the estimates by almost sure bounds. To estimate the
terms describing the conditional smoothness, such as D!(W|r;), we essentially use the a blocking
argument and Remark[2.2] see also Subsections[5.3|and[5.4 Note that the following examples are
cases of m-dependent random variables (in particular, finite range functionals of i.i.d. random
variables), for which a large literature exists, see Sunklodas [29] for an excellent overview. We
point out Kolmogorov distance approximations such as Stein [30] and Tikhomirov [32], and
Edgeworth expansions and local limit CLTs such as Gotze and Hipp [I8, [19] and Heinrich
[20, 21].

We provide approximations in both the total variation and the local limit metrics, where all
constants can easily be extracted from the proofs and, hence, be made explicit.

4.1 Exceedances of the r-scans process

We follow the notation of Dembo and Karlin [14]. Let X;, Xs,..., X, 1,—1 be independent
and identically distributed random variables with distribution function F. Define the r-scan
process R; = 7,;;(1) Xivk, © = 1,2,...,n and further W, = I[R; < a] for a € R. We are
interested in the number N~ = >~ | W,”, that is the number of R; not exceeding a. With
p=EW, =P[R; < a], we have EN~ = np and
r—1
o? :VarW:np<1—p—|—22(1 —d/n)w(d)), (4.1)
d=1
where ¢(d) := P[Rg41 < a|R; <a]—p > 0.
Poisson approximations for the r-scan process have been extensively studied by Dembo and
Karlin [I4]. Normal approximation has been considered by Dembo and Rinott [I5]; in particular
they show, that, for fixed r and a, N~ converges in the Kolmogorov metric to the normal
distribution with rate O(n~'/2). In the next theorem we achieve the same rate in total variation,
and also a rate for the corresponding local limit approximation.

Theorem 4.1. Assume that F is continuous, F(0) = 0, and 0 < F(z) < F(y) for all x < y,
and let a > 0 be fized. Then, for all n such that o2 > 1,

& (L (N~ —np),Bi([40%],1/2 — 1)) <Cm7V%,  1=1,2,

where the constants C1 and Csy are independent of n and can be extracted from the proof.
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Proof. We apply Theorem for W=>5%",&=>" (W —p). We can set

Ai={i—r+1,...,i+r—1}Nn{1,...,n},

Bi={i—2r+2,...;i+2r—=2}n{l,...,n}.
Then, as |A4;| < 2r — 1, |B;| < 4r — 3 and |B; \ 4;| < 2r — 2, the following rough bounds are
obvious:

Elgm;| < (2r —1)%, Elémi(n —m:)| < (2r — 1)(2r - 2),
‘E{ﬂ]ﬁE‘TA < (27“ — 1)(47“ — 3),
thus
V1 < e (16r° — 207 + 6) (4.2)

Consider now the block By = Ef’;ﬁ W, and assume that the values 0By = (X1,...,X,-1)

7

and 0By = (X3,—1,...,X4r—2) are given. Define the events

a a(r +1 a
A= {f < Xpyoooy Xop—2, Xor41, ..., Xgr—2 < ¥, 0< Xor < 72}
r r 2r
1
Ap = {9<X2r—1<L—2|—)}a Ay = {0<X2r—1<i2}'
r r 27‘

Due to the conditions on F' and independence it is clear that p; := P[ANA;] > 0 for j =0, 1.

Note now that
2r—1

R,=> X;>a onAnAy, R.<a onANA.

Note further that Ry < a for all s=r+1,...,2r —1 on AN (Ap U .A;). Hence

2r—1 2r—1
ZW;:r—l on AN Ay, ZWJZT on ANA,;.
i=r i=r

It easy to see now by a coupling argument that
%Dl (.,%(Bl)) <1- (p() /\pl) < 1.

Noting that by sequentially stringing together blocks like Bj, we can have m := |n/(3r — 2)]|
such blocks, which are independent given all the borders dB;. Furthermore, for every i, the R;
in B; depend on the X} of at most two such blocks. Therefore, defining Z = (0B, ...,0By)

and using (b.11]) and (5.12)),

DY Z(W|0B;,i=1,...,m)) < 2
( ) (min{1/2, po, p1}(m — 2)) />

8
D} (L (W|0B;,i=1,...,m)) < — -
(2w ) S S pr om = D)

Clearly, ¢;; = O(n~'/2). Hence, putting this, (41)) and ([@.2)) into (3.1)), the theorem follows. [J

=:C1,is

1 C2-
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4.2 Matérn hard-core process type I

We approximate the total number of points of the Matérn hard-core process type I introduced
by Matérn [24]. We use rectangular instead of the usual circular neighborhoods. Let ® be the
process on the d-dimensional cube J = [0,1)% € R? defined as

®(B) = iI[Xi € BII[X; ¢ K.(X;) forall j =1,...,7, j # 1,
=1

where 7 ~ Po(\) and {X;; i € N} is a sequence of independent and uniformly distributed
random variables on J and where, for x = (z1,...,24) € J and r > 0, K,(x) denotes the
d-dimensional closed cube with center z and side length r. To avoid edge effects, we treat J as
a d-dimensional torus, thus identifying any point outside J by the point in J which results in
coordinate-wise shifting by 1. The process ® is thus a thinned Poisson point process with rate A
having all points deleted which contain another point in their K, neighborhood. For the mean
measure p of ® we obtain

dp(x) —Ard
=Xe . 4.
dz ¢ (43)

We are now interested in the distribution of ®(B) when r is small an A large.

Theorem 4.2. Put W := ®(J) — p(J) and let a > 0 be a fized real number. Then, for every A
and r such that \r® = a and 0% := VarW > 1,

di(L(®(]) — u())),Bi([40%],1/2 1)) SCAT2 1=1.2,
for constants C1 and Co which are independent of A and can be extracted from the proof.

Proof. We apply Corollary We can take A, = Ky-(z) and B, = Ky,(x) and check that
the conditions (3.7)—(3.9) are fulfilled. Some calculations show that the reduced second factorial
moment measure M satisfies

e [° if z € K,(0),
dm"” = { N2 ANEOUK @] if 5 € [y, (0) \ K,(0),
A2e—2a if z ¢ Ko,.(0),

compare with Daley and Vere-Jones [I3], pp. 367, 373. Thus, M(J) > A2e~2%(1 — r?) and
o2 =Xe "+ M(J) — u(J)? = Xe (1 — ae™?). (4.4)
Since we can have at most 7¢ points of ® in B, we obtain from the rough estimate
Vy(x) < 26 - T¢(x), (4.5)
where ¢;(+) is as in (3.12)). To estimate ¢;(x) write K, = K,(0). We have

IP[Q(KT) = 0 ‘ ¢K7T\K5T:|

PO(A|KT\){O} =e % =:pyg,
P[O(K,) =1 | Pk, k] ‘a

>
> Po(A K3, \ K, [){0} - Po(AK, ) {1} = ae™"* =t p;.
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Figure 1: Matérn hard-core process type I: Given that the process ® is known on the borders
UtemKer (1) \ K5 (1) (grey area), the boxes ®|g; (4,), | € M, are independent.

Hence, by a coupling argument,
3D (L (®(Ker)|Prerni65,.)) < 1= (po Ap1) < 1. (4.6)

Let now z be arbitrary. Divide the space J into boxes of side length 67, centered around z
(see Figure . With m := [1/(6r)], we can have m? such boxes plus a remainder. Denote this
remainder by JE and denote by x;, 1 € {1,... ,m}d =: M the centers of the boxes where z1,_ 1 =
z. Note now that, given ® on all the borders K¢, (2;)\ Ks5r(2;), | € M (grey area in Figure[l), the
random variables ®(Kg,(z7)), | € M, are independent and satisfy Inequality . Furthermore,
®| 1\ ke, () is independent of ®|p,, and therefore, defining Z = ((‘I"Kﬁ,.(ml)\K5,.(xl))leM’ ®|;r) and

using (b.11)) and (5.12)), we obtain
2

(min{1/2, po,p1}(m? —2)4)

8
win{1/2,po pr}(md —3); ) (48)

Noting that almost surely 2 [®,(J \ K¢r(2)) | ®alp,] = ZL[®(J \ Ker(2))], we see that

and (.8) hold also for ®,, thus ¢;(z) satisfies (3.12). Now, recalling that a = Ar? is constant,

we have ¢;(z) = O(A~/?). Hence, putting this and (&.3)-(£.5) into (3.10), the theorem follows.
0

D'(Z(2(J) | @|p,)) < 75 = (), (4.7)

D% (2()) | #l5.) <
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5 Appendix

5.1 Properties of the solution to the Stein equation

Lemma 5.1. For any indicator function h(z) = I[z € A], z € Z, A C 7, the solution g = gy, to
the Stein Equation (2.3) satisfies

lgll < 1A (npg)~"/2. (5.1)

Proof. We apply the generator method introduced by Barbour [I]. For any function f :
{O, .. .,n} — R, define

(Af)(2) = (B(=Af))(2) = azf(2 = 1) = (az + p(n — 2)) f(2) + p(n = 2) f( +1),  (5.2)

which is the infinitesimal generator of a pure jump Markov process. A solution g to (2.3]) is now
given through

W(z) = —/OOIE{h(YZ(t)) Ch)dt, forze {0, n),

0

and g(z) = —Ay(z) for z € {0,...,n—1} and g(z) = 0 else, where Y, is a Markov process with
generator A starting at point z, and Y is a random variable having the stationary distribution
Bi(n,p). Now, we have for z € {0,...,n — 1},

Adp(z) = / TE((Y.(0) - h(Yorr () ) d. (5.3)

0

We now fix z and construct a coupling of Y, and Y.41 to bound (5.3). Let thereto X ,El) (1),
ke{l,...,n}, i € {0,1}, be independent Markov processes with state space {0, 1}, starting in
point ¢ and having jump rate p if the process is in 0 and ¢ otherwise. It is easy to see by the
Kolmogorov differential equations that

X]il)(t) ~ Be(p + qe_t), X’go) (t) ~ Be(p — pe_t) (5.4)

where Be(p) denotes the Bernoulli distribution with success probability p. Let 7 be the minimum
of the first jump times of the two processes X Si)l and X Sr)l, and define a new process

xM ifr >t
X z+1 )
X9 ifr <,

describing the well-known Doeblin coupling. Then, let
=Y xP+ Y X v =v.-x9 4 x0), (5.5)
k=1 k=z+1

and one proves that Y, and Y,;; are Markov processes with generator (5.2)). Hence, we can

write as
— Atp(z) = /0 e "E{AL(Y.)} dt, (5.6)
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since 7 is exponentially distributed with rate 1. The bound [|g|| < 1 is now immediate from (5.6)),
thus we may assume that npg > 1. Note that, from (5.4) and (5.5)),

Z(Y) = Bi(z,p+qe”") #Bi(n — z,p — pe™"),
and hence, from Barbour and Jensen [2], Lemma 1,
D' (Z(Y.))

<
< (2(p+ge) (g —ge™") + (n— 2)(p — pe")(q + pe)) " (5.7)
<

Note also that for h:=h —1/2
IE{AL(Y2)}| = [E{ANY2)}| < D' (ZL(Y2))/2. (5.8)

Thus, applying (5:8) on (5:6) and using (57,

S 1 [e'e) eft
Al < | e tdt+ / dt.
|29l /0 2ynpq Js 1 —et

Choosing s = — ln(l — (npq)_l) and computing the integrals proves the lemma. O

5.2 Change of the success probabilities

Lemma 5.2. For everyn e N,0<p<1land —(1—p)<t<p

dTV(Bi(n,p—t),Bi(n,p))<|t|<\/\/p§q+pp—qt+ (p;qt\)/(ﬁq—}—t))

1+p—t (p—1)(g+1)
pq * pgy/n )

oo (Bi(n,p — £), Bi(n,p)) < |1 (

Proof. We use Stein’s method. If W ~ Bi(n,p — t), we obtain from (2.1)) and (2.2)
E{(1 -p)Wg(W — 1) —p(n — W)g(W)} = E{tWAg(W — 1) — tng(W)}

for every bounded function g € F(Z). The left side is just the Stein operator for Bi(n, p) hence,

taking g = ga obtained by solving (2.3)) for Bi(n,p), with the bounds (2.4) and (5.1) the drv-
bound follows, noting also that E|W| < |[EW| 4+ v/VarW. With the remark after (2.4]), the

dise-bound is proved. ]

5.3 Smoothing properties of independent random variables

In several parts of this article we need to estimate D™(U), m = 1,2, for some integer valued
random variable U, being a sum of some other random variables. If the U is a sum of independent
random variables, we can proceed as follows. Assume that U = > | X;, where the X; are
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independent. Defining v; = min{1,1 — $D'(X;)} and V = Y, v; we obtain from Barbour and
Xia [5], Proposition 4.6 the bound

DY) < —2

<o (5.9)

Define further v* = max; v;. Now it is always possible to write U = UM 4+ U®) in such a way
that the analogously defined numbers V() and V?) satisfy V) > V/2 —v*, k = 1,2. Using

(1.2) and (5.9), we obtain
4 8

DX(U) < DY (UMDY (U®) < < .

(5.10)

5.4 Smoothing properties of conditional independent random variables

In most applications, U is a sum of dependent summands and we can not apply (5.9) and (5.10))
directly. However, assuming that there is a random variable Z on the same probability space

)

as U such that Z(U|Z = z) can be represented as a sum of independend summands, say Xi(z ,
t=1,...,n,, for each z that Z can attain, we can still apply (5.9) and (5.10)), and we obtain

DY(U) < B{E[D'(U)|Z]} < E{‘jﬂ} (5.11)
Z
D2(U) < E{E[D'()|2]} < E{(VZ—821)Z)+} (5.12)

where, for each z, V, and v} are the corresponding values as defined in Subsection with
respect to the x®@

%

5.5 Generalization of the local dependence structure

We now give a generalization of Theorem The proof is omitted, because it runs analogously
to the proof of Theorem see also Barbour et al. [6].

Suppose that a random variable W satisfies Assumptions G and assume that there are sets
K; C J, i € I, and square integrable random variables Z;, Z;; and Vi, k € K; and i € I, as
follows:

W =W, + Z;, i € I, where W; is independent of &;, (5.13)
Zi=> Zi, (5.14)

keK;
Wi =W + Vi, 1€ 1, k‘EKi, (5.15)

where Wjj is independent of the pair (X;, Zi).
Theorem 5.3. With W as above,
(LW, Bi([46%],1/2 1) <o2(Y 0 +175),  1=1.2, (5.16)

i€l
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where

1
Vi = iE{’&\Zz? DN L Wil&, Z)) }
+ Y B{|&ZuVie| DN (L Wik, Zin, Vi) }
keK;

+ > |B{&Zin} | B{|Zi + Vik| D' (L (Wil Zi, Vi) }-
keK;

(5.17)
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