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Abstract: Robust Bayesian methods for high-dimensional regression prob-
lems under diverse sparse regimes are studied. Traditional shrinkage priors
are primarily designed to detect a handful of signals from tens of thou-
sands of predictors in the so-called ultra-sparsity domain. However, they
may not perform desirably when the degree of sparsity is moderate. In this
paper, we propose a robust sparse estimation method under diverse sparsity
regimes, which has a tail-adaptive shrinkage property. In this property, the
tail-heaviness of the prior adjusts adaptively, becoming larger or smaller
as the sparsity level increases or decreases, respectively, to accommodate
more or fewer signals, a posteriori. We propose a global-local-tail (GLT)
Gaussian mixture distribution that ensures this property. We examine the
role of the tail-index of the prior in relation to the underlying sparsity level
and demonstrate that the GLT posterior contracts at the minimax optimal
rate for sparse normal mean models. We apply both the GLT prior and
the Horseshoe prior to a real data problem and simulation examples. Our
findings indicate that the varying tail rule based on the GLT prior offers
advantages over a fixed tail rule based on the Horseshoe prior in diverse
sparsity regimes.
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1. Introduction

The advancement of sophisticated data acquisition techniques in gene expression
microarrays, as well as other fields, has spurred the development of innovative
statistical methods [28, 11, 36]. One of the crucial goals of statistical analysis in
these studies is to identify relevant predictors associated with a response variable
from a large pool of predictors, despite having a limited number of samples. We
consider the framework of sparse linear regression, where the data is given by:

y = Xβ + σε, ε ∼ Nn(0, In). (1)

Here, y ∈ R
n represents the n-dimensional response vector, X ∈ R

n×p is
a deterministic n-by-p design matrix, β ∈ R

p is the p-dimensional coefficient
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vector, and ε ∈ R
n denotes the n-dimensional Gaussian noise vector. Specifically,

we are interested in the sparse setup, where n ≤ p, and possibly n � p, with a
significant proportion of the coefficients in β = (β1, . . . , βp)� are zero or close
to zero. The non-zero coefficients in β represent signals, while the remaining
coefficients represent noise.

To facilitate the discussion, we define the sparsity level as follows throughout
the paper. Let q denote the number of true signals among the p coefficients.
The sparsity level is a ratio representing the proportion of true signals out of
all coefficients.

s = q

p
= the number of relevant predictors

total number of predictors . (2)

In most real data applications, the sparsity level s (2) is an unknown quantity
because the truth of the β is unknown.

Much has been written and published on the penalized regression techniques
for estimating β under the assumption of sparsity [36]. From a Bayesian per-
spective, sparsity-favoring mixture priors with separate control over the signal
and noise coefficients have been proposed [55, 30, 41, 74]. Although these priors
often exhibit attractive theoretical properties [16, 15], computational challenges
and the consideration that many of the βj ’s may be small but not exactly zero
have led to the development of a wide variety of continuous shrinkage priors
[59, 68, 34, 13, 12], which can be unified through a global-local scale mixture
representation [63]. Among the continuous shrinkage priors, the horseshoe prior
[13, 12], or simply the Horseshoe, is arguably one of the most acclaimed meth-
ods. It is important to note that the posterior obtained using the Horseshoe
exhibits nice finite sample performance and possesses several optimal theoreti-
cal properties when the underlying sparsity level is very small, in the so-called
ultra-sparse regime [70, 71, 72].

In the literature, several research works have found that the Horseshoe esti-
mator may approach the zero vector under certain circumstances [3, 72]. This
has garnered significant attention from practitioners utilizing the Horseshoe for
many applications because once the Horseshoe estimator vanishes, it becomes
difficult to infer the coefficients of the regression problem. However, little re-
search has been published to explore or theoretically address this issue, despite
its importance in the suitable application of shrinkage priors to a variety of
sparse setups. We term this phenomenon the ‘collapsing behavior’ of the Horse-
shoe estimator, typically caused by a sharp underestimation of the global-scale
parameter. In this paper, we empirically demonstrate that the Horseshoe es-
timator may collapse under a moderately sparse regime, where the degree of
sparsity is not so small. We show that this collapse is related to the restricted
tail behavior of the Horseshoe, where the tail index is fixed. A similar phe-
nomenon has also been observed by [3]. Importantly, in the recent discussion
by [72], [75] drew attention to the potential collapse of the marginal maximum-
likelihood estimator for the global-scale parameter under an ultra-sparse regime.
However, our research focuses on the collapsing behavior of the fully Bayesian
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Horseshoe estimator under a moderately sparse regime, addressing a different
problem from the previous findings of [72, 75].

In this paper, we develop a robust shrinkage prior that works reasonably well
across diverse sparse domains. A key idea to achieve this goal is to adapt the
posterior tail behavior to the sparsity level s (2). We refer to this as tail-adaptive
shrinkage property, characterized by the following:

(i) Under an ultra sparse regime (where the sparsity level s (2) is very small),
the tail-heaviness of a shrinkage prior adaptively gets thinner to accom-
modate a small number of signals, a posteriori.

(ii) Under a moderately sparse regime (where the sparsity level s (2) is not
too small), the tail-heaviness of a shrinkage prior adaptively gets thicker
to accommodate a larger number of signals, a posteriori.

In order to possess this desirable property, we first propose a new family of
continuous shrinkage priors called global-local-tail shrinkage priors, and then
introduce its member, ‘the GLT prior.’ This new shrinkage formulation can be
considered a generalization of the existing global-local shrinkage priors. The-
oretical demonstrations show that the posterior for the GLT contracts at the
(near) minimax optimal rate under sparse normal mean models, emphasizing
the crucial role of the tail-heaviness parameter for robust estimation in diverse
sparse regimes. We also developed a Markov Chain Monte Carlo (MCMC) sam-
pling algorithm for GLT posterior computation. This algorithm is designed to
adapt to the unknown sparsity level and is facilitated by the combination of a
modern MCMC sampler and a peaks-over-threshold method from extreme value
theory [27, 44].

The rest of the paper is organized as follows. In Section 2, we briefly illustrate
global-local shrinkage priors and the Horseshoe, and explore the restricted tail-
heaviness of the Horseshoe. In Section 3, we propose global-local-tail shrinkage
priors to release the tail-heaviness of existing shrinkage priors and introduce the
GLT prior as a member of this new prior formulation. Theoretical properties
of prior analysis and posterior convergence for the GLT prior are explored in
Section 4. In Section 5, we apply the GLT prior and the Horseshoe to a real-world
data problem. Additionally, in Section 6, we investigate the two priors through
a simulation study. Replicated numerical studies are conducted in Section 7
to compare the performance of the Horseshoe and the GLT prior. Section 8
contains a summary and discussion of the findings.

2. Fixed tail rule – Global-local shrinkage priors

2.1. Tail-heaviness of a density

Throughout the paper, the notion of tail-heaviness is adopted from extreme
value theory and regular variation. This concept applies to Lebesgue measurable
functions, distribution functions, prior distributions, posterior distributions, and
so on. [43, 50, 53, 32, 27, 44].
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Definition 2.1. A positive, Lebesgue measurable function ρ on (0,∞) is reg-
ularly varying of index α ∈ R if there exists α such that limx→∞ ρ(cx)/ρ(x) =
c−α, for any c > 0. If α = 0, then the function ρ is said to be slowly varying.

We explain how Definition 2.1 can be adapted to extreme value theory. Con-
sider a positive random variable X ∼ F , where F is the distribution function
of X. In this case, we replace the measurable function ρ in Definition 2.1 with
the tail (survival) function of X, denoted as F̄ = 1−F . This modification leads
to the limiting equation limx→∞ F̄ (cx)/F̄ (x) = c−α for any c > 0. According
to Karamata’s characterization theorem [43], it holds that F̄ (x) = L(x) · x−α,
where L is a slowly varying function.

In extreme value theory, the parameter α represents the tail-heaviness of
the random variable X and is referred to as the tail-index of X or the tail-
index of the density f = F ′. Its reciprocal, denoted as ξ = 1/α, is called the
shape parameter [18, 27]. A distribution F with a positive ξ > 0 is called a
heavy-tailed distribution (see page 268 of [52]). As the value of ξ increases, the
tail-heaviness of the density f also increases. It is important to note that while
we illustrated the notion of the tail-index and shape parameter using a positive
random variable X, this concept can be generalized to a real-valued random
variable in a similar fashion by considering the tail-index and shape parameter
at either ∞ or −∞.

2.2. Global-local shrinkage priors and the Horseshoe

Most of the continuous shrinkage priors proposed and studied in the literature
can be represented as global-local scale mixtures of Gaussian distributions

βj |λj , τ, σ
2 ∼ N1(0, λ2

jτ
2σ2), σ2 ∼ h(σ2), (j = 1, . . . , p), (3)

λj ∼ f(λj), τ ∼ g(τ), (j = 1, . . . , p), (4)

where f , g, and h are densities supported on (0,∞). Different choices of f and
g for the top-level scale parameters lead to different classes of priors [8]. In the
high-dimensional setting, the choices of f and g play a key role in controlling
the effective sparsity and concentration of the prior and posterior distributions
[63, 60, 66, 51, 4, 76].

The Horseshoe [13] can be obtained by choosing the unit-scaled half-Cauchy
densities, C+(x|0, 1) = 2/{π(1 + x2)}, x > 0, for the f and g in (4) under the
global-local form (3)–(4):

βj |λj , τ, σ
2 ∼ N1(0, λ2

jτ
2σ2), σ2 ∼ π(σ2) ∝ 1/σ2, (j = 1, . . . , p), (5)

λj ∼ C+(0, 1), τ ∼ C+(0, 1), (j = 1, . . . , p). (6)

Among the continuous shrinkage priors, the Horseshoe (5)–(6) [13] is possibly
the most studied member in recent literature. It is known that the Horseshoe
estimator possesses many nice theoretical properties when considering the spar-
sity assumption s → 0 as n and p → ∞ (sparsity level s is defined in (2)). For
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instance, the Horseshoe estimator is robust and achieves the minimax-optimal
rate for squared error loss, up to a multiplicative constant, under certain con-
ditions [63, 8, 66, 72, 4]. Several highly scalable algorithms have been recently
proposed for the Horseshoe [9, 40].

2.3. Restricted tail-heaviness of the Horseshoe

In the following, we demonstrate that the tail-heaviness of the Horseshoe (5)–(6)
is fixed in the sense of regular variation. For simplicity, we consider a univari-
ate form of the Horseshoe, given as β|λ, τ ∼ N1(0, λ2τ2), and λ ∼ C+(0, 1)
with fixed τ > 0. Then, the marginal density of the Horseshoe is πHS(β|τ) =∫
N1(β|0, λ2τ2)C+(λ|0, 1) dλ. (Refer to (A12) in the Appendix for the closed-

form expression.)
The following theorem states that the tail-index of this marginal density is

fixed for any value of the global-scale parameter:

Proposition 2.2. Assume β|λ, τ ∼ N1(0, λ2τ2), λ ∼ C+(0, 1), and τ > 0.
Then the tail-index of πHS(β|τ) is α = 1 for any τ > 0.

Proposition 2.2 is proven in Subsection A.2.2 in the Appendix. In general, it
is well known that the shape parameter of the half-Cauchy density is ξ = 1 [27].
Proposition 2.2 implies that the tail-heaviness of the marginal density πHS(β|τ)
inherits that of the local-scale density f(λ) = C+(λ|0, 1) (6) and is fixed for any
value of τ > 0. This suggests that although the marginal density πHS(β|τ) is
heavy-tailed (due to the positive value of ξ), this heaviness is constant regardless
of the sparsity level, as also pointed out by [62].

The absence of a tail-controlling mechanism in the Horseshoe can pose chal-
lenges when dealing with various sparsity regimes. While the Horseshoe may
perform well in ultra-sparse regimes, where the tail of the density πHS(β|τ)
induced by ξ = 1 is sufficiently thick to accommodate a small number of
signals, challenges may arise as the sparsity level s (2) increases. The need
to allocate more mass in the tail region may also grow to accommodate a
moderate number of signals as the sparsity level increases. In such cases, the
tail-heaviness induced by ξ = 1 may not be large enough to selectively cap-
ture the moderate number of signals, which can be problematic with weakly
identified parameters, such as the regression coefficients in high-dimensional
regression when the signal-to-noise ratio is too small or multicollinearity is
present.

We note that this limitation does not stem from the specific choice of the
local-scale density but rather from the prior formulation of global-local shrink-
age priors, where only local and global scale parameters are utilized as random
variables to achieve optimal shrinkage. Next, we extend the existing prior for-
mulation to incorporate the tail-index parameter as a random variable.
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3. Varying tail rule – Global-local-tail shrinkage priors

3.1. Global-local-tail shrinkage priors

We propose a new hierarchical formulation of continuous shrinkage priors called
global-local-tail shrinkage priors for the high-dimensional regression (1). As the
name suggests, these priors can be represented as a global-local-tail Gaussian
mixture distribution.

βj |λj , σ
2 ∼ N1(0, λ2

jσ
2), σ2 ∼ h(σ2), (j = 1, . . . , p), (7)

λj |τ, ξ ∼ f(λj |τ, ξ), (j = 1, . . . , p), (8)
(τ, ξ) ∼ g(τ, ξ), (9)

where the f is a Fréchet class-density supported on (0,∞) parameterized by
scale and shape parameters, τ and ξ (we detail it shortly later). The density
function h is supported on (0,∞), while the joint density function g is supported
on (0,∞) × (0,∞). Following the literature on continuous shrinkage priors [8]
and extreme value theory [27], the scale parameters λj (j = 1, . . . , p) and τ
are referred to as the local-scale parameters and the global-scale parameter,
respectively, and ξ is called the shape parameter. Throughout the paper, we
use the Jeffreys prior [39] for the measurement error σ2, which is denoted as
h(σ2) ∝ 1/σ2.

The overall shrinkage performance of the global-local-shrinkage priors (7)–(9)
highly depends on the choice of the local-scale density f (8). Well-designed
priors can control the tail-heaviness of the marginal prior for βj by changing
the value of ξ. To ensure the statistical validity of this hierarchy, the local-
scale density f = F ′ (8) should satisfy the condition that its corresponding
distribution function F belongs to the Fréchet class (as defined on page 268 of
[26]):

MDAFréchet = {F | F̄ (λ) = L(λ) · λ−1/ξ, ξ > 0, L is slowly varying}. (10)

Table 1 provides several members of the family MDAFréchet. All distributions
in the table have support on (0,∞). The half-Cauchy and half-Levy distributions
are derived from the half-α-stable distribution, with fixed tail-index values of
α = 1 and α = 1/2, respectively. Additional examples for f can be found in
[37, 27]. Essentially, these distributions are regularly varying functions with the
shape parameter ξ (or equivalently, tail-index α = 1/ξ). It is important to note
that the decay rate of the distribution F ∈ MDAFréchet is primarily determined
by the polynomial term λ−1/ξ as λ approaches infinity.

One of the practical implementational challenges in using the global-local-tail
shrinkage prior formulation is the estimation of ξ [2]. Specifically, the central
problem here is determining which prior π(ξ) should be used and how to estimate
π(ξ). Because ξ is located within the hierarchy, farthest from the response vector
y, it is highly likely that information propagated from y to ξ when passing
through the hierarchy would be attenuated. A second problem is that even after
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Table 1

Unit scaled densities f = F
′ with F ∈ MDAFréchet.

f(λ|τ = 1, ξ) Shape parameter ξ
Half-α-stable
distribution

non-closed form ξ

Half-Cauchy
distribution

2{π(1 + λ2)}−1 1

Half-Levy distribution λ−3/2 exp{−1/(2λ)}/
√

2π 2
Loggamma
distribution

{(1 + λ)−(1/ξ+1)}/ξ ξ

Generalized extreme
value distribution

exp{−(1 + ξλ)−1/ξ}(1 + ξλ)−(1/ξ+1) ξ

Generalized Pareto
distribution

(1 + ξλ)−(1/ξ+1) ξ

a good prior is chosen for π(ξ), the estimation of the parameter ξ is analytically
non-trivial because ξ appears in the density f through an exponent. Therefore,
selecting a suitable prior π(ξ) with an efficient sampling technique is crucial and
requires special attention.

3.2. Relationship with global-local shrinkage priors

Overall, two formulations of shrinkage priors (global-local shrinkage priors (3)–(4)
and global-local-tail shrinkage priors (7)–(9)) commonly belong to the one-group
continuous shrinkage prior formulation [59, 2, 10, 33, 31]. However, they are
based on different tail rules: the fixed tail rule versus the varying tail rule.
A prior with a varying tail rule may retain great flexibility in the shape of the
marginal density for the coefficients β. It is the shape parameter ξ that pro-
vides a means to control the tail behavior of a prior, possibly adapting it to the
sparsity level s (2).

It is important to note that the global-local hierarchy (3)–(4) can be regarded
as a special case of the global-local-tail hierarchy (7)–(9) with a fixed shape
parameter ξ. To see this, first, choose a local-scale density f(·) = f(·|τ, ξ) in
(8), then fix the shape parameter ξ to a positive value, and finally, bring up
the scale parameter τ under the coefficient βj by re-parameterizing λj/τ for
each j. Therefore, some members of the global-local form (3)–(4) [13, 8] can
be thought of as members of the global-local-tail form (7)–(9), with the only
difference being whether the tail-heaviness is fixed in advance or not.

For example, the prior formulation of the Horseshoe (5)–(6) can be derived
from the global-local-tail form (7)–(9) as follows: First, choose the half-α-stable
density for the local-scale density f with the scale τ distributed according to
C+(0, 1) and shape ξ in (8). Then, fix the shape parameter to be ξ = 1, resulting
in f becoming the half-Cauchy density scaled by τ . Finally, bring up τ under
the coefficient βj by re-parameterizing λj/τ for each j.
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3.3. The GLT prior

We introduce a member of the global-local-tail form (7)–(9), using the general-
ized Pareto distribution (GPD) [61] as the local-scale density:

βj |λj , σ
2 ∼ N1(0, λ2

jσ
2), σ2 ∼ π(σ2) ∝ 1/σ2, (j = 1, . . . , p), (11)

λj |τ, ξ ∼ GPD(τ, ξ), (j = 1, . . . , p), (12)
τ |ξ ∼ IG(p/ξ + 1, 1), (13)
ξ ∼ log N (μ, ρ2)I(1/2,∞), μ ∈ R, ρ2 > 0. (14)

Here, the local-scale density is a GPD: f(λj) = GPD(λj |τ, ξ) = (1/τ) · (1 +
ξλj/τ)−(1/ξ+1) for the p local-scale parameters λj (j = 1, . . . , p). The joint den-
sity of the global-scale parameter and shape parameter is given as a truncated
inverse-gamma-lognormal joint density:

g(τ, ξ) = IG(τ |p/ξ + 1, 1) · I(0,∞)(τ) ·
{
log N (ξ|μ, ρ2) · I(1/2,∞)(ξ)

}
/D,

where D = D(μ, ρ2) =
∫∞
1/2 log N (ξ|μ, ρ2) dξ is the normalizer of g(τ, ξ).

The GPD is one of the frequently used distributions in the field of extreme
value theory for modeling extreme values and tail behaviors of heavy-tailed data,
where the tails of the distribution decay more slowly than the tails of a Gaussian
distribution [44, 27]. The intuition behind using GPD as the local-scale density
(as noted from (12)) is that a signal coefficient induces an extreme value of the
corresponding local-scale parameter, while a noise coefficient induces a local-
scale parameter that is nearly zero. The GPD is employed to describe these
extreme values while controlling the scale and shape parameters.

Noting from (13), we use the unit-scaled inverse gamma prior IG(x|p/ξ+1, 1)
with a shape parameter of p/ξ + 1, depending on the number of predictors p.
The main motivation is to set the prior mean E[τ |ξ] = ξ/p, resembling the
form of the sparsity level s = q/p (2), where the numerator q is the number of
true signals. Noting from (14), we use the log-normal distribution logN (x|μ, ρ2)
truncated on the interval (1/2,∞) as a prior for the shape parameter ξ in (14).
The main motivation is to provide robust estimation of the shape parameter ξ
by offering a heavy-tailed distribution of the sub-exponential density [35, 46].
The truncation of the support of the log-normal prior to (1/2,∞) is intended to
produce a horseshoe shape for the density of random shrinkage coefficients [13].

We call this specific hierarchical form (11)–(14) ‘the GLT prior’, denoted
as β ∼ πGLT(β). Note that μ and ρ2 in (14) are the hyper-parameters. A
detailed explanation of the posterior computation can be found in Section A.1
of Appendix. The proposed sampling algorithm utilizes a Gibbs sampler [14,
45] and incorporates automatic hyper-parameter tuning facilitated by a joint
technique involving the elliptical slice sampler [56] and Hill estimator [37].

In Section 4, we explore the theoretical properties of the GLT prior. Notably,
one of its characteristics is that the GLT prior behaves like a two-group prior [29,
41, 42] despite being a continuous shrinkage prior. Furthermore, we demonstrate
that the GLT posterior contracts at the minimax risk [20] under the sparse
normal mean model.
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4. Properties of the GLT prior

4.1. Marginal density of the GLT prior

For simplicity, we work with a univariate form of the GLT prior (11)–(14), given
by β|λ ∼ N1(0, λ2), and λ|τ, ξ ∼ GPD(τ, ξ), with fixed τ > 0 and ξ > 1/2.
The marginal densities of the coefficient and random shrinkage coefficient [13],
conditioned on (τ, ξ), are given as follows:

Proposition 4.1. Suppose β|λ ∼ N1(0, λ2), λ ∼ GPD(τ, ξ), τ > 0 and ξ > 1/2.
Then:

(a) density of β given τ and ξ is

π(β|τ, ξ) =
∞∑
k=0

ak{ψS
k (β) + ψR

k (β)}, (15)

where K = 1/(τ23/2π1/2), Z(β) = β2ξ2/(2τ2), ak = (−1)k ·K ·
(1/ξ+k

k

)
,

ψS
k (β) = Ek/2+1{Z(β)}, and ψR

k (β) = Z(β)−
1+1/ξ+k

2 γ{(1 + 1/ξ + k)/2,
Z(β)}. The superscripts on ψS

k and ψR
k represent (noise) shrinkage and

(tail) robustness, respectively.
(b) density of κ = 1/(1 + λ2) given τ and ξ is

π(κ|τ, ξ) = τ1/ξ

2 · κ1/(2ξ)−1(1 − κ)−1/2

{τκ1/2 + ξ(1 − κ)1/2}(1+1/ξ) . (16)

Proposition 4.1 is proven in Subsection A.3.1 in Appendix. It is important
to note that the marginal density π(β|τ, ξ) (15) is expressed analytically as an
alternating series, with its summands separated into two terms: {ψS

k(β)}∞k=0
and {ψR

k (β)}∞k=0. This density involves two special functions: (i) the general-
ized exponential-integral function of real order [54, 17], denoted as Es(x) =∫∞
1 e−xtt−sdt (x > 0, s ∈ R), and (ii) the incomplete lower gamma function

denoted as γ(s, x) =
∫ x

0 ts−1e−tdt (s, x ∈ R). These special functions, Es(x)
and γ(s, x), are involved in the expression of π(β|τ, ξ) through the sequences of
functions {ψS

k(β)}∞k=0 and {ψR
k (β)}∞k=0, respectively. The generalized binomial

coefficient
(1/ξ+k

k

)
is defined as (1/ξ + k)(1/ξ + k − 1) · · · (1/ξ + 1)/k! when

k ∈ {1, 2, . . .}, and zero when k = 0.
Analytically, the marginal density of the Horseshoe πHS(β|τ) discussed in

Subsection 2.3 is influenced by a single specific function, namely the exponential
integral function E1(x). The Horseshoe lacks a functional component induced
from the incomplete lower gamma function γ(s, x), which is present in the GLT
prior.

Figure 1 displays the marginal densities of the univariate coefficient β ob-
tained from the Horseshoe πHS(β|τ) (τ > 0) (A12) and the GLT prior π(β|τ, ξ)
(τ > 0, ξ > 1/2) (15) for different values of τ and ξ. The tail-heaviness of the
GLT prior (varying tail rule) gets heavier as the shape ξ increases, while the
tail-heaviness of the Horseshoe (fixed tail rule) remains constant.
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Fig 1. Comparison between the marginal densities of the Horseshoe and GLT prior (πHS(β|τ)
and π(β|τ, ξ)). The global-scale parameter τ is set to τ = 1 (Panels (a) and (b)) and τ = 0.001
(Panels (c) and (d)). The density πHS(β|τ) is depicted in black, while the densities π(β|τ, ξ)
are shown in red (ξ = 1), green (ξ = 1.5), blue (ξ = 2), and violet (ξ = 3), respectively.

Although the GLT prior is classified as a one-group prior [31], Corollary 4.2
suggests that it behaves asymptotically like a two-group prior, commonly known
as the ‘spike-and-slab prior’ [29, 41, 42]. This behavior is attributed to the two
sequences of functions, {ψS

k(β)}∞k=0 and {ψR
k (β)}∞k=0.

Roughly speaking, {ψS
k(β)}∞k=0 and {ψR

k (β)}∞k=0 perform similar roles to the
‘spike’ and ‘slab’ distributions, respectively, of a two-group prior in the asymp-
totic cases as |β| → 0 and |β| → ∞.

Corollary 4.2. Suppose β|λ ∼ N1(0, λ2), λ ∼ GPD(τ, ξ), τ > 0, and ξ > 1/2.
Let k ∈ {0} ∪ {1, 2, . . .}. Then:

(a) If k = 0, then lim|β|→0 ψ
S
k (β) = ∞; if k ∈ {1, 2, . . .}, then lim|β|→0 π

S
k (β) =

2/k < ∞.
(b) If k ∈ {0} ∪ {1, 2, . . .}, then lim|β|→∞ ψS

k (β) = 0 with squared exponential
rate.

(c) If k ∈ {0} ∪ {1, 2, . . .}, then lim|β|→0 ψ
R
k (β) = 2/(1 + 1/ξ + k) < ∞.

(d) If k ∈ {0} ∪ {1, 2, . . .}, then ψR
k (β) is regularly varying with index 1 + 1/

ξ + k.



Tail-adaptive Bayesian shrinkage 4677

Corollary 4.2 is proven in Subsection A.3.2 in Appendix. Interpretations of the
Corollary 4.2 are as follows. (a) implies that the marginal density π(β|τ, ξ) (15)
retains the infinite spike at origin for any τ > 0, ξ > 1/2, as seen in the Figure 1,
which is a common feature of the Horseshoe [13]. Technically, this infinite spike
is caused by the exponential integral function E1(x) (limx→0+ E1(x) = ∞ [17]),
allowing a very strong pulling of the β towards zero. By (a) and (c) of Corol-
lary 4.2, it holds lim|β|→0 π

S
k(β) = 2/k > lim|β|→0 ψ

R
k (β) = 2/(1 + 1/ξ + k) k ∈

{1, 2, . . .}, which implies that the contribution of {πS
k(β)}∞k=0 is larger than that

of {ψR
k (β)}∞k=0 in shrinking the β towards zero. By (b), the squared exponen-

tial decay rates of the functions in {πS
k(β)}∞k=0 as |β| → ∞ indicates that the

contribution of {πS
k(β)}∞k=0 in controlling the tail region of the density π(β|τ, ξ)

gets negligible as |β| goes to infinity. Finally, (d) implies the density π(β|τ, ξ)
possesses a systematic mechanism to control the tail region by controlling the ξ
via the sequence of functions {ψR

k (β)}∞k=0.
The main role of the sequence of functions {ψR

k (β)}∞k=0 is to lift the tail
part of the density π(β|τ, ξ) (15) by increasing the value of ξ. Its inclusion
in the marginal prior π(β|τ, ξ) offers great flexibility in shaping the density,
as demonstrated in the panels of Figure 1. This flexibility proves particularly
valuable in handling diverse sparsity regimes.

In contrast, the marginal density of the Horseshoe, denoted as πHS(β|τ)
(A12), lacks a tail-controlling mechanism, as illustrated in Corollary 2.2. This
poses a significant issue, particularly when estimating a very small value for
τ (e.g., τ = 0.001). Panels (c) and (d) in Figure 1 demonstrate a discrepancy
between the theoretical support R and the numerical support (−ε, ε), where
ε ≈ 0, of the density πHS(β|τ = 0.001) (1). When τ is extremely small, such as
τ = 10−10, the density πHS(β|τ = 10−10) numerically converges to the Dirac
delta function, potentially resulting in a collapsing behavior.

Analytic characteristics of the density for the random shrinkage coefficient κ
(16) are:

Proposition 4.3. Suppose λ ∼ GPD(τ, ξ), κ = 1/(1 + λ2) ∈ (0, 1), τ > 0 and
ξ > 1/2. Then:

(a) limκ→1− π(κ|τ, ξ) = ∞ and limκ→0+ π(κ|τ, ξ) = ∞.
(b) π(κ|τ = 1, ξ = 1) = {κ−1/2(1 − κ)−1/2}/[2 · {κ1/2 + (1 − κ)1/2}2].

The probability mass allocated to the small regions (1− ε, 1) and (0, ε), ε ≈ 0
under the density π(κ|τ, ξ) (16) are related to the shrinkage and the robustness,
respectively [13]. The infinite spikes of π(κ|τ, ξ) at k = 0 and k = 1 imply that
the GLT prior has the desired shrinkage property. The density π(κ|τ = 1, ξ = 1)
is not a standardly known distribution but resembles a horseshoe shape.

Figure 2 compares the densities of random shrinkage coefficient from the
Horseshoe and GLT prior, πHS(κ|τ) (refer to (A13) in Appendix) and π(κ|τ, ξ)
(16), with different values of τ and ξ. When τ = 1, the Panel (a) visualizes
horseshoe shapes for both densities πHS(κ|τ = 1) and π(κ|τ = 1, ξ). How-
ever, when τ = 0.001, the apparent difference is shown on Panel (e), where
πHS(κ|τ = 0.001) places essentially zero-mass on (0, ε), ε ≈ 0. This implies that
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Fig 2. Comparison between two densities of the random shrinkage coefficient (πHS(κ|τ) and
π(κ|τ, ξ)). The global-scale parameter τ is set to τ = 1 (Panels (a), (b), and (c)) and τ = 0.001
(Panels (d), (e), and (f)). The density πHS(κ|τ) is depicted in black, while the densities
π(κ|τ, ξ) are shown in red (ξ = 1), green (ξ = 1.5), blue (ξ = 2), and violet (ξ = 3),
respectively.

the robustness property of the Horseshoe can be deteriorated when τ is very
small. On the other hand, the GLT prior π(κ|τ = 0.001, ξ) still places a positive
mass on (0, ε), ε ≈ 0, and the mass increases as the ξ increases. This implies
that the robustness property of the GLT prior can be maintained even when τ
is very small, and is adjustable by controlling the ξ.

4.2. Propriety of the posterior of shape parameter

In this subsection, we examine the propriety of the posterior distribution of
the shape parameter ξ under the GLT formulation (11)–(14). This is important
because the shape parameter ξ is located the farthest from the response vector
within the hierarchy; hence, a violation of propriety may imply that the shape
parameter cannot be estimated properly. Here, we establish the proprieties of the
posterior distribution of ξ under two forms of the GLT prior: (a) the posterior
density π(ξ|y, β, τ, λ) under a univariate hierarchy and (b) the full conditional
posterior density π(ξ|−) = π(ξ|λ, τ) used in a Gibbs sampler.

Lemma 4.4. The following statements hold under the two formulations of the
GLT prior:

(a) Assume y|β ∼ N1(β, 1), β|λ ∼ N1(0, λ2), λ|τ, ξ ∼ GPD(τ, ξ), and τ |ξ ∼
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IG(1/ξ +1, 1). Let π(ξ) be any proper density of ξ supported on (1/2,∞),
i.e.,

∫∞
1/2 π(ξ)dξ = 1. Then π(ξ|y, β, τ, λ) is proper on (1/2,∞).

(b) Assume y ∼ Nn(Xβ, σ2In) (1) and β ∼ πGLT(β) (11)–(14). Then a
proportional part of the full conditional posterior for ξ is represented as:

π(ξ|−) = π(ξ|λ, τ) ∝ Vp(ξ) · log N1(ξ|μ, ρ2) · I(1/2,∞)(ξ), (17)

Vp(ξ) = πp/2

Γ(p/ξ + 1)

p∏
j=1

rj(ξ),

where {rj(ξ)}pj=1 = (τ + ξλj)−(1/ξ+1). The density π(ξ|−) is proper on
(1/2,∞). Here, V stands for volume.

Lemma 4.4 is proven in Subsection A.3.3 in Appendix. Interestingly, the likeli-
hood part of the full conditional posterior density π(ξ|−) (17) has a nice geomet-
ric interpretation: when ξ = 2, the value of Vp(2) of the density corresponds to
the volume of a p-dimensional ellipsoid with p radii {rj(2) = (τ+2λj)−(3/2)}pj=1.

4.3. Convergence properties of the GLT posterior

Suppose we observe y = {yi}ni=1, where yi = β0i + εi and εi ∼ N1(0, 1). Here,
β0 = (β01, . . . , β0n)� represents the true data generating parameter with sup-
port S = {k : β0k �= 0} and the number of signals |S| = q. Therefore, the sparsity
level (2) is given by s = q/n. The assumptions of the GLT prior are as follows:
βi|λi ∼ N1(0, λ2

i ) and λi ∼ GPD(τ, ξ) for i = 1, . . . , n, where 0 < τ < 1/2 and
1/2 < ξ. We denote the posterior mean E[β|y] as T (y) = (T (y1), . . . , T (yn))� =
(E[β1|y1], ...,E[βn|yn])� ∈ R

n, which is referred to as the ‘GLT estimator’. In
the following, we study the mean square error (MSE) of the GLT estimator and
the spread of the posterior distribution, similar to research of Horesehoe esti-
mator done by [69]. Eventually, we show that the optimal thresholding value is
rτ,ξ =

√
(2/ξ) log (1/τ).

First, we provide an upper bound on the MSE for the GLT estimator:

Theorem 4.5 (MSE for the GLT estimator). Suppose y ∼ Nn(β0, I). Then the
GLT estimator T (y) satisfies

Eβ0‖T (y) − β0‖2
2 � q

ξ
log 1

τ
+ (n− q)τ

1
ξ

√
log 1

τ
, (18)

for τ → 0, as n, q → ∞, and q = o(n).

Note that the choice of τ = (q/n)α and 1/2 < ξ < α, for any constant
α > 1/2, yields an upper bound (18) that is of the same order as the minimax
risk, q log(n/q) [21].

Next, we describe the spread of the GLT posterior distribution:
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Theorem 4.6 (Spread of the GLT posterior). Suppose y ∼ Nn(β0, I). Then,
the following relations hold for the variance of the posterior distribution corre-
sponding to the GLT prior. The total posterior variance satisfies

Eβ0

n∑
i=1

Var[βi | yi] �
q

ξ
log 1

τ
+ (n− q)τ

1
ξ

(
log 1

τ

)max{1/2,1−1/(2ξ)}
, (19)

for τ → 0, as n, q → ∞, and q = o(n).

The following theorem provides an upper bound on the rate of contraction
of the full posterior distribution around the true underlying mean vector:

Theorem 4.7 (Posterior contraction). Suppose y ∼ Nn(β0, I). Let τ = (q/n)α
and 1/2 < ξ < α, α > 1/2. Then, we have

Eβ0Π
(
‖β − β0‖2

2 ≥ Mnq log(n/q) | y
)
→ 0,

for every Mn → ∞, as n, q → ∞, and q = o(n).

The preceding theorem suggests that several choices of τ and ξ, such as
τ = (q/n)α and 1/2 < ξ < α for any α > 1/2, result in an upper bound of order
q log(n/q) on both the worst-case l2 risk and the rate of posterior contraction.
The proofs for these theorems are provided in Section A.4 of Appendix.

We conduct simulation experiments to investigate the alignment between
(a) the theoretically optimal values of ξ based on the aforementioned theorems
and (b) the posterior means ξ̂ = E[ξ|y] obtained through posterior computation,
under various sparse regimes. The theoretical values for ξ were derived to achieve
the near-minimax rate of q logn [71], and its analytic expression is given by ξ =
logn/(logn − log q) = − logn/ log s (possibly up to a multiplicative constant;
refer to the Appendix for the derivation).

Figure 3 presents the simulation results for sample sizes n = 100, 200, 300, 400,
and 500, while varying the sparsity level s (2) ranging from approximately 0.001
to 0.2. Panels (a) and (b) display the trends of the theoretical and empirical
values of ξ, respectively, across the range of ultra-sparse to moderate-sparse
regimes. Each point in Panel (b) represents the median of the posterior means
for ξ based on 50 replicated datasets. Both panels reveal a monotonically in-
creasing trend in ξ with respect to the sparsity level. These results suggest that
as the sparsity level s increases up to a certain constant (say, around 0.2 in this
simulation), a larger value of ξ leads to an optimal shrinkage effect on β.

Next, we present motivating examples in the next two sections to appreciate
the necessity of the varying tail rule compared to the fixed tail rule by contrast-
ing the performance and posterior behaviors of the GLT prior and the Horseshoe.
More simulation experiments with other shrinkage priors are contained in the
Supplementary Material [47].
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Fig 3. Comparisons between the optimal value ξ (up to a multiplicative constant) (Panel (a))
and the posterior mean ξ̂ = E[ξ|y] (Panel (b)) under sparse normal mean models. x-axis of
the panels represents the sparsity level s = q/n ranging from around 0.001 to 0.2.

5. Motivating example 1 – Prostate cancer data

5.1. Prostate cancer data

The prostate cancer data can be downloaded from the R package sda, as de-
tailed on page 272 of [25]. This dataset consists of a matrix X ∈ R

102×6033,
summarizing gene expression levels measured on microarrays from two classes.
The first 50 rows of X, denoted as X[1 : 50, ·] ∈ R50×6033, correspond to healthy
controls, while the remaining 52 rows, denoted as X[51 : 102, ·] ∈ R

52×6033,
correspond to cancer patients. Each column vector X[·, j] ∈ R

102 represents the
gene expression levels of the j-th gene, with j ranging from 1 to 6,033.

The main objective of this study is to identify a subset of q interesting genes
out of the total 6,033 genes whose expression levels exhibit differences between
the two groups [24]. These selected genes are then further investigated to ex-
plore any causal links to the development of prostate cancer. The sparsity level,
denoted as s = q/p (2), where p = 6,033, is unknown because it is real data.

We adopt the data transformation method proposed by [23]. The primary
aim of this transformation is to indirectly address the challenge of multiple
hypothesis testing [6, 7] by estimating coefficients within a sparse normal mean
model [10]:

yj = βj + σεj , ε ∼ N1(0, 1), j = 1, . . . , p, (p = 6, 033 genes), (20)

where σ is unknown.
The responses {yj}p=6,033

j=1 are acquired as follows. First, for each j = 1, . . . ,
6, 033, obtain t-test statistics tj through a two-sample t-test statistic with 100
degrees of freedom based on the j-th vector X[·, j] ∈ R

102. Second, convert
the acquired t-test statistics to z-test statistics using quantile transformation
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Fig 4. Histogram of z-values {yj}6033
j=1 obtained from prostate cancer data (Panel (a)) and

the Q-Q plot (Panel (b)).

yj = Φ−1(F100 d.f.(tj)), where Φ(·) and F100 d.f.(·) are distribution functions
of N1(0, 1) and t100, respectively; refer to Section 2.1 of [24]. The histogram
of {yj}p=6,033

j=1 along with the standard normal density and its Q-Q plot are
displayed in Panel (a) and (b) in the Figure 4, respectively.

Denote H0j as the null hypothesis that posits no difference in the gene expres-
sion levels for the j-th gene between the healthy controls and cancer patients. If
the global null hypothesis ∩6033

j=1 H0j is true, the histogram of {yj}p=6,033
j=1 should

mimic a standard normal density closely. The presence of outliers is evident
from the panels. Those outliers may correspond to interesting genes (cancerous
genes) that reject the null hypotheses [23].

5.2. Prostate cancer data analysis via the Horseshoe

In this example, we compare the performance of the Horseshoe prior (5)–(6)
and the GLT prior (11)–(14) as sparse-inducing priors for the coefficients in the
sparse normal mean model (20), as the number of genes considered increases. For
this purpose, we construct seven prostate datasets denoted as P1 = {yj}p=50

j=1 ,
P2 = {yj}p=100

j=1 , P3 = {yj}p=200
j=1 , P4 = {yj}p=500

j=1 , P5 = {yj}p=1000
j=1 , P6 =

{yj}p=3000
j=1 , and P7 = {yj}p=6033

j=1 . Thus, we have the subset inclusions P1 ⊂
P2 ⊂ P3 ⊂ P4 ⊂ P5 ⊂ P6 ⊂ P7, where P7 represents the full dataset of 6,033
genes. Here, P stands for prostate.

We present the posterior inference results by plotting ordered pairs {(yj ,
β̂j)}pj=1, where β̂j represents the posterior mean of βj for the j-th gene. If
the (tail) robustness property holds, we expect to observe a reversed-S-shaped
curve formed by the pairs {(yj , β̂j)}pj=1 in each dataset [69, 23]. The robustness
property is discussed in more detail in Section 2 of [13]. The reversed-S-shaped
curve, as seen in Panel (a) of Figure 5, is formed due to (i) β̂j ≈ 0, corresponding
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Fig 5. An idealistic reversed-S-shape curve (Panel (a)) is formed by pairs {(yj , β̂j)}pj=1 when
the Horseshoe estimator achieves the robustness property. The posterior inference results
(Panel (b)) are obtained using the Horseshoe prior on the seven datasets Pl (l = 1, . . . , 7).
The dotted line represents y = x. The posterior means of τ for the four datasets are 0.158
(P1) and 0.018 (P2), and numerically zero for Pl (l = 3, . . . , 7).

to a noise coefficient, (ii) β̂j ≈ yj , corresponding to a signal coefficient, and (iii)
the continuous nature of a one-group Gaussian mixture prior.

Throughout the paper, we implement the Horseshoe (5)–(6) via the R func-
tion Horseshoe within the R package horseshoe. More specifically, given a re-
sponse vector y = (y1, . . . , yp)� ∈ R

p formulated from one of the seven prostate
cancer dataset, we use horseshoe(y=y, X=X, method.tau=”halfCauchy”,
method.sigma=”Jeffreys”, burn=10000, nmc=10000, thin=100) where y
= y and X = Ip, to produce 100 thinned realizations from the posterior distri-
bution π(β|y) via MCMC [1, 65].

The ordered pairs {(yj , β̂j)}pj=1 based on the seven datasets Pl (l = 1, . . . , 7)
are overlaid on Panel (b) of Figure 5. The results suggest that the robust-
ness property is observed only when p = 50, and the property disappears as
p increases. For p ≥ 200, the posterior mean becomes numerically zero, i.e.,
β̂ = (β̂1, . . . , β̂p)� ≈ 0 = (0, . . . , 0)� ∈ R

p. Therefore, the plotted dots essen-
tially form the set {(yj , 0)}pj=1, exhibiting the collapsing behavior.

In general, it should be noted that the ordinary estimates for the βj ’s in the
normal mean model (20) are yj , while Bayesian estimates are typically biased,
as they are influenced by prior information on the βj [49]. However, what we
observed in this study is an unusually strong shrinkage towards the prior mean.

5.3. Prostate cancer data analysis via the GLT prior

The posterior inference results obtained using the GLT prior (11)–(14) are pre-
sented in Figure 6. Panel (a) and (b) display the pairs {(yj , β̂j)}pj=1 based on
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Fig 6. Posterior inference results obtained by the GLT prior applied seven prostate can-
cer datasets Pl, l = 1, . . . , 7. Posterior means of (τ, ξ) corresponding to the seven datasets
are (0.0303, 1.620) (P1), (0.0154, 1.662) (P2), (0.0090, 1.789) (P3), (0.0037, 1.905) (P4),
(0.0019, 1.991) (P5), (0.0013, 2.760) (P6), and (0.0013, 3.636) (P7), respectively.

the four datasets Pl (l = 1, 2, 3, 4) and the three datasets Pl (l = 5, 6, 7), respec-
tively. It is observed that the desirable reversed-S-shape curves are manifested
in all datasets, indicating that the robustness property holds regardless of the
number of genes used. It should be noted that neither the Horseshoe nor the
GLT prior requires any tuning procedure, ensuring a fair comparison of their
performances.

Posterior means of the shape parameter ξ for the seven datasets are as follows:
1.620 (P1), 1.662 (P2), 1.789 (P3), 1.905 (P4), 1.991 (P5), 2.760 (P6), and 3.636
(P7). These results indicate that the posterior tail-thickness gets heavier as the
number of genes considered p increases to accommodate a growing number of
interesting genes, denoted as q, which is unknown.

In the application using full data (P7) with 6033 genes, we expect there to
be two clusters of absolute values of βj ’s, with one cluster concentrated closely
near zero corresponding to genes that are effectively not differentially expressed
(i.e., noise coefficients) and another away from zero corresponding to interesting
genes for further study (i.e., signal coefficients). As a simple approach for post-
processing variable selection, we use 2-mean variable selection [48], where the
clusters of |βj |’s at each MCMC iteration are identified using k-means with
k = 2. For each iteration, the number of nonzero signals is then estimated by
the smaller cluster size out of the two clusters. A final estimate (M) of the
number of nonzero signals is obtained by taking the mode over all the MCMC
iterations. The M largest (in absolute magnitude) entries of the posterior median
are identified as the nonzero signals. Using the above selection scheme, the
GLT prior declared 184 genes as nonnull, with the most interesting gene (in
absolute magnitude) indexed as 610. (This gene 610 was also identified as the
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most interesting gene by Efron; see Table 11.2 [24].) The Horseshoe estimator
has been collapsed when applied to the full data (as observed in Panel (b) in
Figure 5); hence, no gene was selected, which was similarly identified by [9]
where the authors found that the Horseshoe is overly conservative, even more
conservative than the classical Bonferroni correction.

6. Motivating example 2 – Simulation study with varied sparsity
level

6.1. Artificial high-dimensional data generator

In this subsection, we illustrate the generating process of high-dimensional data
(y,X) ∈ R

n × R
n×p from the true data-generating distribution p(y,X), where

the data are from the high-dimensional regression (1) given a simulation envi-
ronment (n, p, q, �,SNR):

(y,X) ∼ p(y,X) = Nn(y|Xβ0, σ
2
0In) ·

n∏
i=1

Np(x�
i |0,Υ(�)), (21)

Υ(�) = �Jp + (1 − �)Ip.

Here, the vector β0 = (β0,1, . . . , β0,q, β0,q+1, . . . , β0,p)� ∈ R
p represents the true

coefficient vector. It consists of q unit signals, where β0,1 = · · · = β0,q = 1
for the first q coefficients, and p − q noise coefficients, where β0,q+1 = · · · =
β0,p = 0, for the remaining coefficients. Sparsity level (2) is then s = q/p.
The matrices I and J in (21) indicate an identity matrix and a matrix whose
elements are ones, respectively. The signal-to-noise ratio (SNR) is defined by
SNR = var(Xβ0)/var(σ0ε). The value � is a number associated with column-
wise correlations in the design matrix X.

After specifying a simulation environment (n, p, q, �,SNR), we take the fol-
lowing three steps to generate high-dimensional data (y,X):

(i) Generate a matrix X ∈ R
n×p, where each row vector xi ∈ R

p is indepen-
dently sampled from Np(0,Υ(�)). Next, center the matrix X column-wise
so that each column vector X[·, j] ∈ Rn (j = 1, . . . , p) has zero mean. After
that, normalize each column vector to have a unit Euclidean l2-norm.

(ii) Generate an n-dimensional Gaussian error ε ∼ Nn(0, In).
(iii) Add the mean part Xβ0 and the error part σ0ε to create the response

vector y = Xβ0+σ0ε, where σ2
0 = var(Xβ0)/(SNR·var(ε)), with var(z) =∑n

i=1(zi − z̄)2/(n− 1) for z ∈ R
n.

We use these steps in the next subsections to explore the posterior behavior of
the Horseshoe and GLT prior and conduct simulation experiments in Section 7.

6.2. The Horseshoe under varied sparsity level

To investigate the behavior of the Horseshoe (5)–(6) as the sparsity level s =
q/p (2) increases, we generate four high-dimensional datasets denoted as Al =
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Fig 7. The results of posterior inference using the Horseshoe under varying sparsity levels: A1
(s = 0.004, first column), A2 (s = 0.01, second column), A3 (s = 0.016, third column), and
A4 (s = 0.026, fourth column). In panels, the posterior inference corresponding to signals
and noises is colored in blue and red, respectively, while the ground truth β0 is colored in
green. The posterior means of τ for the four datasets are 1.41 · 10−6 (A1), 0.05 (A2), 0.13
(A3), and 6.53 · 10−15 (A4), respectively.

(y,X) ∈ R
n ×R

n×p, l = 1, 2, 3, 4. These datasets correspond to four simulation
environments with n = 100, p = 500, � = 0, and SNR = 5, where only the
number of true signals varies, i.e., q = 2, 5, 8, 13. The corresponding sparsity
levels of the datasets are 0.004 (A1), 0.01 (A2), 0.016 (A3), and 0.026 (A4),
respectively.

The results of posterior inference are displayed in Figure 7. The panels are
arranged in a way that the sparsity level increases from left to right. The first,
second, and third rows of panels in Figure 7 show the 95% credible intervals for
{βj}pj=1, {λj}pj=1, and the posterior correlations {cor(λj , τ |y)}pj=1, respectively.
For ease of visualization, only the results corresponding to the first 25 coeffi-
cients of β are displayed. The coefficients corresponding to signals and noises are
colored blue and red, respectively, while the true coefficient vector β0 is colored
green.

The results show that the Horseshoe works reasonably well on the ultra-sparse
datasets A1, A2, and A3, but exhibits collapsing behavior on the moderately
sparse dataset A4. The posterior means of τ corresponding to the datasets are
1.41 ·10−6 (A1), 0.05 (A2), 0.13 (A3), and 6.53 ·10−15 (A4), respectively. Hence,
the posterior mean of τ gradually increases as the sparsity level increases, and
after reaching a certain threshold, it suddenly drops to a very small number,
virtually zero.

The key to understanding how the Horseshoe detects signals lies in the re-
lationship between the local scale parameters {λj}pj=1 and the global scale pa-
rameter τ . It is important to note that τ is associated with the sparsity level



Tail-adaptive Bayesian shrinkage 4687

[63] and is expected to be large when there are relatively many signals present.
The panels on the third row of Figure 7 indicate the weak negative posterior
correlation between λj and τ , denoted as cor(λj , τ |y), for each j = 1, . . . , p. As
observed in the panels on the first and third rows of Figure 7, the selected signals
among the p coefficients {βj}pj=1, denoted as {βj}j∈Q with Q ⊂ P = {1, . . . , p},
are those for which the corresponding posterior correlations {cor(λj , τ |y)}j∈Q
exhibit even stronger negative values compared to the negative correlations
{cor(λj , τ |y)}j∈P−Q of the remaining coefficients {βj}j∈P−Q. To see this, note
that, for the datasets A1 (the first column), A2 (the second column), and A3
(the third column), the signal coefficients colored as blue dots in the panels are
well detected, and the corresponding correlation values are visually distinguish-
able from the correlations corresponding to the noise coefficients colored as red
dots. On the other hand, if there are no distinguishable differences among the
correlation values {cor(λj , τ |y)}j∈P as observed in the dataset A4, the signal
detection mechanism of the Horseshoe may be lost, potentially leading to the
collapsing behavior as observed in the panel of the fourth column.

As briefly discussed in the Introduction, the collapsing behavior of the Horse-
shoe estimator has been highlighted by several authors, but it has not received
significant attention in the literature. One recent discussion involves the po-
tential collapse of the empirical Bayes estimator of the Horseshoe, specifically
the marginal maximum-likelihood estimator for the global-scale parameter τ ,
when the sparsity level s (2) is very small [72, 75]. It is important to note that
our research focuses on the collapsing behavior of the fully Bayesian Horseshoe
estimator, where τ is distributed according to C+(0, 1), under the moderately
sparse regime. Therefore, we address different problems.

6.3. The GLT prior under varied sparsity level

We applied the GLT prior (11)–(14) to the same four datasets Al (l = 1, 2, 3, 4)
used in the previous subsection. The results of posterior inference are displayed
in Figure 8. Here, the posterior correlation between each local-scale parameter
λj and the shape parameter ξ (i.e., {cor(λj , ξ|y)}pj=1) is additionally plotted in
the panels on the fourth row. It is worth noting that the GLT prior can success-
fully detect signals in the moderately sparse dataset A4, where the Horseshoe
collapsed. Extensive numerical experiments are conducted in Section 7, demon-
strating that the GLT prior performs well across diverse sparse regimes.

The posterior means of the shape parameter ξ for the four datasets are 2.010
(A1), 2.134 (A2), 2.235 (A3), and 2.347 (A4), respectively. The monotonicity
suggests that the tail of the GLT prior adapts to the sparsity level, a posteriori,
demonstrating the tail-adaptive shrinkage property.

We describe the signal detection mechanism of the GLT prior (11)–(14). The
GLT prior perceives the signal detection problem as the mirror image of the
extreme value identification problem [73, 63]. Under the formulation of the GLT
prior, a selected (signal) coefficient βj is one whose corresponding local-scale
parameter λj is an extreme value potentially located in the tail part of the local-
scale density f(x|τ, ξ) = GPD(x|τ, ξ) (12). Following conventional distributional
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Fig 8. The results of posterior inference obtained using the GLT prior for the same datasets
used in Figure 7: A1 (first column), A2 (second column), A3 (third column), and A4 (fourth
column). The posterior means of (τ, ξ) corresponding to the four datasets are (0.003, 2.010)
(A1), (0.004, 2.134) (A2), (0.004, 2.235) (A3), and (0.004, 2.347) (A4), respectively.

theory, the global-scale parameter τ scales the local-scale density f , while the
shape parameter ξ controls the heaviness of the tail of f .

The signal detection mechanism of the GLT prior is thus different from that
of the Horseshoe. The former relies more on distribution theory and extreme
value theory underlying the local-scale distribution, while the latter resorts to
the competing nature between the local-scale parameter and the global-scale
parameter, as described in Subsection 6.2. As observed from the panels on the
third and fourth rows of Figure 8, the estimates of τ and ξ are nearly independent
of the estimates of {λj}pj=1, a posteriori. This contrasts with the panels on
the third row of Figure 7, where negative correlations are prevalent across all
coefficients, and the selected signals are those with more distinguishable negative
correlations.

Before proceeding to extensive simulation experiments, we explore the tail-
adaptive shrinkage property of the GLT prior by examining the posterior distri-
bution of the shape parameter ξ. This examination is based on seven prostate
cancer datasets Pl (l = 1, . . . , 7) discussed in Subsection 5.3 and four high-
dimensional simulated datasets Al (l = 1, . . . , 4) discussed in the current sub-
section. Although the former uses a sparse normal mean model and the lat-
ter a high-dimensional regression model, both require sparse estimation robust
against diverse sparsity regimes [10]. Figure 9 illustrates the posterior distri-
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Fig 9. Posterior distribution of the shape parameter ξ obtained using the GLT prior for the
seven prostate cancer datasets Pl (l = 1, . . . , 7) (Panel (a)) and the four high-dimensional
simulated datasets Al (l = 1, . . . , 4) (Panel (b)). For the prostate cancer data example, the
posterior means of ξ are 1.620 (P1) < 1.662 (P2) < 1.789 (P3) < 1.905 (P4) < 1.991 (P5)
< 2.760 (P6) < 3.636 (P7). For the simulated data example, the posterior means of ξ are
2.010 (A1) < 2.134 (A2) < 2.235 (A3) < 2.347 (A4).

bution of ξ (Panel (a) for the prostate cancer datasets and Panel (b) for the
simulated datasets). Panel (b) shows that as the sparsity level increases from
0.004 to 0.026, the posterior distribution gradually shifts from left to right to
accommodate a greater number of signals. In other words, the tail-heaviness
of the local-scale density (8) is adaptive to the sparsity level, a posteriori. The
sparsity level of the prostate cancer datasets is unknown as it is real data, but
it can be inferred that as more genes are considered, the sparsity level may in-
crease. Panel (a) demonstrates that the posterior distribution shifts from left to
right to accommodate a greater number of interesting genes, similar to what is
observed in Panel (b). This behavior contrasts with the Horseshoe, where the
tail behavior is pre-fixed (as proven in Proposition 2.2).

7. Simulations

7.1. Outline

In Subsection 6.1, we illustrated the process of generating high-dimensional
dataset (y,X) ∈ R

n × R
n×p from high-dimensional regression (1) under a

given simulation environment (n, p, q, �,SNR). Recall that, we assumed a true
coefficient vector to be β0 = (β0,1, . . . , β0,q, β0,q+1, . . . , β0,p)� ∈ Rp, where
β0,1 = · · · = β0,q = 1 and β0,q+1 = · · · = β0,p = 0. In this section, we conduct
extensive numerical experiment to compare the performances of the Horseshoe
(5)–(6) and the GLT prior (11)–(14) under three different scenarios. We set the
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default environmental values as (n, p) ∈ {(100, 500), (200, 1000), (300, 1500)},
s = q/p = 0.02, SNR = 5, and � = 0. Then, we separately consider the follow-
ing three scenarios by varying one environmental value while keeping the others
fixed;

Scenario 1 : varied sparsity level s = q/p from 0.0001 to 0.1,
Scenario 2 : varied � from 0 to 0.8,
Scenario 3 : varied SNR from 2 to 10.

In general, most variable selection methods are ideally designed to work well
when the sparsity level and the degree of co-linearity are small (i.e., small values
for s and �), while the SNR is relatively large. The key to robust estimation is
that, even in opposite situations where s and � are relatively large and SNR is
small (resulting in nearly ill-posed high-dimensional data and potential contam-
ination by noise or co-linearity between predictors), variable selection methods
should still provide reasonable estimation accuracy.

Regarding performance metrics, we report the medians of the mean squared
error (MSE), and MSEs separately for the signal and noise coefficients, measured
from 100 replicated datasets. Let β̂ = (β̂1, . . . , β̂p)� ∈ R

p denote the posterior
mean obtained using either the Horseshoe or the GLT prior. The MSE, MSE
for signals and noises are defined as follows:

MSE = 1
p

p∑
j=1

(β̂j−β0,j)2, MSES = 1
q

q∑
j=1

(β̂j−1)2, MSEN = 1
p− q

p∑
j=q+1

(β̂j)2.

The MSE measures the overall accuracy of estimation for the coefficients
induced by a prior, where a lower value indicates better accuracy. The MSE
can be dissected into two components: (1) MSE for the signal part (MSES),
which measures signal recovery ability, and (2) MSE for the noise parts (MSEN),
which measures noise shrinking ability. It is important to emphasize that if the
estimate collapses (β̂j ≈ 0 for all j), then MSES and MSEN will be close to 1
and 0, respectively.

7.2. Scenario 1: varied sparsity level s = q/p

Figure 10 presents the medians of MSE, MSES, and MSEN under Scenario 1.
The top, middle, and bottom panels correspond to the simulation results with
(n, p) = (100, 500), (n, p) = (200, 1000), and (n, p) = (300, 1500), respectively.
Specifically, the top panels corresponds to the setting (n = 100, p = 500, q,
� = 0, SNR = 5) with the number of signals (q) taking values from the set
{1, 6, 12, 17, 23, 28, 34, 39, 45, 50}. Similarly, the middle panels corresponds to
(n = 200, p = 1000, q, � = 0, SNR = 5) with q ranging from {1, 12, 23, 34, 45, 56,
67, 78, 89, 100}. The bottom panels corresponds to (n = 200, p = 1000, q, � = 0,
SNR = 5) with q ranging from {1, 17, 34, 51, 67, 84, 101, 117, 134, 150}. That
way, sparsity level s = q/p varies from 0.0001 to 0.1.

Observing the results from Panels (a), (d), and (g), we find that both the
Horseshoe and GLT prior yield excellent performance under the ultra-sparse
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Fig 10. The medians of MSE, MSES, and MSEN from 100 replications across varied sparsity
level s from 0.0001 to 0.1: (n, p) = (100, 500) (top panels), (n, p) = (200, 1000) (middle
panels), and (n, p) = (300, 1500) (bottom panels). Results obtained using the GLT prior and
Horseshoe are indicated by a black circle dot (•) and blue triangle dot (�). The red dotted
horizontal line represents zero.

regime and up to a sparsity level of approximately s = 0.022, regardless of
the sample size n and number of predictors p. However, beyond this point, the
values of MSE between the two priors suddenly diverge, and the MSE of the
Horseshoe estimator stays above the MSE of the GLT estimator, indicating the
superior performance of the GLT prior over the Horseshoe under a moderate
sparse regime. This sudden gap is mainly due to the sharp underestimation of
the global-scale parameter of the Horseshoe, causing the collapsing behavior
of the Horseshoe estimator, as exemplified in Subsection 6.2. See Panels (c),
(f), and (i), where the value of MSEN for Horseshoe beyond the sparsity level
s = 0.03 is virtually zero. Overall, the simulation experiments demonstrate that
the GLT prior provides more robust estimation across a wide range of sparsity
levels than the Horseshoe, indicating the superiority of the varying tail rule over
the fixed tail rule in the variable selection problem.

7.3. Scenario 2: varied �

Figure 11 displays the medians of MSE, MSES, and MSEN under Scenario 2. The
top, middle, and bottom panels correspond to simulation results with (n, p) =
(100, 500), (n, p) = (200, 1000), and (n, p) = (300, 1500), where the number of
true predictors is q = 10, 20, and 30, respectively.
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Fig 11. The medians of MSE, MSES, and MSEN from 100 replications across different values
of 	 from 0 to 0.8: (n, p) = (100, 500) (top panels), (n, p) = (200, 1000) (middle panels), and
(n, p) = (300, 1500) (bottom panels).

Observing the results from Panels (a), (d), and (g), we find that both the
Horseshoe and GLT prior perform well when � is very small. However, as � in-
creases, MSE also increases. This is expected because introducing multicollinear-
ity in linear regression leads to increased standard errors, resulting in less precise
estimation of coefficients. In this simulation, it is notable that the increase in
MSE of the Horseshoe estimator becomes particularly dramatic beyond a cer-
tain point—approximately � = 0.711 for (n, p) = (100, 500), � = 0.533 for
(n, p) = (200, 1000), and � = 0.444 for (n, p) = (300, 1500). This indicates
that the Horseshoe estimator becomes more vulnerable to multicollinearity as
the number of predictors p increases. In contrast, the increase in MSE of the
GLT estimator remains relatively stable across different values of �. Overall, the
simulation experiments demonstrate that the GLT prior provides more robust
estimation across a wide range of degrees of multicollinearity compared to the
Horseshoe.

7.4. Scenario 3: varied signal-to-noise ratio

Figure 12 presents the medians of MSE, MSES, and MSEN under Scenario 3.
The top, middle, and bottom panels correspond to simulation results with
(n, p) = (100, 500), (n, p) = (200, 1000), and (n, p) = (300, 1500), where the
number of true predictors is q = 10, 20, and 30, respectively. In Panels (a),
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Fig 12. The medians of MSE, MSES, and MSEN from 100 replications across different values
of SNR from 2 to 10: (n, p) = (100, 500) (top panels), (n, p) = (200, 1000) (middle panels),
and (n, p) = (300, 1500) (bottom panels).

(d), and (g), it is observed that the MLE values of both the Horseshoe and
GLT prior decrease as SNR increases. This is expected because a higher value
of SNR leads to less contamination attributed to the error perturbation term
(i.e., ε), making signal detection more trivial. Notably, when SNR < 4, the gap
between the MSE values of the Horseshoe estimator and the GLT estimator is
significant, indicating that the Horseshoe estimator is more vulnerable to a low
SNR situation than the GLT estimator. Observing Panels (c), (f), and (i), this
vulnerability is due to the collapsing behavior of the Horseshoe estimator when
SNR is extremely small. Overall, the simulation experiments demonstrate that
the GLT prior outperforms the Horseshoe across different values of SNR and
provides more robust estimation, even when SNR is quite small.

In summary, simulation experiments under Scenarios 1, 2, and 3 indicate that
the tail-adaptive shrinkage property of the GLT prior provides robust estimation
under moderate sparsity, higher collinearity in the design matrix, and low signal-
to-noise cases, where the Horseshoe estimator may be sub-optimal.

8. Discussion

In this paper, we proposed a new framework of shrinkage priors called global-
local-tail shrinkage priors, which is an extension of global-local shrinkage priors,
for high-dimensional regression problems. The main objective of using global-
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local-tail shrinkage priors is to provide robust Bayesian inference across diverse
sparsity regimes, ranging from ultra-sparse to moderately-sparse situations. This
is in contrast to the Horseshoe or other global-local shrinkage priors, which are
primarily designed to yield meaningful inference results in ultra-sparse regimes.
Simulation results from Section 7 show that the advantage of using global-local-
tail shrinkage priors can be further extended to problems where multicollinear-
ity is present and the signal-to-noise ratio is small, situations where existing
global-local shrinkage priors may not work well due to the fixed tail behavior.
The optimal convergence properties of the GLT posterior emphasize the signif-
icant role of the shape parameter ξ in sparse estimation across various sparsity
regimes. This finding is further supported by real gene expression analysis and
simulation studies.

We emphasize that delicate care is required to estimate the shape parameter
within the global-local-tail shrinkage framework, which we regard as one of the
salient contributions of the paper. For the GLT prior, we propose an algorithm
that combines the elliptical slice sampler [56] with the Hill estimator [37] from
extreme value theory, eliminating the need for tuning any hyperparameters. This
automatic tuning enables adaptive learning of the shape parameter ξ according
to the unknown sparsity level. The Supplementary Material includes further
exploration of the performance of the GLT prior compared to other shrinkage
priors, as well as its application to real gene expression data analysis and curve
fitting studies.

Appendix

Appendix A.1: Posterior computation

A.1.1. Gibbs sampler

Current Section provides a full description for posterior computation to imple-
ment a MCMC sampling algorithm to apply the GLT prior under the sparse
high-dimensional linear regression. Consider y = Xβ + σε, ε ∼ Nn(0, In) (1),
σ2 ∼ π(σ2) ∝ 1/σ2, and β ∼ πGLT(β) (11)–(14). Let Ω = (β, σ2,λ, τ, ξ) ∈
R

p×(0,∞)×(0,∞)p×(0,∞)×(1/2,∞) denote all the latent random variables.
Our purpose is then to sample from the full joint posterior distribution, π(Ω|y),
which is proportional to

Nn(y|Xβ, σ2In)Np(β|0, σ2Λ)π(σ2)
{ p∏

j=1
π(λj |τ, ξ)

}
π(τ, ξ)

∝ Nn(y|Xβ, σ2In)Np(β|0, σ2Λ)π(σ2)
{ p∏

j=1
GPD(λj |τ, ξ)

}
IG(τ |p/ξ + 1, 1) log N (ξ|μ, ρ2)I(1/2,∞)(ξ), Λ = diag(λ2

1, . . . , λ
2
p) ∈ R

p×p.
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Note that the μ ∈ R and ρ2 > 0 are hyper-parameters, which typically
requires an expert-tuning. In Subsection A.1.4, we provide an automated hyper-
parameter turning algorithm to obviate such tuning.

Since the full joint posterior distribution π(Ω|y) is not in a closed form, we
develop a Gibbs sampler [14, 45] to sample from the joint density. A single cycle
of the Gibbs sampling algorithm comprises the following Step 1–Step 5 .

Step 1. Sample β from conditional posterior

π(β|−) ∼ Np(ΣX�y, σ2Σ), Σ = (X�X + Λ−1)−1 ∈ R
p×p.

Step 2. Sample σ2 from conditional posterior

π(σ2|−) ∼ IG
(
n + p

2 ,
‖y − Xβ‖2

2 + β�Λ−1β

2

)
.

Step 3. Update λj , j = 1, . . . , p, independently using slice sampler [57] within
the Gibbs sampler. Proportional part of full conditional posterior is

π(λj |−) ∝ 1
λj

exp
(
−

β2
j

2σ2λ2
j

)
·
(

1 + ξλj

τ

)−(1/ξ+1)

. (A1)

Step 4. Update τ using slice sampler [57] within the Gibbs sampler. Propor-
tional part of full conditional posterior is

π(τ |−) ∝ τ−2 exp(−1/τ) ·
p∏

j=1
(τ + ξλj)−(1/ξ+1). (A2)

Step 5. Update ξ using elliptical slice sampler [56] after variable change η =
log ξ within the Gibbs sampler. Proportional part of full conditional
posterior is

π(ξ|−) ∝ Vp(ξ) · log N1(ξ|μ, ρ2) · I(1/2,∞)(ξ), (A3)

where Vp(ξ) = {Γ(p/ξ + 1)}−1πp/2 ∏p
j=1 rj(ξ)

with rj(ξ) = (τ + ξλj)−(1/ξ+1), j = 1, . . . , p.

A.1.2. Slice sampler implementation in Step 3 and Step 4

Slice sampler [57] is a popular technique to adapt the step-size of a MCMC
algorithm and is based on the local property of the target density. The basic
idea underlying the slice sampler is parameter expansion which involves inten-
tional introduction of auxiliary variables [19]. Finding an appropriate parameter
expansion depends on specific functional form of the target density.

Let j ∈ {1, . . . , p}. To implement the slice sampler in the Step 3 (A1), first
use change of variable, γj = λ2

j , to get

π(γj |−) ∝ γ−1
j exp (−mj/γj) · (τ + ξ

√
γj)−(1/ξ+1)

= γ−1
j exp (−mj/γj) · (

√
γj)−(1/ξ+1)(√γj)(1/ξ+1) · (τ + ξ

√
γj)−(1/ξ+1)
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= γ
−(1/ξ+1)/2−1
j exp (−mj/γj) · (ξ + τ · γ−1/2

j )−(1/ξ+1)

∝ IG{γj |(1/ξ + 1)/2,mj} · g(γj), (A4)

where mj = β2
j /(2σ2) and g(γj) = (ξ+τ ·γ−1/2

j )−(1/ξ+1). Note that the function
uj = g(γj) is increasing on (0,∞), and its inverse function is γj = g−1(uj) =
[τ/{u−(ξ/(1+ξ))

j − ξ}]2. Now, consider a density, π(γj , uj |−) ∝ IG{γj |(1/ξ +
1)/2,mj} · I(0,g(γj))(uj). Then we can show that

∫
π(γj , uj |−)duj = π(γj |−),

which means that π(γj , uj |−) is a valid parameter expansion of (A4). Actual
sampling is executed on π(γj , uj |−) using the Gibbs sampler: (i) uj |γj ,− ∼
π(uj |γj ,−) = U(0, g(γj)) and (ii) γj |uj ,− ∼ π(γj |uj ,−) = IG{γj |(1/ξ + 1)/2,
mj} · I(g−1(uj),∞)(γj). After the Gibbs sampling, transform back to λj = √

γj .
To implement the slice sampler in the Step 4, note from (A2):

π(τ |−) ∝ IG(τ |1, 1) ·
p∏

j=1
gj(τ), (A5)

where gj(τ) = (τ + ξλj)−(1/ξ+1), j = 1, . . . , p. Note that p-functions vj = gj(τ),
j = 1, . . . , p, are decreasing on (0,∞), and their inverse functions are τ =
g−1
j (vj) = v

−(ξ/(1+ξ))
j − ξλj , j = 1, . . . , p. Now, consider a density: π(τ, v1, . . . ,

vp|−) ∝ IG(τ |1, 1) ·
∏p

j=1 I(0,gj(τ))(vj).
Then we have

∫
· · ·

∫
π(τ, v1, . . . , vp|−)dv1 · · · dvp = π(τ |−) and hence

π(τ, v1, . . . , vp|−) is a valid parameter expansion of (A5). Actual sampling is
executed on π(τ, v1, . . . , vp|−) using the Gibbs sampler:

vj |τ, v−j ,− ∼ π(vj |τ, v−j ,−) = U(0, gj(τ)), (j = 1, . . . , p), (A6)
τ |v1, . . . , vp,− ∼ IG(τ |1, 1) · I(0,min{g−1

1 (v1),...,g−1
p (vp)})(τ),

where in (A6), v−j represents the collection of {vj}pj=1 except for vj . Note also
that each full conditional posterior distribution π(vj |τ, v−j ,−), j = 1, . . . , p,
does not depend on v−j , i.e., π(vj |τ, v−j ,−) = π(vj |τ,−) and hence it is possible
to parallelize the update of {vj}pj=1.

A.1.3. Summary of the Hill estimator

We briefly explain the Hill estimator which plays a central role in hyper-param-
eter specification of the μ. For notational coherence, we use the Greek letter
λ to describe a random quantity. Suppose that λ = (λ1, . . . , λp)� ∈ (0,∞)p
is p-dimensional random variables from a strongly stationary process whose
marginal distribution is F such that its tail distribution is regularly varying
with the tail-index 1/ξ with ξ > 0 (hence, the corresponding shape parameter
is ξ). By the Karamata’s characterization theorem [43], the tail distribution
(survival function) is described as F̄ (λ) = 1 − F (λ) = L(λ) · λ−1/ξ for some
ξ > 0 where L is a slowly varying function [64, 22]. Denote its order statistics
with λ(1) ≥ · · · ≥ λ(p).
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The Hill estimator [37] is a well-known estimator of shape parameter ξ prin-
cipled on the peaks-over-threshold methods. Hill estimator is obtained from the
k upper order statistics:

ξ̂k(λ) = 1
k − 1

k−1∑
j=1

log
(
λ(j)

λ(k)

)
, for 2 ≤ k ≤ p. (A7)

It is known that the Hill estimator (A7) is a consistent estimator for ξ, i.e.,
ξ̂k(λ) → ξ in probability, if p → ∞, k → ∞, and k/p → 0 [64, 22, 27]. Empir-
ically it is known that the Hill estimator may work effectively when F is of a
Pareto type [22, 44]. (See Fig 1 in [22].)

Suppose we have p number of observations λ = (λ1, . . . , λp)�, possibly gen-
erated from the aforementioned heavy distribution F . In practice, the Hill es-
timator is used as follows. First, calculate the estimator ξ̂k(λ) at each integer
k ∈ {2, . . . , p}, and then plot the ordered pairs {(k, ξ̂k(λ))}pk=2: the resulting
plot is called the Hill plot (See the Figure 6.4.3 of [27]). Then, select value(s)
from the set of Hill estimators {ξ̂k(λ)}pk=2 which are stable (roughly constant)
with respect to k: then, such stable value(s) are regarded as reasonable esti-
mate(s) for the shape parameter ξ [22]. Typically, the Hill plot may display
high variability when k is close to 2 or p. As a practical remedy, one may dis-
regard the first or last few of the estimates: the values ξ̂k(λ) that are evaluated
at integers k ∈ {kL, . . . , kU}, 2 < kL < kU < p, are considered to be monitored
where the integers kL and kU are designated by user.

A.1.4. Hyper-parameter specification of μ and ρ2

Suppose we are at the Step 5 of the s-th iteration of the Gibbs sampler de-
scribed in Subsection A.1.1. At this moment, we have already acquired posterior
realizations, λ(s+1) = (λ(s+1)

1 , . . . , λ
(s+1)
p )� and τ (s+1), that had been sampled

from the previous steps, Step 3 and Step 4, respectively.
By treating the indicator I(1/2,∞)(ξ) in (A3) as a part of likelihood, we con-

sider sampling ξ(s+1) from the density;

ξ(s+1) ∼ π(ξ|−) = π(ξ|λ(s+1), τ (s+1)) ∝ L(ξ) · log N1(ξ|μ, ρ2), (A8)
L(ξ) = Vp(ξ)I(1/2,∞)(ξ).

Henceforth, the basic idea is to strictly obey the philosophy of Gibbs sampler:
as long as we are to sample ξ(s+1) ∼ π(ξ|−) (A8), every latent variables except
for the target variable ξ are treated as observed variables, including λ(s+1) and
τ (s+1).

To start with, we choose a small value of the hyper-parameter ρ2 so that
the prior part in (A8), that is, π(ξ) = log N1(ξ|μ, ρ2), is highly concentrated
around its prior mean E[ξ] = exp (μ+ρ2/2) ≈ exp (μ). That way, a future state
ξ(s+1) is highly probable to be sampled around the value exp (μ), leading to an
approximate relationship between the future state ξ(s+1) and hyper-parameter
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μ, described by ξ(s+1) ≈ exp (μ), or equivalently, μ ≈ log ξ(s+1). This approxi-
mation will be utilized shortly later. Throughout this paper, we use ρ2 = 0.001
as the default value for ρ2.

Now, we are in a position to describe how to calibrate the hyper-parameter μ
via the Hill estimator (A7). We start with ordering the realizations of the p local-
scale parameters λ(s+1) = (λ(s+1)

1 , . . . , λ
(s+1)
p )� to obtain λ

(s+1)
(1) ≥ · · · ≥ λ

(s+1)
(p) .

The Hill estimator based on λ(s+1) is then

ξ̂k(λ(s+1)) = 1
k − 1

k−1∑
j=1

log
(
λ

(s+1)
(j)

λ
(s+1)
(k)

)
, for kL ≤ k ≤ kU, (A9)

where kL = �p/10� and kU = �9p/10�, with �·� is the floor function, where p
is the number of covariates. In high-dimensional setting, the number of the ele-
ments of the set {kL, . . . , kU} = {�p/10�, . . . , �9p/10�} ⊂ {2, . . . , p} is still large,
approximately, �4p/5�, enough to retain the consistency of the Hill estimator.
Note that estimates in (A9) depend on k. To eliminate dependency on k, first,
we average out the Hill estimators (A9) over k, and then use the approximation
μ ≈ log ξ(s+1), to get:

μ̂(λ(s+1)) = log {ξ̂(λ(s+1))} = log
{

1
kU − kL + 1

kU∑
k=kL

ξ̂k(λ(s+1))
}
. (A10)

Note that the value of μ̂(λ(s+1)) (A10) changes at every cycle of the Gibbs
sampler, and tuned by λ(s+1) through the Hill estimator. That is, μ̂ (λ(s+1))
can be thought as a calibrated hyper-parameter adapted via the p local-scale
realizations λ(s+1). By replacing μ with μ̂(λ(s+1)) and substituting ρ2 = 0.001
in the full conditional posterior density π(ξ|−) (A8), the Step 5 within the
Gibbs sampler is tuning-free.

Finally, we explain how to sample from the density π(ξ|−) (A8). For that,
first, use a change of variable η = log ξ and sample from

η(s+1) ∼ π(η|−) = π(η|λ(s+1), τ (s+1)) ∝ L(η) · N1(η|μ̂(λ(s+1)), ρ2 = 0.001),
(A11)

where L(η) = Vp(eη)I(log 1/2,∞)(η) = [{Γ(p/eη + 1)}−1πp/2 ∏p
j=1 (τ (s+1) + eη

λ
(s+1)
j )−(1/eη+1)] I(log 1/2,∞)(η). Once we obtain a sample η(s+1) ∼ π(η|−), then

ξ(s+1) ∼ π(ξ|−) is obtained via the inverse transformation through ξ(s+1) =
exp η(s+1).

We use the elliptical slice sampler (ESS) [56] to sample from η(s+1) ∼ π(η|−)
(A11) that exploits the Gaussian prior measure. Conceptually, ESS and Metro-
polis–Hastings (MH) algorithm are similar in that both comprises two steps:
proposal step and criterion step. A difference between the two algorithms arises
in the criterion step. If a new candidate does not pass the criterion, then MH
takes the current state as the next state: whereas, ESS re-proposes a new candi-
date until rejection does not take place, rendering the algorithm rejection-free.
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Further information for ESS is referred to the original paper [56]. By adopting
a jargon from their paper, as the calibrated μ, μ̂(λ(s+1)), is positioned at the
center of an ellipse [56, 58], hence, we refer to the following Algorithm 1 as
elliptical slice sampler centered by the Hill estimator.

Algorithm 1: Elliptical slice sampler centered by the Hill estimator.
1 Circumstance : At the Step 5 of the s-th iteration of the Gibbs sampler in

Subsection A.1.1.
2 Input : Current state ξ(s), and posterior realizations λ(s+1) and τ (s+1) obtained

from the Step 3 and Step 4, respectively.
3 Output : A new state ξ(s+1).
4 1. Calibration of μ: obtain μ̂(λ(s+1)) = log {ξ̂(λ(s+1))} (A10) .
5 2. Variable change (η = log ξ): η(s) = log ξ(s).
6 3. Implement elliptical slice sampler to (A11);

a. Choose ellipse centered by the Hill estimator: ν ∼ N1(μ̂(λ(s+1)), ρ2 = 0.001).
b. Define a criterion function:

α(η, η(s)) = min{L(η)/L(η(s)), 1} : (log 1/2,∞) → [0, 1],

where
L(η) = [{Γ(p/eη + 1)}−1πp/2 ∏p

j=1(τ (s+1) + eηλ
(s+1)
j )−(1/eη+1)] · I(log 1/2,∞)(η).

c. Choose a threshold and fix: u ∼ U [0, 1].
d. Draw an initial proposal η∗:

θ ∼ U(−π, π]

η∗ = {η(s) − μ̂(λ(s+1))} cos θ + {ν − μ̂(λ(s+1))} sin θ + μ̂(λ(s+1))

e. if ( u < α(η∗, η(s)) ) { η(s+1) = η∗ } else {
Define a bracket : (θmin, θmax] = (−π, π].
while ( u ≥ α(η∗, η(s)) ) {

Shrink the bracket and try a new point :
if ( θ > 0 ) θmax = θ else θmin = θ
θ ∼ U(θmin, θmax]
η∗ = {η(s) − μ̂(λ(s+1))} cos θ + {ν − μ̂(λ(s+1))} sin θ + μ̂(λ(s+1))
}
η(s+1) = η∗

}
4. Variable change (ξ = eη): ξ(s+1) = exp η(s+1).

Appendix A.2: Properties of the Horseshoe

A.2.1. Prior analysis of the Horseshoe

Lemma A.2.1 (Marginal density and random shrinkage coefficient of the Horse-
shoe).

(a) Assume β|λ, τ ∼ N1(0, τ2λ2), λ ∼ C+(0, 1), and τ > 0. Then:

πHS(β|τ) =
∫

N1(β|0, τ2λ2)π(λ)dλ = KHSe
ZHS(β)E1{ZHS(β)}, (A12)
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where KHS = 1/(τ21/2π3/2) and ZHS(β) = β2/(2τ2). E1(x) =
∫∞
1 e−xt

t−1dt, x ∈ R, is the exponential integral function.
(b) Assume λ ∼ C+(0, 1), κ = 1/(1 + τ2λ2) ∈ (0, 1), and τ > 0. Then:

πHS(κ|τ) = τ

π
· κ

−1/2(1 − κ)−1/2

1 − (1 − τ2)κ . (A13)

A.2.2. Proof – Proposition 2.2

Function exE1(x) satisfies tight upper and lower bounds [13];

1
2 · log

(
x + 2
x

)
< exE1(x) < log

(
x + 1
x

)
, x > 0. (A14)

Replacing x with ZHS(β) = β2/(2τ2) and multiplying KHS = 1/(τ21/2π3/2)
to the both sides of the inequalities (A14) lead to;

l(β) < πHS(β|τ) < u(β), β ∈ R, τ > 0, (A15)

where l(β) = (KHS/2) · log {(ZHS(β) + 2)/ZHS(β)} and u(β) = KHS · log {(ZHS
(β)+ 1)/ZHS(β)}.

Now, denote the tail (survival) function of the random variable β|τ given
τ > 0 by F̄HS(β|τ) = 1 − FHS(β|τ): then, it holds (d/dβ)FHS(β|τ) = πHS(β|τ).
Then to show that the tail-index of πHS(β|τ) is α = 1 for any τ > 0, we will prove
that the it holds limβ→∞ F̄HS(cβ|τ)/F̄HS(β|τ) = c−1 for any c > 0 and τ > 0.
(Because πHS(β|τ) is a symmetric density, showing one-directional limit β → ∞
is sufficient.) By the L’Hôpital’s Rule, it holds limβ→∞ F̄HS(cβ|τ)/F̄HS(β|τ) =
c · limβ→∞ πHS(cβ|τ)/πHS(β|τ), hence, our eventual goal is to prove

lim
β→∞

πHS(cβ|τ)
πHS(β|τ) = c−2, c > 0, τ > 0.

Now, use inequality (A15) to upper and lower bound the function πHS(cβ|
τ)/πHS(β|τ);

l(cβ)
u(β) <

πHS(cβ|τ)
πHS(β|τ) <

u(cβ)
l(β) , c > 0, β ∈ R, τ > 0. (A16)

First, calculate the limit of the upper bound in the inequality (A16) at infinity
by using L’Hôpital’s Rule;

lim
β→∞

u(cβ)
l(β) = 2 lim

β→∞

log {(ZHS(cβ) + 1)/ZHS(cβ)}
log {(ZHS(β) + 2)/ZHS(β)}

= 2 lim
β→∞

{ZHS(cβ)/(ZHS(cβ) + 1)} · (−c2/ZHS(cβ)2)
{ZHS(β)/(ZHS(β) + 2)} · (−2/ZHS(β)2)

= c2 · lim
β→∞

ZHS(β) · (ZHS(β) + 2)
ZHS(cβ) · (ZHS(cβ) + 1) = c−2, c > 0.

By the same way, we can show limβ→∞ l(cβ)/u(β) = c−2, c > 0. Use the squeeze
theorem to the inequality (A16) to finish the proof.
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Appendix A.3: Prior analysis for the GLT prior

A.3.1. Proof – Proposition 4.1

(a) Clearly,

π(β|τ, ξ) = 1
τ
√

2π

∫ ∞

0

1
λ

exp
(
− β2

2λ2

)(
1 + ξλ

τ

)−(1/ξ+1)
dλ.

Let x = ξλ/τ . Then

π(β|τ, ξ) = 1
τ
√

2π

∫ ∞

0
exp

(
− β2ξ2

2τ2x2

)
x−1(1 + x)−(1/ξ+1)dx,

or equivalently, for t = 1/x2:

π(β|τ, ξ) = K

∫ ∞

0
e−Zt(t1/2)−1+1/ξ(1 + t1/2)−(1+1/ξ)dt, (A17)

where K = 1/(τ23/2π1/2) and Z(β) = β2ξ2/(2τ2). Use Z = Z(β) to avoid
notation clutter. To utilize the Newton’s generalized binomial theorem;

(x + y)r =
∞∑
k=0

(
r

k

)
xr−kyk, |x| > |y|, r ∈ C,

we divide the integral in (A17) into two parts. Then we have

π(β|τ, ξ) = K

{∫ 1

0
e−Zt(t1/2)−1+1/ξ(1 + t1/2)−(1+1/ξ)dt (A18)

+
∫ ∞

1
e−Zt(t1/2)−1+1/ξ(1 + t1/2)−(1+1/ξ)dt

}
.

The first integral of (A18) is∫ 1

0
e−Zt(t1/2)−1+1/ξ(1 + t1/2)−(1+1/ξ)dt

=
∫ 1

0
e−Zt(t1/2)−1+1/ξ

∞∑
k=0

(
−1 − 1/ξ

k

)
(t1/2)kdt

=
∞∑
k=0

(
−1 − 1/ξ

k

)∫ 1

0
e−Ztt(1+1/ξ+k)/2−1dt

=
∞∑
k=0

(
−1 − 1/ξ

k

)
Z−(1+1/ξ+k)/2γ{(1 + 1/ξ + k)/2, Z}, (A19)

where γ(s, x) =
∫ x

0 ts−1e−tdt (s, x ∈ R), is the incomplete lower gamma func-
tion.
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The second integral of (A18) is∫ ∞

1
e−Zt(t1/2)−1+1/ξ(1 + t1/2)−(1+1/ξ)dt

=
∫ ∞

1
e−Zt(t1/2)−1+1/ξ

∞∑
k=0

(
−1 − 1/ξ

k

)
(t1/2)−1−1/ξ−kdt

=
∞∑
k=0

(
−1 − 1/ξ

k

)∫ 1

0
e−Ztt−1−k/2dt

=
∞∑
k=0

(
−1 − 1/ξ

k

)
Ek/2+1(Z), (A20)

where Es(x) =
∫∞
1 e−xtt−sdt (s, x ∈ R) is the generalized exponential-integral

function of real order [54, 17]. Use
(−1−1/ξ

k

)
= (−1)k

(1/ξ+k
k

)
, (A19), and (A20)

to conclude the proof.

(b) Prove by using the change of variable;

π(κ|τ, ξ) = GPD(λ|τ, ξ)
∣∣∣∣
λ=

√
(1−κ)/κ

·
∣∣∣∣dλdk

∣∣∣∣
= 1

τ

(
1 + ξ

τ

√
1 − κ

κ

)−(1/ξ+1)

· 1
2κ2

(
1 − κ

κ

)−1/2

= 1
2τ (τ

√
κ + ξ

√
1 − κ)−(1/ξ+1)(τ

√
κ)1/ξ+1 · 1

κ2

(
1 − κ

κ

)−1/2

= τ1/ξ

2 · κ1/(2ξ)−1(1 − κ)−1/2

{τκ1/2 + ξ(1 − κ)1/2}(1+1/ξ) .

A.3.2. Proof – Corollary 4.2

(a) In general, the generalized exponential-integral function has the following
property; limx→0+ E1(x) = ∞ and limx→0+ Es(x) = 1/(s − 1) for s > 1 [17].
Using this property, if k = 0, then lim|β|→0 ψ

S
k=0(β) = lim|β|→0 E1{Z(β)} = ∞

because Z(β) = β2ξ2/(2τ2). If k ∈ N, then limβ→0+ ψS
k(β) = limβ→0+ Ek/2+1

{Z(β)} = 2/k < ∞.

(b) In general, the incomplete gamma function has the following property;
limx→0+ x−a·γ(a, x) = a−1 for a > 0 [38]. Using this property, lim|β|→0 ψ

R
k (β) =

lim|β|→0 Z(β)−(1+1/ξ+k)/2 · γ{(1 + 1/ξ + k)/2, Z(β)} = 2/(1 + 1/ξ + k) < ∞ for
all k ∈ {0} ∪ N.

(c) In general, the generalized exponential-integral function has the following
property; e−x/(x + s) ≤ Es(x) ≤ e−x/(x + s − 1) for x > 0 and s ≥ 1 [17].
Using this property, we obtain an inequality e−Z(β)/{Z(β) + s} ≤ Es(Z(β)) ≤
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e−Z(β)/{Z(β) + s − 1} for |β| > 0 and s ≥ 1. As |β| → ∞, both bounds of
Es(Z(β)) converges to zero with squared exponential rate, and hence, Es(Z(β))
also do for any s ≥ 1.

(d) For fixed k ∈ {0} ∪N and ξ, we have lim|β|→∞ γ{(1 + 1/ξ + k)/2, Z(β)} =
Γ((1 + 1/ξ + k)/2), where Γ is the gamma function, and hence, the function
γ{(1 + 1/ξ + k)/2, Z(β)} is a slowly varying function [53]. Using this we can
re-express ψR

k (β) = Z(β)−(1+1/ξ+k)/2 · γ{(1 + 1/ξ + k)/2, Z(β)} by ψR
k (β) =

β−(1+1/ξ+k) · L(β), where L is a slowly varying function. This implies that the
tail-index of function ψR

k (β) is 1 + 1/ξ + k.

A.3.3. Proof – Lemma 4.4

(a) Start with a likelihood part:

f(y|ξ)=
∫ ∞

0

∫ ∞

0

∫ ∞

−∞
N1(y|β, 1)·N1(β|0, λ2)·GPD(λ|τ, ξ)·IG(1/ξ+1, 1)dβdλdτ

=
∫ ∞

0

∫ ∞

0
N1(y|0, 1+λ2) · GPD(λ|τ, ξ) · IG(τ |1/ξ+1, 1)dλdτ

= 1√
2π

∫ ∞

0

(∫ ∞

0

1√
1+λ2

· exp
{
− y2

2(1+λ2)

}
· 1
τ

(
1+ξλ

τ

)−(1/ξ+1)

dλ

)
· IG(τ |1/ξ+1, 1)dτ

≤ 1√
2π

∫ ∞

0

(∫ ∞

0

1√
1+λ2

· exp
{
− y2

2(1+λ2)

}
· 1
τ+ξλ

dλ

)
·IG(τ |1/ξ+1, 1)dτ

= 1√
2π

∫ ∞

0

(∫ 1

0
g(y, λ, τ, ξ)dλ+

∫ ∞

1
g(y, λ, τ, ξ)dλ

)
· IG(τ |1/ξ+1, 1)dτ,

(A21)

where g(y, λ, τ, ξ) = {1/
√

1 + λ2} · exp [−y2/{2(1 + λ2)}] · {1/(τ + ξλ)}, y ∈ R

and λ, τ > 0. Because g(y, λ, τ, ξ) is continuous on a closed interval [0, 1] as a
function of λ, by mean value theorem for integral [5], there exists c ∈ (0, 1) such
that∫ 1

0
g(y, λ, τ, ξ)dλ = g(y, c, τ, ξ) = 1√

1 + c2
· exp

{
− y2

2(1 + c2)

}
· 1
τ + ξc

≤
[

1√
1 + c2

exp
{
− y2

2(1 + c2)

}]
· 1
τ

= A · 1
τ
≤ 1

τ
, τ ∈ (0,∞), (A22)

where A = A(y, c) = {1/(
√

1 + c2)} · exp [−y2/{2(1 + c2)}], which is upper
bounded by 1 on R× (0, 1). Also, we have∫ ∞

1
g(y, λ, τ, ξ)dλ =

∫ ∞

1

1√
1 + λ2

· exp
{
− y2

2(1 + λ2)

}
· 1
τ + ξλ

dλ
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≤
∫ ∞

1

1
λ
· 1 · 1

ξλ
dλ =

∫ ∞

1

1
λ2 dλ · 1

ξ
= 1

ξ
, ξ ∈ (1/2,∞).

(A23)

Using the upper bounds (A22) and (A23) to (A21), then we have

f(y|ξ) ≤ 1√
2π

∫ ∞

0

(
1
τ

+ 1
ξ

)
· IG(τ |1/ξ + 1, 1)dτ

= 1√
2π

(∫ ∞

0

1
τ
· IG(τ |1/ξ + 1, 1)dτ + 1

ξ

)
= 1√

2π

{(
1
ξ

+ 1
)

+ 1
ξ

}
= 1√

2π

(
2
ξ

+ 1
)

≤ 5√
2π

< ∞, y ∈ R, ξ ∈ (1/2,∞).

Therefore, trivially for any proper prior π(ξ) on (1/2,∞), we have

m(y) =
∫ ∞

1/2
f(y|ξ) · π(ξ)dξ ≤ 5√

2π

∫ ∞

1/2
π(ξ)dξ = 5√

2π
< ∞, y ∈ R.

(b) Under the formulation of the GLT prior (11)–(14), i.e., β ∼ πGLT(β), we
have

π(ξ|−) ∝
{ p∏

j=1
GPD(λj |τ, ξ)

}
· IG(τ |p/ξ + 1, 1) · log N1(ξ|μ, ρ2) · I(1/2,∞)(ξ)

=
{ p∏

j=1

1
τ

(
1+ξλj

τ

)−(1/ξ+1)}
·τ

−p/ξ−2e−1/τ

Γ(p/ξ+1) · log N1(ξ|μ, ρ2)·I(1/2,∞)(ξ)

∝
{
τp/ξ ·

p∏
j=1

(τ+ξλj)−(1/ξ+1)
}
· τ−p/ξ−2

Γ(p/ξ+1) · log N1(ξ|μ, ρ2)·I(1/2,∞)(ξ)

∝ πp/2

Γ(p/ξ + 1)

p∏
j=1

(τ + ξλj)−(1/ξ+1) · log N1(ξ|μ, ρ2) · I(1/2,∞)(ξ).

Now, our goal is to show

m(λ, τ) =
∫ ∞

1/2

πp/2

Γ(p/ξ + 1)

p∏
j=1

(τ + ξλj)−(1/ξ+1) · log N1(ξ|μ, ρ2)dξ < ∞,

where λ ∈ (0,∞)p, τ ∈ (0,∞).
Let x = 1/ξ. Then

m(λ, τ) =
∫ 0

2

πp/2

Γ(px + 1)

p∏
j=1

(
x

λj + τx

)x+1

· log N1(1/x|μ, ρ2) · − 1
x2 dx
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= πp/2 ·
∫ 2

0

(1/τ)p(x+1)

Γ(px + 1)

p∏
j=1

(
τx

λj + τx

)x+1

· log N1(1/x|μ, ρ2) · 1
x2 dx

≤ πp/2 ·
∫ 2

0
r(x) · log N1(1/x|μ, ρ2) · 1

x2 dx, (A24)

where r(x) = (1/τ)p(x+1)/Γ(px+1). Since r(x) is continuous on a closed interval
[0, 2], there exists x0 ∈ [0, 2] such that r(x0) = supx∈[0,2] r(x) = B. Using this
bound B to (A24), we have

m(λ, τ) ≤ πp/2 ·B ·
∫ 2

0
log N1(1/x|μ, ρ2) · 1

x2 dx

≤ πp/2 ·B ·
∫ ∞

0
log N1(1/x|μ, ρ2) · 1

x2 dx = πp/2 ·B < ∞,

where λ ∈ (0,∞)p, τ ∈ (0,∞).

Appendix A.4: Convergence properties of the GLT posterior

A.4.1. Outline of the proofs

Outline of the proofs contained in the present section is as follows. First, we
prove Lemmas A.4.1, A.4.2, and A.4.3 in Subsection A.4.2. In Subsection A.4.3,
these lemmas are used to demonstrate Theorems 4.5 and 4.6, followed by The-
orem 4.7, in the main paper. For any function of ζ, A(ζ) and B(ζ), we write
A(ζ) � B(ζ) to denote that there exists a positive constant c independent of ζ
such that A(ζ) ≤ c · B(ζ). Adapting the notation to our proofs, the ζ will be
the global-scale parameter τ .

Consider a univariate normal mean model with the GLT prior for a moment,
underlying setup for Lemmas A.4.1, A.4.2, and A.4.3: that is, y ∼ N1(β, 1),
β|λ ∼ N1(0, λ2), and λ ∼ GPD(τ, ξ) with fixed 0 < τ < 1/2 and 1/2 < ξ. (The
sample size n under the multivariate normal mean model will be involved in
Theorems 4.5, 4.6, and 4.7.) Recall that the quantity κ = 1/(1 + λ2) ∈ (0, 1)
is referred to as the random shrinkage coefficient: refer to Proposition 4.1–(b).
This is the key ingredient for the derivation procedure whose prior density is
given as

π(κ) = τ1/ξ

2
κ1/(2ξ)−1(1 − κ)−1/2

{τκ1/2 + ξ(1 − κ)1/2}(1+1/ξ) . (A25)

On the other hand, the conditional density of the observation y given κ is
distributed according to Gaussian distribution with mean zero and precision κ

f(y | κ) =
∫

N1(y|β, 1)N1(β|0, 1/κ− 1)dβ = N1(y|0, 1/κ) = κ1/2
√

2π
e−κy2/2.

(A26)
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By multiplying (A25) and (A26), we can obtain a proportional part of the
posterior of the κ

π(κ | y) ∝ f(y | κ)π(κ) ∝ τ1/ξ

2
κ1/(2ξ)−1/2(1 − κ)−1/2

{τκ1/2 + ξ(1 − κ)1/2}(1+1/ξ) e
−κy2/2. (A27)

Before moving onto the proofs, we shall comment on several reasoning and
analytic techniques prevailingly used throughout the derivation procedures:

(i) Note that the multiplication of the term κ1/(2ξ)−1 in the nominator of
(A25) with the term κ1/2 from (A26) leads to the term κ1/(2ξ)−1/2 in
the nominator of (A27), which becomes 1, having specified ξ = 1. (This
suggests that relevant derivation procedure for the Horseshoe does not
have this term.) Therefore, we may need to take into account some phase
transition of the shape parameter ξ by separately considering two cases
1/2 < ξ ≤ 1 and ξ > 1. This is because, in the former case, the term
κ1/(2ξ)−1/2 is a bounded function on the interval [0, 1], while in the latter
case, the term κ1/(2ξ)−1/2 diverges to ∞ as κ → 0.

(ii) Let d is any real-valued function of κ. We often need to derive the posterior
moment of d(κ):

E[d(κ)|y] =
∫ 1

0
d(κ)π(κ|y)dκ

=
∫ 1

0
d(κ)f(y|κ)π(κ)

m(y) dκ =
∫ 1
0 d(κ)f(y|κ)π(κ)dκ∫ 1

0 f(y|κ)π(κ)dκ

=

∫ 1
0 d(κ) · κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) · e−κy2/2dκ∫ 1
0

κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) · e−κy2/2dκ
. (A28)

On the last expression (A28), we denoted fτ,ξ(κ) = τκ1/2 + ξ(1−κ)1/2 for
notational simplicity. Understanding the analytic behavior of the fτ,ξ(κ)
greatly reduces calculation burden in deriving lemmas.

(iii) We can show that the function fτ,ξ(κ) is strictly concave on closed interval
[0, 1], and take its global maximum value

√
τ2 + ξ2 at the maximum point

k = 1/{1 + (ξ/τ)2} belonging to open interval (0, 1). Due to the strict
concavity and the existence of the maximum point in the open interval
(0, 1), the minimum point is either κ = 0 or 1, which leads to minimum
value ξ or τ , respectively. To summarize, the function fτ,ξ(κ) satisfies the
following inequalities

min(τ, ξ) ≤ fτ,ξ(κ) ≤
√

τ2 + ξ2 on [0, 1]. (A29)

Note that as the τ gets closer to zero, then the maximum point (k =
1/{1 + (ξ/τ)2}) and lower bound (min(τ, ξ)) also get closer to zeros.

(iv) We are eventually interested in the asymptotic behaviors of the GLT es-
timator and, furthermore, GLT posterior as the τ converges to zero, with
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some fixed ξ > 1/2, to prove Theorems 4.5, 4.6, and 4.7 in the main paper.
Similar proof logic has been taken in [69]. This logic may be also aligned
with showing the minimax optimality of the Lasso estimator [67] as the
upper bound of the sparsity level goes to zero: refer to Equation (9) in
[21]. Essentially, in Lemmas A.4.1, A.4.2, and A.4.3, we will see that such
asymptotic behaviors are closely related with the quantification of asymp-
totic behaviors of relevant posterior moments E[d(κ)|y] (A28) as the τ
converges to zero, where d(κ) = κ, 1 − κ, or κ2. Therefore, without loss
of generality, we can assume that the τ is bounded above by any positive
real number smaller than 1 which is independent of τ , saying 1/2, hence,
the τ is confined with 0 < τ < 1/2.
Three technical uses of this upper bound (that is, ‘1/2’ in 0 < τ < 1/2)
in proving lemmas are as follows. As the first application, let ν be any
real number in the interval (0, 1). Then, the function fτ,ξ(κ) satisfies the
following inequality

0 < ξ
√

1 − ν ≤ fτ,ξ(κ) ≤
√

τ2 + ξ2 ≤
√

(1/2)2 + ξ2 on [0, ν]. (A30)

Note that the lower bound (ξ
√

1 − ν) and upper bound (
√

(1/2)2 + ξ2)
are positive and independent of τ .
As the second application, by using the upper bound of the inequalities
(A29) and τ < 1/2, the following inequality holds

fτ,ξ(κ) ≤
√
τ2 + ξ2 ≤

√
(1/2)2 + ξ2 on [0, 1]. (A31)

Note that the upper bound (
√

(1/2)2 + ξ2) is positive and independent
of τ .
The following is the third application handling the term κ1/(2ξ)−1/2 men-
tioned in (i). Due to the upper bound τ < 1/2, it holds 1 − τ2 > 3/4.
Thus, for any ξ > 1/2, we have the following lower and upper bounds for
the term κ1/(2ξ)−1/2 on the interval [1 − τ2, 1]:

κ1/(2ξ)−1/2 ≥
{

(1 − τ2)1/(2ξ)−1/2 ≥ (3/4)1/(2ξ)−1/2, if 1/2 < ξ ≤ 1,
1, if ξ > 1,

(A32)
and

κ1/(2ξ)−1/2 ≤
{

1, if 1/2 < ξ ≤ 1,
(1 − τ2)1/(2ξ)−1/2 ≤ (3/4)1/(2ξ)−1/2 if ξ > 1.

(A33)

Note that the lower (A32) and upper (A33) bounds of the term κ1/(2ξ)−1/2

are independent of τ for any ξ > 1/2.
(v) Let ν be any real number in the interval (0, 1). Then, by using the kernel



4708 S. Y. Lee et al.

expression of the density π(κ) (A25), it holds∫ 1

ν

κ1/(2ξ)−1(1 − κ)−1/2

{τκ1/2 + ξ(1 − κ)1/2}(1+1/ξ) dκ ≤
∫ 1

0

κ1/(2ξ)−1(1 − κ)−1/2

{τκ1/2 + ξ(1 − κ)1/2}(1+1/ξ) dκ

= 2
τ1/ξ .

(A34)

A.4.2. Proofs of Lemmas A.4.1, A.4.2, and A.4.3

Lemma A.4.1. Suppose y ∼ N1(β, 1), β|λ ∼ N1(0, λ2), and λ ∼ GPD(τ, ξ)
with 0 < τ < 1/2 and constant ξ > 1/2. Let T (y) be the posterior mean given
the GLT prior. Define the thresholding value as rτ,ξ =

√
(2/ξ) log (1/τ). Then

|T (y)− y| can be bounded above by a real-valued function h(y) such that for any
ρ > 1, h(·) satisfies

lim
τ→0

sup
|y|>ρrτ,ξ

h(y) = 0.

Proof. Given any ρ > 1, choose arbitrary values η, δ ∈ (0, 1) satisfying ρ2 >
1/{η(1 − δ)}. Then, it holds

|T (y) − y| = |yE[κ | y]| ≤ |yE[κ1{κ<η} | y]| + |yE[κ1{κ>η} | y]|, for all y ∈ R.
(A35)

The first equality in (A35) holds since T (y) = E[β|y] = (1 − E[κ|y])y under
sparse normal mean model: see Section 1.4 in [13].

We focus on the first term on the right-hand side of the inequality (A35),
and find some upper bounding function of observation y:

|yE[κ1{κ<η} | y]| =

∣∣∣∣∣y ·
∫ η

0 κκ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ∫ 1
0

κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ

∣∣∣∣∣
� |y|

∫ η

0 κ1/(2ξ)+1/2(1 − κ)−1/2e−κy2/2dκ∫ 1
0 κ1/(2ξ)−1/2(1 − κ)−1/2e−κy2/2dκ

(A36)

≤ |y|
∫ η

0 κ1/(2ξ)+1/2e−κy2/2dκ∫ 1
0 κ1/(2ξ)−1/2e−κy2/2dκ

= |y| 2
y2

∫ ηy2/2
0 t1/(2ξ)+1/2e−tdt∫ y2/2
0 t1/(2ξ)−1/2e−tdt

(A37)

≤ |y|−1
∫∞
0 t1/(2ξ)+1/2e−tdt∫ y2/2

0 t1/(2ξ)−1/2e−tdt
(A38)

� |y|−1

(∫ y2/2

0
t1/(2ξ)−1/2e−tdt

)−1

= h1(y). (A39)
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Here, we used the inequalities (A30) and (A31) to derive the inequality (A36).
In (A37), we used the change the variable t = κy2/2. The nominator in (A38)
is the value Γ(1/(2ξ) + 3/2) independent of τ .

We now move to the second term on the right-hand side of the inequality
(A35). We can obtain

P(κ > η | y) = E[1{κ>η} | y]

=

∫ 1
η

κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ∫ 1
0

κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ

≤
∫ 1
η

κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ∫ ηδ

0
κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ

≤
e−ηy2/2 ∫ 1

η
κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) dκ

e−ηδy2/2
∫ ηδ

0
κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) dκ

� exp
(
−η(1 − δ)

2 y2
)
·
∫ 1

η

κ1/(2ξ)−1/2(1 − κ)−1/2

fτ,ξ(κ)(1+1/ξ) dκ (A40)

� 1
τ1/ξ exp

(
−η(1 − δ)

2 y2
)
, (A41)

where we applied the inequalities (A30) and (A34) to derive the inequalities
(A40) and (A41), respectively. Therefore, we have

|yE[κ1{κ>η} | y]| ≤ |yP(κ > η | y)| � |y|τ−1/ξ exp
(
−η(1 − δ)

2 y2
)

= h2(y).

(A42)

Note that the h1(y) (A39) is an even function, and monotonically decreases on
interval [0,∞), hence, for the y such that |y| > ρrτ,ξ, we have h1(y) ≤ h1(ρrτ,ξ),
followed by limτ→0 sup|y|>ρrτ,ξ

h1(y) = 0. On the other hand, the h2(y) (A42) is
an even function, and monotonically decreases on the interval [1/

√
η(1 − δ),∞).

Recall that the η and δ are fixed during the calculation and chosen to satisfy
the inequality ρ2 > 1/{η(1 − δ)}. As we are interested in asymptotic results
with letting τ → 0 (hence, the thresholding value rτ,ξ =

√
(2/ξ) log (1/τ) grows

to infinity), for sufficiently large y such that |y| > ρrτ,ξ, it holds inequality
h2(y) ≤ h2(ρrτ,ξ) where

h2(ρrτ,ξ) = ρ

√
2
ξ

log 1
τ
· exp

[{
1 − η(1 − α)ρ2} · 1

ξ
log

(
1
τ

)]
.

Because the exponential term eventually dominates the decreasing rate of the
h2(ρrτ,ξ) as τ → 0, it holds limτ→0 sup|y|>ρrτ,ξ

h2(y) = 0.
To finalize the proof, we define the summation of the two bounding functions

as h(y) = h1(y) + h2(y), thereby, leading to the inequality |T (y)− y| � h(y) for
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all y ∈ R. Because we showed that it holds limτ→0 sup|y|>ρrτ,ξ
h1(y) = 0 and

limτ→0 sup|y|>ρrτ,ξ
h2(y) = 0, it follows limτ→0 sup|y|>ρrτ,ξ

h(y) = 0.

On the next lemma, we provide bounds on posterior moment E[1− κ | y] for
ξ > 1/2.

Lemma A.4.2. Suppose the conditions in Lemma A.4.1. Then, for any con-
stant η with 0 < η < 3/4 < 1 − τ2, the following relations hold

(a) E[1 − κ | y] � ey
2/2τ1/ξ

{
1/y1/ξ+1 + e−ηy2/2 + e−(1−τ2)y2/2τ2−1/ξ

}
;

(b) E[1 − κ | y] � ey
2/2τ1/ξ

{
1 + e−ηy2/2 + e−(1−τ2)y2/2τ2−1/ξ

}
.

Proof. By (A28), we have

E[1 − κ | y] =

∫ 1
0

κ1/(2ξ)−1/2(1−κ)1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ∫ 1
0

κ1/(2ξ)−1/2(1−κ)−1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ
. (A43)

First, we focus on finding a lower bound of the denominator of E[1 − κ | y]
(A43) ∫ 1

0

κ1/(2ξ)−1/2(1 − κ)−1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ

≥
∫ 1

1−τ2

κ1/(2ξ)−1/2(1 − κ)−1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2dκ

� τ−1−1/ξ
∫ 1

1−τ2
κ1/(2ξ)−1/2(1 − κ)−1/2e−κy2/2dκ (A44)

� τ−2−1/ξ
∫ 1

1−τ2
e−κy2/2dκ (A45)

≥ e−y2/2τ−1/ξ.

Here, to derive the inequality (A44), we used the inequality fτ,ξ(κ) = τκ1/2+
ξ(1 − κ)1/2 ≤ (1 + ξ)τ on [1 − τ2, 1]. To derive the inequality (A45), we used
the inequality (1 − κ)−1/2 ≥ τ−1 on [1 − τ2, 1] and the inequality (A32) on the
term κ1/(2ξ)−1/2.

Next, we concern the nominator of the E[1− κ | y] (A43), and find its upper
bound. For notational simplicity, we express the integrand of the the nominator
with g(κ): that is,

g(κ) = κ1/(2ξ)−1/2(1 − κ)1/2

fτ,ξ(κ)(1+1/ξ) e−κy2/2

We separate the integral
∫ 1
0 g(κ)dκ with the following three parts∫ 1

0
g(κ)dκ =

∫ η

0
g(κ)dκ +

∫ 1−τ2

η

g(κ)dκ +
∫ 1

1−τ2
g(κ)dκ. (A46)
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The first integral on the right hand side of (A46) has two upper bounds,
which leads to the statements (a) and (b), respectively. To derive the statement
(a), we use the following upper bound∫ η

0
g(κ)dκ �

∫ η

0
κ1/(2ξ)−1/2e−κy2/2dκ (A47)

=
∫ ηy2/2

0

2
y2

(
2t
y2

)1/(2ξ)−1/2
e−tdt (A48)

� 1
y1/ξ+1

∫ ηy2/2

0
t1/(2ξ)−1/2e−tdt

≤ 1
y1/ξ+1 Γ(1/(2ξ) + 1/2)

� 1
y1/ξ+1 ,

where the inequality (A47) holds due to inequalities (A30) and (1 − κ)1/2 ≤ 1
on [0, η]. We used the change of variable t = κy2/2 in the equation (A48).

On the other hand, the statement (b) is based on the following upper bound:∫ η

0
g(κ)dκ �

∫ η

0
κ1/(2ξ)−1/2e−κy2/2dκ ≤

∫ η

0
κ1/(2ξ)−1/2dκ � 1.

An upper bound for the second term on the right hand side of the equality
(A46) can be obtained as follows:∫ 1−τ2

η

g(κ)dκ �
∫ 1−τ2

η

κ1/(2ξ)−1/2(1 − κ)−1/(2ξ)e−κy2/2dκ (A49)

�
∫ 1−τ2

η

(1 − κ)−1/(2ξ)e−κy2/2dκ (A50)

≤ e−ηy2/2
∫ 1−τ2

η

(1 − κ)−1/(2ξ)dκ

= e−ηy2/2 · 1/{1 − 1/(2ξ)} · ((1 − η)1−1/(2ξ) − τ1−1/(2ξ))

� e−ηy2/2.

Here, we used the inequality fτ,ξ(κ) ≥ ξ(1 − κ)1/2 to derive the inequality
(A49). In the integrand of (A49), we can show that term κ1/(2ξ)−1/2 on the
interval [η, 1 − τ2] is bounded above by (i) 1 when 1/2 < ξ ≤ 1 and by (ii)
η1/(2ξ)−1/2 when ξ > 1: therefore, the inequality (A50) holds.

Lastly, an upper bound for the third term on the right hand side of the
equality (A46) can be obtained as follows:∫ 1

1−τ2
g(κ)dκ � τ−1−1/ξ ·

∫ 1

1−τ2
κ1/(2ξ)−1/2(1 − κ)1/2e−κy2/2dκ (A51)
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� τ−1−1/ξ · e−(1−τ2)y2/2
∫ 1

1−τ2
(1 − κ)1/2dκ (A52)

= τ−1−1/ξ · e−(1−τ2)y2/2 · (2/3)τ3

� τ2−1/ξ · e−(1−τ2)y2/2.

The inequality (A51) holds since it holds fτ,ξ(κ) ≥ τ · (3/4)1/2 on the interval
[1−τ2, 1]. To derive the inequality (A52), we used the upper bounds of the term
κ1/(2ξ)−1/2 (A33).

Finish the proofs by aggregating the derived results for the lower bound of the
denominator and the upper bound of the nominator of the moment E[1− κ | y]
(A43).

Lemma A.4.3. Suppose the condition in Lemma A.4.1. Let Var[β | y] be the
posterior variance. Then, the following relations hold

(a) Var[β | y] ≤ 1 + y2 for all y ∈ R;
(b) Var[β | y] can be bounded above by a real-valued function h̄(y) such that

for any ρ > 1, h̄(y) satisfies limτ→0 sup|y|>ρrτ,ξ
h̄(y) = 1.

Proof. Conditional posterior of the β given κ, y is β | κ, y ∼ N1((1−κ)y, 1−κ).
Thus, the following relation holds for all values y ∈ R

Var[β | y] = E[Var[β | κ, y] | y] + Var[E[β | κ, y] | y]
= E[1 − κ | y] + Var[(1 − κ)y | y]
= E[1 − κ | y] + y2

E[κ2 | y] − y2 (E[κ | y])2 (A53)
≤ 1 + y2

E[κ2 | y], (A54)

where the inequality (A54) holds since E[1 − κ | y] = T (y)/y ≤ 1 for all y ∈ R.
The statement (a) is then immediately followed by using an upper bound of

the second term in (A54): y2
E[κ2 | y] ≤ y2.

We now prove the statement (b). This follows the same reasoning adopted in
Lemma A.4.1. That is, we focus on finding some upper bounding function of the
term y2

E[κ2|y] in (A54), particularly, letting τ converging to zero. Given any
ρ > 1, choose arbitrary values η, δ ∈ (0, 1) satisfying ρ2 > 1/{η(1 − δ)}. Then
we can separate the term y2

E[κ2|y] as

y2
E[κ2 | y] = y2

E[κ21{κ≤η} | y] + y2
E[κ21{κ>η} | y],

where the first and second terms of the right hand side are further bounded by

y2
E[κ21{κ≤η} | y] � y−2

(∫ y2/2

0
t1/(2ξ)−1e−tdt

)−1

,

y2
E[κ21{κ>η} | y] � y2τ−1/ξ exp

(
−η(1 − δ)

2 y2
)
.

By combining the above results, we can show that there exists a function
h̃(y) satisfying the inequality y2

E[κ2 | y] � h̃(y) for all y ∈ R, and the limiting
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equation limτ→0 sup|y|>ρrτ,ξ
h̃(y) = 0. Denote h̄(y) = 1 + h̃(y): then, it holds

Var[β | y] � 1 + h̃(y) = h̄(y) for all y ∈ R and limτ→0 sup|y|>ρrτ,ξ
h̄(y) = 1.

A.4.3. Proofs of Theorems 4.5, 4.6, and 4.7

Proof – Theorem 4.5 We start with separating the total MSE with the
summation of the nonzero and zero means parts

Eβ0‖T (y) − β0‖2
2 =

∑
i∈S

Eβ0i

[
(T (yi) − β0i)2

]
+

∑
i∈Sc

Eβ0i

[
(T (yi) − β0i)2

]
,

with the support S = {i : β0i �= 0} ⊂ {1, 2, . . . , n} with the cardinality |S| = q.

• Nonzero mean
For the coefficient index i ∈ S, we have

Eβ0i

[
(T (yi) − β0i)2

]
= Eβ0i

[
(T (yi) − yi + yi − β0i)2

]
≤ 2Eβ0i

[
(T (yi) − yi)2

]
+ 2Eβ0i

[
(yi − β0i)2

]
= 2Eβ0i

[
(T (yi) − yi)2

]
+ 2,

where the last equation holds due to the assumption of the unit standard devi-
ation for the normal mean model (that is, Eβ0i

[
(yi − β0i)2

]
= 1).

Now, we shall split the first term of the last equation into two terms by using
the values ±ρrτ,ξ = ±ρ

√
(2/ξ) log (1/τ) as the cut-off values on the real line

Eβ0i

[
(T (yi) − yi)2

]
= Eβ0i

[
(T (yi) − yi)21{|yi|≤ρrτ,ξ}

]
+ Eβ0i

[
(T (yi) − yi)21{|yi|>ρrτ,ξ}

]
� Eβ0i

[
y2
i 1{|yi|≤ρrτ,ξ}

]
+ Eβ0i

[
h(yi)21{|yi|>ρrτ,ξ}

]
(A55)

� ρ2r2
τ,ξ +

(
sup

|y|>ρrτ,ξ

h(y)
)2

= ρ2r2
τ,ξ + o(1)

� r2
τ,ξ. (A56)

Here, we applied the inequality |T (yi) − yi| ≤ |yi| and Lemma A.4.1 to derive
the inequality (A55).

• Zero means
For the coefficient index i ∈ Sc, we have:

Eβ0i

[
T (yi)2

]
= Eβ0i

[
T (yi)21{|yi|≤rτ,ξ}

]
+ Eβ0i

[
T (yi)21{|yi|>rτ,ξ}

]
. (A57)

As for the first term on the right hand side of (A57), we have the following
upper bound:

Eβ0i

[
T (yi)21{|yi|≤rτ,ξ}

]
= Eβ0i

[
(E[1 − κ | yi]yi)2 1{|yi|≤rτ,ξ}

]
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� τ2/ξ
∫ rτ,ξ

0
y2 exp(y2) · 1√

2π
exp(−y2/2)dy (A58)

� τ2/ξ ·
∫ rτ,ξ

0
y2ey

2/2dy

= τ2/ξ ·
(
rτ,ξ exp(r2

τ,ξ/2) −
∫ rτ,ξ

0
ey

2/2dy

)
(A59)

� τ1/ξ
√

log 1
τ
. (A60)

The inequality (A58) holds due to Lemma 2.2 (b), that is, E[1 − κ | yi] �
ey

2
i /2τ1/ξ {1 + e−ηy2

i /2+ e−(1−τ2)y2
i /2τ2−1/ξ}, where the last term vanishes as τ

converges to zero (that is, e−(1−τ2)y2/2τ2−1/ξ = o(1)). We used the integration
by parts to obtain the equality (A59).

In addition, let φ(x) and Φ(x) denote the probability density and cumulative
distribution functions for the standard Gaussian random variable: then, we can
show that the second term on the right hand side of (A57) is upper bounded by
the same term (A60)

Eβ0i

[
T (yi)21{|yi|>rτ,ξ}

]
≤ 2

∫ ∞

rτ,ξ

y2φ(y)dy (A61)

= 2
∫ ∞

rτ,ξ

φ(y) − d

dy
[yφ(y)]dy (A62)

= 2(1 − Φ(rτ,ξ)) + 2rτ,ξφ(rτ,ξ)

� φ(rτ,ξ)
rτ,ξ

+ rτ,ξφ(rτ,ξ) (A63)

= 1
rτ,ξ

e−r2
τ,ξ/2

√
2π

+ rτ,ξ
e−r2

τ,ξ/2
√

2π
� rτ,ξe

−r2
τ,ξ/2(1 + o(1))

� τ1/ξ
√

log 1
τ
, (A64)

where the inequality (A61), equality (A62), and inequality (A63) are based on
the inequality |T (yi)| ≤ |yi| for yi ∈ R, and the identity y2φ(y) = φ(y) −
d[yφ(y)]/(dy), and the Mill’s ratio (see Equation (29) of [69]), respectively.

• Conclusion
We demonstrated that (i) for the q number of nonzero means, it holds Eβ0i

[(T (yi) − β0i)2] � ρ2r2
τ,ξ; and (ii) for the n − q number of zero means, it holds

Eβ0i [T (yi)2] � τ1/ξ
√

log(1/τ) as τ converges to zero. Finish the proof by sum-
ming up the results.



Tail-adaptive Bayesian shrinkage 4715

Proof – Theorem 4.6 As similar with the proof of Theorem 4.5, we consider
the decomposition

Eβ0

n∑
i=1

Var[βi | yi] =
∑
i∈S

Eβ0i [Var[βi | yi]] +
∑
i∈Sc

Eβ0i [Var[βi | yi]] ,

with the support S = {i : β0i �= 0} ⊂ {1, 2, . . . , n} with the cardinality |S| = q.

• Nonzero means
For the coefficient index i ∈ S, we have

Eβ0i [Var[βi | yi]] = Eβ0i

[
Var[βi | yi]1{|yi|≤ρrτ,ξ}

]
+ Eβ0i

[
Var[βi | yi]1{|yi|>ρrτ,ξ}

]
� Eβ0i

[
(1 + y2

i )1{|yi|≤ρrτ,ξ}
]
+ Eβ0i

[
h̄(yi)1{|yi|>ρrτ,ξ}

]
� 1 + ρ2r2

τ,ξ + sup
|y|>ρrτ,ξ

h̄(y) (A65)

� 2 + r2
τ,ξ,

� r2
τ,ξ,

where the the inequality (A65) is obtained by applying Lemma A.4.3-(a) and
(b) to the two separated terms. Because the term r2

τ,ξ diverges to infinity as
τ → 0, the last expression is valid.

• Zero means
For the coefficient index i ∈ S, we again work with the decomposition

Eβ0i [Var[βi | yi]]
= Eβ0i

[
Var[βi | yi]1{|yi|≤ρrτ,ξ}

]
+ Eβ0i

[
Var[βi | yi]1{|yi|>ρrτ,ξ}

]
. (A66)

The second term on the right hand side of the (A66) is bounded above as
follow:

Eβ0i

[
Var[βi | yi]1{|yi|>ρrτ,ξ}

]
≤ 2

∫ ∞

ρrτ,ξ

(1 + y)2φ(y)dy

≤ 4
∫ ∞

ρrτ,ξ

(y2 + 1)φ(y)dy (A67)

� rτ,ξe
−ρ2r2

τ,ξ/2 (A68)

� τρ
2/ξ

√
log 1

τ

≤ τ1/ξ
√

log 1
τ
. (A69)

Here, we used the Cauchy-Schwarz inequality ((1 + y)2 ≤ 2(1 + y2) for all
y ∈ R) to derive the inequality (A67). Derivation of the inequality (A68) follows
the same reasoning used in obtaining the upper bound for the zeros means in
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Theorem 4.5. The last inequality (A69) holds since τρ
2/ξ ≤ τ1/ξ on the interval

0 < τ < 1/2 for any value ρ > 1.
Now, we focus on the first term on the right hand side of (A66). To that

end, we first derive some tight upper bound of the posterior variance Var[β | y]
(A53), splitted with the following two terms:

Var[β | y] = E[1 − κ | y] − y2 (E[κ | y])2 + y2
E[κ2 | y]

= E[1 − κ | y] − y2 (E[1 − κ | y] − 1)2 + y2
E[κ2 | y]

= E[1 − κ | y] − y2 (E[1 − κ | y])2 − y2 + 2y2
E[1 − κ | y] + y2

E[κ2 | y]
= E[1 − κ | y] − y2 (E[1 − κ | y])2

+ y2
E[1 − κ | y] + y2

E[1 − κ | y] + y2 (
E[κ2 | y] − 1

)
≤ E[1 − κ | y] + y2

E[1 − κ | y](1 − E[1 − κ | y]) + y2
E[1 − κ | y]

≤ E[1 − κ | y] + 2y2
E[1 − κ | y],

where the first and second inequalities follow from inequalities y2 (
E[κ2 | y] − 1

)
≤ 0 and E[1 − κ | y] ≥ 0, respectively. Thus, the first term on the right hand
side of (A66) can be re-expressed as

Eβ0i

[
Var[βi | yi]1{|yi|≤ρrτ,ξ}

]
� (A70)

Eβ0i

[
E[1 − κ | yi]1{|yi|≤ρrτ,ξ}

]
+ Eβ0i

[
y2
i E[1 − κ | yi]1{|yi|≤ρrτ,ξ}

]
.

By using Lemma A.4.2-(b), we can derive an upper bound of the the first
term on the right hand side of (A70) as follows:

Eβ0i

[
E[1 − κ | yi]1{|yi|≤ρrτ,ξ}

]
�

∫ ρrτ,ξ

0
ey

2/2τ1/ξ
{

1 + e−ηy2/2 + o(1)
} 1√

2π
e−y2/2dy

� τ1/ξ
√

log 1
τ
,

and by using Lemma A.4.2-(a), we can obtain an upper bound of the second
term on the right hand side of (A70) as follows

Eβ0i

[
y2
i E[1 − κ | yi]1{|yi|≤ρrτ,ξ}

]
�

∫ ρrτ,ξ

0
y2ey

2/2τ1/ξ
{
y−1−1/ξ + e−ηy2/2 + o(1)

} 1√
2π

e−y2/2dy

� τ1/ξ
∫ ρrτ,ξ

0

{
y2e−ηy2/2 + y1−1/ξ

}
dy

= τ1/ξ 1
2 − 1/ξ (ρrτ,ξ)2−1/ξ + τ1/ξ

√
2

η3/2 γ

(
3
2 ,

ηρ2r2
τ,ξ

4

)
� τ1/ξ

(
log 1

τ

)1−1/(2ξ)
,

where we wrote the negligible term e−(1−τ2)y2/2τ2−1/ξ as o(1).
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• Conclusion
Finalize the proof by summing up all results for the nonzero and zero means.

Proof – Theorem 4.7 Set the τ to be a sequence of n by τ = (q/n)α,
with the ξ satisfying 1/2 < ξ < α for any constant α > 1/2. Let Uτ,ξ =
q log(1/τ)/ξ+(n− q)τ1/ξ{log (1/τ)}max{ 1

2 ,1− 1
2ξ } denote the upper bound of the

inequality (19) in the main paper. By plugging the τ = (q/n)α in the Uτ,ξ,
we can bound the ratio between the Uτ=(q/n)α,ξ and the minimax optimal rate
q log(n/q):

Uτ=(q/n)α,ξ

q log(n/q) � q log(n/q) + q{log(n/q)}max{ 1
2 ,1− 1

2ξ }(q/n)α/ξ−1

q log(n/q)
� 1 + (q/n)α/ξ−1 � 1,

since {log(n/q)}max{ 1
2 ,1− 1

2ξ } ≤ log(n/q) given ξ > 1/2 and (q/n)α/ξ−1 < 1 given
α/ξ > 1. (Here, the notation A � B is interpreted as A(n) ≤ cB(n) where c
is independent of n.) Thus, there exists some constant c independent of n such
that 0 < Uτ=(q/n)α,ξ ≤ c · q log(n/q). Furthermore, as c is positive, it holds
K · Uτ=(q/n)α,ξ ≤ q log(n/q) with K = 1/c.

By Markov’s inequality, we have

Π
(
‖β − β0‖2

2 ≥ Mnq log(n/q) | y
)

≤ Π
(
‖β − β0‖2

2 ≥ MnKUτ=(q/n)α,ξ | y
)

≤ E[‖β − β0‖2
2 | y]

MnKUτ=(q/n)α,ξ

≤ 2E[‖T (y) − β0‖2
2 | y]

MnKUτ=(q/n)α,ξ
+ 2E[‖β − T (y)‖2

2 | y]
MnKUτ=(q/n)α,ξ

= 2‖T (y) − β0‖2
2

MnKUτ=(q/n)α,ξ
+

2
∑n

i=1 Var[βi | yi]
MnKUτ=(q/n)α,ξ

,

for any sequence Mn with Mn → ∞.
Now, take the expectation Eβ0 [·] on the both sides of the above inequality to

get

Eβ0

[
Π
(
‖β − β0‖2

2 ≥ Mnq log(n/q) | y
)]

≤
2Eβ0

[
‖T (y) − β0‖2

2
]

MnKUτ=(q/n)α,ξ

+
2Eβ0 [

∑n
i=1 Var[βi | yi]]

MnKUτ=(q/n)α,ξ
(A71)

� 4
MnK

,

where we used Theorem 4.5 and 4.6 on the first and second terms on the right
hand side of the inequality (A71).
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A.4.4. Derivation of theoretical optimal values for ξ inducing
near-minimax rate

Denote the upper bound of the inequality (19) in the main paper as Uτ,ξ =
q log(1/τ)/ξ + (n− q)τ1/ξ{log (1/τ)}max{ 1

2 ,1− 1
2ξ }. With the choice τ = 1/n, we

wish to find values ξ belongs to the set defined as

Ω = {ξ ∈ (1/2,∞) | Uτ=1/n,ξ

= q/ξ · logn + (n− q)(1/n)1/ξ{logn}max{ 1
2 ,1− 1

2ξ } � q logn}. (A72)

Elements of the set Ω can be regarded as optimal values for the ξ in the
sense that, with the choice τ = 1/n, the upper bound Uτ,ξ is bounded above
by the “near-minimax rate” q logn [71]. Such values ξ may be useful when
the underlying sparsity level is unknown, and provide some insights about the
behaviour of the ξ under diverse sparse regime.

Noting from the first term of the Uτ=1/n,ξ (A72), it holds q/ξ · logn � q logn
for any ξ > 1/2. This implies that the first term of Uτ=1/n,ξ do not restrict on
the choice of ξ. Now, we concern the second term of Uτ=1/n,ξ by finding values
ξ satisfying

(n− q)(1/n)1/ξ{logn}max{ 1
2 ,1− 1

2ξ } � q logn

⇐⇒ n1−1/ξ{logn}max{ 1
2 ,1− 1

2ξ } � q logn

⇐⇒ n1−1/ξ � q{logn}min{ 1
2 ,

1
2ξ }

⇐⇒ (1 − 1/ξ) logn � log q + min{1/2, 1/2ξ} log logn

⇐⇒ ξ � logn
logn− log q − min{1/2, 1/2ξ} log logn.

In conclusion, the optimal set for ξ is characterized by

Ω =
{
ξ ∈ (1/2,∞) | ξ � logn

logn− log q − min{1/2, 1/ξ} log logn

}
.

Since min{1/2, 1/2ξ} log logn > 0 is nearly constant as n → ∞, and by the
definition of the sparsity level s = q/n (Equation (2) in the main paper), the
values ξ = logn/(logn− log q) = − logn/ log s (up to a multiplicative constant)
are optimal values for ξ (i.e., elements of Ω) that induce the near-minimax rate.
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Supplementary Material

Program Codes
(doi: 10.1214/24-EJS2317SUPPA; .zip). R code implementing the Gibbs sam-
pler for the GLT prior is available in the Supplemental Content. Open-source
R code (https://github.com/yain22/Tail-adaptive-Bayesian-Shrinkage) is also
available.

Supplementary Material to “Tail-adaptive Bayesian shrinkage”
(doi: 10.1214/24-EJS2317SUPPB; .pdf). The Supplementary Material contains
additional simulation experiments, breast cancer gene expression data analysis,
and curve-fitting studies.

References

[1] Andrieu, C., De Freitas, N., Doucet, A. and Jordan, M. I. (2003).
An introduction to MCMC for machine learning. Machine Learning 50
5–43.

[2] Armagan, A., Dunson, D. and Lee, J. (2010). Bayesian generalized
double Pareto shrinkage. Biometrika.

[3] Bai, R. and Ghosh, M. (2018). On the beta prime prior for scale parame-
ters in high-dimensional Bayesian regression models. arXiv preprint arXiv:
1807.06539. MR4286197

[4] Bai, R. and Ghosh, M. (2018). High-dimensional multivariate posterior
consistency under global–local shrinkage priors. Journal of Multivariate
Analysis 167 157–170. MR3830639

[5] Bartle, R. G. and Sherbert, D. R. (2011). Introduction to Real Anal-
ysis. Hoboken, NJ: Wiley. MR0669021

[6] Benjamini, Y. and Hochberg, Y. (1995). Controlling the false discov-
ery rate: a practical and powerful approach to multiple testing. Journal
of the Royal Statistical Society: Series B (Methodological) 57 289–300.
MR1325392

[7] Benjamini, Y. and Yekutieli, D. (2005). False discovery rate–adjusted
multiple confidence intervals for selected parameters. Journal of the Amer-
ican Statistical Association 100 71–81. MR2156820

[8] Bhadra, A., Datta, J., Polson, N. G. and Willard, B. T. (2017).
Lasso meets horseshoe. arXiv preprint arXiv:1706.10179. MR4017521

[9] Bhattacharya, A., Chakraborty, A. and Mallick, B. K. (2016).
Fast sampling with Gaussian scale mixture priors in high-dimensional re-
gression. Biometrika asw042. MR3620452

[10] Bhattacharya, A., Pati, D., Pillai, N. S. and Dunson, D. B. (2015).
Dirichlet–Laplace priors for optimal shrinkage. Journal of the American
Statistical Association 110 1479–1490. MR3449048

[11] Bühlmann, P. and van de Geer, S. (2011). Statistics for High-
dimensional Data: Methods, Theory and Applications. Springer Science &
Business Media. MR2807761

https://doi.org/10.1214/24-EJS2317SUPPA
https://github.com/yain22/Tail-adaptive-Bayesian-Shrinkage
https://doi.org/10.1214/24-EJS2317SUPPB
https://arxiv.org/abs/1807.06539
https://arxiv.org/abs/1807.06539
https://mathscinet.ams.org/mathscinet-getitem?mr=4286197
https://mathscinet.ams.org/mathscinet-getitem?mr=3830639
https://mathscinet.ams.org/mathscinet-getitem?mr=0669021
https://mathscinet.ams.org/mathscinet-getitem?mr=1325392
https://mathscinet.ams.org/mathscinet-getitem?mr=2156820
https://arxiv.org/abs/1706.10179
https://mathscinet.ams.org/mathscinet-getitem?mr=4017521
https://mathscinet.ams.org/mathscinet-getitem?mr=3620452
https://mathscinet.ams.org/mathscinet-getitem?mr=3449048
https://mathscinet.ams.org/mathscinet-getitem?mr=2807761


4720 S. Y. Lee et al.

[12] Carvalho, C. M., Polson, N. G. and Scott, J. G. (2009). Handling
sparsity via the horseshoe. In Artificial Intelligence and Statistics 73–80.

[13] Carvalho, C. M., Polson, N. G. and Scott, J. G. (2010). The horse-
shoe estimator for sparse signals. Biometrika 97 465–480. MR2650751

[14] Casella, G. and George, E. I. (1992). Explaining the Gibbs sampler.
The American Statistician 46 167–174. MR1183069

[15] Castillo, I., Schmidt-Hieber, J., Van der Vaart, A. et al. (2015).
Bayesian linear regression with sparse priors. The Annals of Statistics 43
1986–2018. MR3375874

[16] Castillo, I., van der Vaart, A. et al. (2012). Needles and straw in a
haystack: Posterior concentration for possibly sparse sequences. The Annals
of Statistics 40 2069–2101. MR3059077

[17] Chiccoli, C., Lorenzutta, S. and Maino, G. (1992). Concerning some
integrals of the generalized exponential-integral function. Computers &
Mathematics with Applications 23 13–21. MR1158134

[18] Coles, S., Bawa, J., Trenner, L. and Dorazio, P. (2001). An Intro-
duction to Statistical Modeling of Extreme Values 208. Springer.

[19] Damlen, P., Wakefield, J. and Walker, S. (1999). Gibbs sampling
for Bayesian non-conjugate and hierarchical models by using auxiliary vari-
ables. Journal of the Royal Statistical Society: Series B (Statistical Method-
ology) 61 331–344. MR1680334

[20] Donoho, D. L. and Johnstone, I. M. (1994). Minimax risk over lp-balls
for lq-error. Probability Theory and Related Fields 99 277–303. MR1278886

[21] Donoho, D. L., Johnstone, I. M., Hoch, J. C. and Stern, A. S.

(1992). Maximum entropy and the nearly black object. Journal of the Royal
Statistical Society: Series B (Methodological) 54 41–67. MR1157714

[22] Drees, H., De Haan, L., Resnick, S. et al. (2000). How to make a Hill
plot. The Annals of Statistics 28 254–274. MR1762911

[23] Efron, B. (2010). The future of indirect evidence. Statistical Science:
A Review Journal of the Institute of Mathematical Statistics 25 145.
MR2789983

[24] Efron, B. (2012). Large-scale Inference: Empirical Bayes Methods for
Estimation, Testing, and Prediction 1. Cambridge University Press.
MR2724758

[25] Efron, B. and Hastie, T. (2016). Computer age Statistical Inference 5.
Cambridge University Press. MR3523956

[26] Embrechts, P., Frey, R. and McNeil, A. (2011). Quantitative Risk
Management. MR3445371

[27] Embrechts, P., Klüppelberg, C. and Mikosch, T. (2013). Modelling
Extremal Events: For Insurance and Finance 33. Springer Science & Busi-
ness Media. MR1458613

[28] Friedman, J., Hastie, T. and Tibshirani, R. (2001). The Elements of
Statistical Learning 1. Springer Series in Statistics. Springer, New York.
MR1851606

[29] George, E. I. and McCulloch, R. E. (1993). Variable selection
via Gibbs sampling. Journal of the American Statistical Association 88

https://mathscinet.ams.org/mathscinet-getitem?mr=2650751
https://mathscinet.ams.org/mathscinet-getitem?mr=1183069
https://mathscinet.ams.org/mathscinet-getitem?mr=3375874
https://mathscinet.ams.org/mathscinet-getitem?mr=3059077
https://mathscinet.ams.org/mathscinet-getitem?mr=1158134
https://mathscinet.ams.org/mathscinet-getitem?mr=1680334
https://mathscinet.ams.org/mathscinet-getitem?mr=1278886
https://mathscinet.ams.org/mathscinet-getitem?mr=1157714
https://mathscinet.ams.org/mathscinet-getitem?mr=1762911
https://mathscinet.ams.org/mathscinet-getitem?mr=2789983
https://mathscinet.ams.org/mathscinet-getitem?mr=2724758
https://mathscinet.ams.org/mathscinet-getitem?mr=3523956
https://mathscinet.ams.org/mathscinet-getitem?mr=3445371
https://mathscinet.ams.org/mathscinet-getitem?mr=1458613
https://mathscinet.ams.org/mathscinet-getitem?mr=1851606


Tail-adaptive Bayesian shrinkage 4721

881–889.
[30] George, E. I. and McCulloch, R. E. (1995). Stochastic search variable

selection. Markov Chain Monte Carlo in Practice 68 203–214.
[31] Ghosh, P., Chakrabarti, A. et al. (2017). Asymptotic optimality of

one-group shrinkage priors in sparse high-dimensional problems. Bayesian
Analysis 12 1133–1161. MR3724981

[32] Gierz, G., Hofmann, K., Keimel, K., Lawson, J., Mislove, M. and
Scott, D. (2003). Encyclopedia of Mathematics and its Applications.

[33] Griffin, J., Brown, P. et al. (2017). Hierarchical shrinkage priors for
regression models. Bayesian Analysis 12 135–159. MR3597570

[34] Griffin, J. E., Brown, P. J. et al. (2010). Inference with normal-gamma
prior distributions in regression problems. Bayesian Analysis 5 171–188.
MR2596440

[35] Gulisashvili, A., Tankov, P. et al. (2016). Tail behavior of sums
and differences of log-normal random variables. Bernoulli 22 444–493.
MR3449790

[36] Hastie, T., Tibshirani, R. and Wainwright, M. (2015). Statistical
Learning with Sparsity: The Lasso and Generalizations. Chapman and
Hall/CRC. MR3616141

[37] Hill, B. M. (1975). A simple general approach to inference about the tail
of a distribution. The Annals of Statistics 1163–1174. MR0378204

[38] Jameson, G. (2016). The incomplete gamma functions. The Mathematical
Gazette 100 298–306. MR3520824

[39] Jeffreys, H. (1946). An invariant form for the prior probability in es-
timation problems. Proceedings of the Royal Society of London. Series A.
Mathematical and Physical Sciences 186 453–461. MR0017504

[40] Johndrow, J. E., Orenstein, P. and Bhattacharya, A. (2017). Bayes
shrinkage at GWAS scale: Convergence and approximation theory of a scal-
able MCMC algorithm for the horseshoe prior. arXiv preprint arXiv:1705.
00841. MR4095352

[41] Johnson, V. E. and Rossell, D. (2010). On the use of non-local prior
densities in Bayesian hypothesis tests. Journal of the Royal Statistical So-
ciety: Series B (Statistical Methodology) 72 143–170. MR2830762

[42] Johnson, V. E. and Rossell, D. (2012). Bayesian model selection in
high-dimensional settings. Journal of the American Statistical Association
107 649–660. MR2980074

[43] Karamata, J. (1933). Sur un mode de croissance régulière. Théorèmes
fondamentaux. Bulletin de la Société Mathématique de France 61 55–62.
MR1504998

[44] Lee, S. and Kim, J. H. (2018). Exponentiated generalized Pareto distri-
bution: Properties and applications towards extreme value theory. Com-
munications in Statistics – Theory and Methods 1–25. MR3962098

[45] Lee, S. Y. (2021). Gibbs sampler and coordinate ascent variational infer-
ence: A set-theoretical review. Communications in Statistics – Theory and
Methods 1–21. MR4391527

[46] Lee, S. Y. (2022). The use of a log-normal prior for the Student t-

https://mathscinet.ams.org/mathscinet-getitem?mr=3724981
https://mathscinet.ams.org/mathscinet-getitem?mr=3597570
https://mathscinet.ams.org/mathscinet-getitem?mr=2596440
https://mathscinet.ams.org/mathscinet-getitem?mr=3449790
https://mathscinet.ams.org/mathscinet-getitem?mr=3616141
https://mathscinet.ams.org/mathscinet-getitem?mr=0378204
https://mathscinet.ams.org/mathscinet-getitem?mr=3520824
https://mathscinet.ams.org/mathscinet-getitem?mr=0017504
https://arxiv.org/abs/1705.00841
https://arxiv.org/abs/1705.00841
https://mathscinet.ams.org/mathscinet-getitem?mr=4095352
https://mathscinet.ams.org/mathscinet-getitem?mr=2830762
https://mathscinet.ams.org/mathscinet-getitem?mr=2980074
https://mathscinet.ams.org/mathscinet-getitem?mr=1504998
https://mathscinet.ams.org/mathscinet-getitem?mr=3962098
https://mathscinet.ams.org/mathscinet-getitem?mr=4391527


4722 S. Y. Lee et al.

distribution. Axioms 11 462.
[47] Lee, S. Y., Zhao, P., Pati, D. and Mallick, B. K. (2024). Sup-

plementary Material to “Tail-adaptive Bayesian shrinkage”. https://
doi.org/10.1214/24-EJS2317SUPPA; https://doi.org/10.1214/24-
EJS2317SUPPB.

[48] Li, H. and Pati, D. (2017). Variable selection using shrinkage priors. Com-
putational Statistics & Data Analysis 107 107–119. MR3575062

[49] Lindley, D. V. and Smith, A. F. (1972). Bayes estimates for the linear
model. Journal of the Royal Statistical Society: Series B (Methodological)
34 1–18. MR0415861

[50] Maric, V. (2000). Regular Variation and Differential Equations 1726.
Springer Science & Business Media. MR1753584

[51] Martin, R., Mess, R., Walker, S. G. et al. (2017). Empirical Bayes
posterior concentration in sparse high-dimensional linear models. Bernoulli
23 1822–1847. MR3624879

[52] McNeil, A. J., Frey, R. and Embrechts, P. (2015). Quantitative Risk
Management: Concepts, Techniques and Tools – Revised Edition. Princeton
University Press. MR3445371

[53] Mikosch, T. (1999). Regular Variation, Subexponentiality and Their Ap-
plications in Probability Theory. Eindhoven University of Technology.

[54] Milgram, M. (1985). The generalized integro-exponential function. Math-
ematics of Computation 44 443–458. MR0777276

[55] Mitchell, T. J. and Beauchamp, J. J. (1988). Bayesian variable selec-
tion in linear regression. Journal of the American Statistical Association 83
1023–1032. MR0997578

[56] Murray, I., Prescott Adams, R. and MacKay, D. J. (2010). Elliptical
slice sampling.

[57] Neal, R. M. (2003). Slice sampling. Annals of Statistics 705–741.
MR1994729

[58] Nishihara, R., Murray, I. and Adams, R. P. (2014). Parallel MCMC
with generalized elliptical slice sampling. The Journal of Machine Learning
Research 15 2087–2112. MR3231603

[59] Park, T. and Casella, G. (2008). The bayesian lasso. Journal of the
American Statistical Association 103 681–686. MR2524001

[60] Pati, D., Bhattacharya, A., Pillai, N. S., Dunson, D. et al. (2014).
Posterior contraction in sparse Bayesian factor models for massive covari-
ance matrices. The Annals of Statistics 42 1102–1130. MR3210997

[61] Pickands III, J. et al. (1975). Statistical inference using extreme order
statistics. The Annals of Statistics 3 119–131. MR0423667

[62] Piironen, J., Vehtari, A. et al. (2017). Sparsity information and regu-
larization in the horseshoe and other shrinkage priors. Electronic Journal
of Statistics 11 5018–5051. MR3738204

[63] Polson, N. G. and Scott, J. G. (2010). Shrink globally, act lo-
cally: Sparse Bayesian regularization and prediction. Bayesian Statistics
9 501–538. MR3204017

[64] Resnick, S. and Stărică, C. (1995). Consistency of Hill’s estimator for

https://doi.org/10.1214/24-EJS2317SUPPA
https://doi.org/10.1214/24-EJS2317SUPPA
https://doi.org/10.1214/24-EJS2317SUPPB
https://doi.org/10.1214/24-EJS2317SUPPB
https://mathscinet.ams.org/mathscinet-getitem?mr=3575062
https://mathscinet.ams.org/mathscinet-getitem?mr=0415861
https://mathscinet.ams.org/mathscinet-getitem?mr=1753584
https://mathscinet.ams.org/mathscinet-getitem?mr=3624879
https://mathscinet.ams.org/mathscinet-getitem?mr=3445371
https://mathscinet.ams.org/mathscinet-getitem?mr=0777276
https://mathscinet.ams.org/mathscinet-getitem?mr=0997578
https://mathscinet.ams.org/mathscinet-getitem?mr=1994729
https://mathscinet.ams.org/mathscinet-getitem?mr=3231603
https://mathscinet.ams.org/mathscinet-getitem?mr=2524001
https://mathscinet.ams.org/mathscinet-getitem?mr=3210997
https://mathscinet.ams.org/mathscinet-getitem?mr=0423667
https://mathscinet.ams.org/mathscinet-getitem?mr=3738204
https://mathscinet.ams.org/mathscinet-getitem?mr=3204017


Tail-adaptive Bayesian shrinkage 4723

dependent data. Journal of Applied Probability 32 139–167. MR1316799
[65] Robert, C. and Casella, G. (2013). Monte Carlo Statistical Methods.

Springer Science & Business Media. MR1707311
[66] Song, Q. and Liang, F. (2017). Nearly optimal Bayesian shrinkage for

high dimensional regression. arXiv preprint arXiv:1712.08964. MR4535982
[67] Tibshirani, R. (1996). Regression shrinkage and selection via the lasso.

Journal of the Royal Statistical Society. Series B (Methodological) 267–288.
MR1379242

[68] Tipping, M. E. (2001). Sparse Bayesian learning and the relevance vector
machine. Journal of Machine Learning Research 1 211–244. MR1875838

[69] van der Pas, S., Kleijn, B., Van Der Vaart, A. et al. (2014). The
horseshoe estimator: Posterior concentration around nearly black vectors.
Electronic Journal of Statistics 8 2585–2618. MR3285877

[70] van der Pas, S., Szabó, B. and van der Vaart, A. (2016). How many
needles in the haystack? Adaptive inference and uncertainty quantification
for the Horseshoe. arXiv preprint arXiv:1607.01892.

[71] van der Pas, S., Szabó, B., van der Vaart, A. et al. (2017). Adaptive
posterior contraction rates for the horseshoe. Electronic Journal of Statis-
tics 11 3196–3225. MR3705450

[72] van der Pas, S., Szabó, B., van der Vaart, A. et al. (2017). Uncer-
tainty quantification for the horseshoe (with discussion). Bayesian Analysis
12 1221–1274. MR3724985

[73] West, M. (1984). Outlier models and prior distributions in Bayesian linear
regression. Journal of the Royal Statistical Society. Series B (Methodologi-
cal) 431–439. MR0790630

[74] Yang, Y., Wainwright, M. J., Jordan, M. I. et al. (2016). On the
computational complexity of high-dimensional Bayesian variable selection.
The Annals of Statistics 44 2497–2532. MR3576552

[75] Yoo, W. W. (2017). Contributed Discussion to Uncertainty Quantification
for the Horseshoe by Stéphanie van der Pas, Botond Szabó and Aad van
der Vaart. arXiv preprint arXiv:1710.05987. MR3724985

[76] Zhang, R. and Ghosh, M. (2019). Ultra high-dimensional multivariate
posterior contraction rate under shrinkage priors. arXiv preprint arXiv:
1904.04417. MR4322321

https://mathscinet.ams.org/mathscinet-getitem?mr=1316799
https://mathscinet.ams.org/mathscinet-getitem?mr=1707311
https://arxiv.org/abs/1712.08964
https://mathscinet.ams.org/mathscinet-getitem?mr=4535982
https://mathscinet.ams.org/mathscinet-getitem?mr=1379242
https://mathscinet.ams.org/mathscinet-getitem?mr=1875838
https://mathscinet.ams.org/mathscinet-getitem?mr=3285877
https://arxiv.org/abs/1607.01892
https://mathscinet.ams.org/mathscinet-getitem?mr=3705450
https://mathscinet.ams.org/mathscinet-getitem?mr=3724985
https://mathscinet.ams.org/mathscinet-getitem?mr=0790630
https://mathscinet.ams.org/mathscinet-getitem?mr=3576552
https://arxiv.org/abs/1710.05987
https://mathscinet.ams.org/mathscinet-getitem?mr=3724985
https://arxiv.org/abs/1904.04417
https://arxiv.org/abs/1904.04417
https://mathscinet.ams.org/mathscinet-getitem?mr=4322321

	Introduction
	Fixed tail rule – Global-local shrinkage priors
	Tail-heaviness of a density
	Global-local shrinkage priors and the Horseshoe
	Restricted tail-heaviness of the Horseshoe

	Varying tail rule – Global-local-tail shrinkage priors
	Global-local-tail shrinkage priors
	Relationship with global-local shrinkage priors
	The GLT prior

	Properties of the GLT prior
	Marginal density of the GLT prior
	Propriety of the posterior of shape parameter
	Convergence properties of the GLT posterior

	Motivating example 1 – Prostate cancer data
	Prostate cancer data
	Prostate cancer data analysis via the Horseshoe
	Prostate cancer data analysis via the GLT prior

	Motivating example 2 – Simulation study with varied sparsity level
	Artificial high-dimensional data generator
	The Horseshoe under varied sparsity level
	The GLT prior under varied sparsity level

	Simulations
	Outline
	Scenario 1: varied sparsity level s = q/p
	Scenario 2: varied 
	Scenario 3: varied signal-to-noise ratio

	Discussion
	Appendix
	Posterior computation
	Gibbs sampler
	Slice sampler implementation in Step 3 and Step 4
	Summary of the Hill estimator
	Hyper-parameter specification of  and 2

	Properties of the Horseshoe
	Prior analysis of the Horseshoe
	Proof – Proposition 2.2

	Prior analysis for the GLT prior
	Proof – Proposition 4.1
	Proof – Corollary 4.2
	Proof – Lemma 4.4

	Convergence properties of the GLT posterior
	Outline of the proofs
	Proofs of Lemmas A.4.1, A.4.2, and A.4.3
	Proofs of Theorems 4.5, 4.6, and 4.7
	Derivation of theoretical optimal values for  inducing near-minimax rate

	Acknowledgments
	Supplementary Material
	References

