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Abstract: In this paper, we investigate score function-based tests to check
the significance of an ultrahigh-dimensional sub-vector of the model coef-
ficients when the nuisance parameter vector is also ultrahigh-dimensional
in linear models. We first reanalyze and extend a recently proposed score
function-based test to derive, under weaker conditions, its limiting distri-
butions under the null and local alternative hypotheses. As it may fail to
work when the correlation between testing covariates and nuisance covari-
ates is high, we propose an orthogonalized score function-based test with
two merits: debiasing to make the non-degenerate error term degenerate
and reducing the asymptotic variance to enhance power performance. Sim-
ulations evaluate the finite-sample performances of the proposed tests, and
a real data analysis illustrates its application.
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1. Introduction

It is important to check whether the covariates of interest contribute to the re-
sponse, given the other covariates. In linear regression models, this is formulated
as testing whether the parameter vector of interest is equal to zero. This paper
studies inference of an ultrahigh-dimensional parameter vector of interest with
an ultrahigh-dimensional nuisance parameter vector. This problem is of great
importance in practice. For instance, researchers may aim to test whether a
gene pathway, consisting of ultrahigh-dimensional genes for the same biological
functions, is important for a certain clinical outcome, given the other ultrahigh-
dimensional genes.

For this challenging problem, there are several proposals available in the liter-
ature. The coordinate-based maximum tests have been proposed recently. See for
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instance [30, 39, 16, 28, 37]. These methods are computationally expensive be-
cause many penalized optimization implementations with ultrahigh-dimensional
parameter vector are involved. A Wald-type test was suggested by [23], which
is computationally low cost. They imposed the boundedness of the eigenvalues
of the covariance matrix. To tackle the problem in the study of the asymptotic
properties, brought by too small variance ([23] pointed out), a positive tun-
ing parameter over the sample size is added to the estimated variance. As the
limiting null distribution remains unknown, their test with the critical values
determined by the standard normal distribution is conservative in theory (see
the discussion on page 11 of [23]).

Score function-based testing procedures are also popular. When the dimen-
sion of the nuisance parameter vector is low or diverging at a relatively slow rate
and the parameter vector of interest is high-dimensional, the references include
[19, 40, 20] (for generalized linear models), [14], and [21]. The recent develop-
ment of score function-based testing procedure is made by [8] who extended
the score function-based test of [20] to handle ultrahigh-dimensional nuisance
parameter vector. This test is suitable under dense alternative hypotheses and
the numerical studies supported some merits of their test. However, their results
require that the eigenvalues of the covariance matrix are all bounded and the
dimension of the parameter vector of interest grows polynomially with the sam-
ple size to guarantee nontrivial power. Further the limiting distributions under
the local alternatives are not established.

The above observations motivate us to further study the score function-based
test for linear models, extend the results in the literature and propose new
test to handle high correlation between nuisance and testing covariates. To be
specific, we will do the following. First, we need to reanalyze, under weaker
conditions, the properties of the test statistic and extend the results to the
case where the testing parameter and nuisance parameter vectors are ultrahigh-
dimensional simultaneously at the rates up to the exponential of the sample
size. To this end, we derive the limiting distributions under the null and local
alternative hypotheses. Second, when the correlation between the covariates of
interest and the nuisance covariates is strong, a non-negligible bias causes the
tests in [8] fail to work. Therefore, we propose an orthogonalization procedure
to reduce the possible bias. Although this technique has been adopted in the
recent high-dimensional inference literature [38, 33, 25, 4, 12], to the best of
our knowledge, it has not been applied to constructing test statistics based
on the quadratic norm of the score function for ultrahigh-dimensional testing
parameter vector. Two merits shown in our investigation are as follows. The
orthogonalization can debiase the error terms and convert the non-degenerate
error terms to degenerate, thus relaxing the correlation assumption between the
covariates of interest and nuisance covariates; it can also reduce the variance
of the test statistic and thus enhance the power performance, which was not
observed in the literature.

Technically, we establish the asymptotic normality of the two proposed test
statistics in a different way from those used by [40, 20, 14] for the quadratic
norm-based test statistics. Instead of calculating the relatively complex spec-
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tral norm of the ultrahigh-dimensional sample matrix, we derive the order of
element-max norm of the ultrahigh-dimensional U -statistics with the help of
maximal inequalities established in [13] and [11]. The technique developed in
this paper can be useful for other high-dimensional inference problems.

The rest of the paper is organized as follows. Section 2 re-analyzes the test
statistic in [8] to handle the case with higher dimensional parameter vector of
interest and presents the limiting distributions under both null and local alter-
native hypotheses. The failure of this test statistic in the high correlation case is
also discussed. Section 3 introduces the orthogonalization procedure. Section 4
contains an oracle inference procedure to illustrate the merits of the orthogonal-
ization approach. Further, Section 5 develops an orthogonalization-based test in
the general case and derives the relevant asymptotic analysis. Section 6 presents
simulation studies and a real data analysis. Section 7 offers some conclusions.
The Appendix includes detailed proofs of the theoretical properties, technical
lemmas, and additional simulation results.

Before closing this section, we introduce some necessary notations. For a d-
dimension vector U, write ‖U‖r = (

∑d
k=1 |Uk|r)1/r and ‖U‖∞ = max1≤k≤d|Uk|

to denote Lr and L∞ norms of U, where Uk is the k-th element of U. Further
define ‖U‖0 = # {k : Uk �= 0}. A random variable X is sub-Gaussian if the
moment generating function (MGF) of X2 is bounded at some point, namely
E exp(X2/K2) ≤ 2, where K is a positive constant. A random vector X in R

p

is called sub-Gaussian if x�X are sub-gaussian random variables for all x ∈ R
p.

For a, b ∈ R, write a ∨ b = max{a, b}. For p1 × p2 dimensional matrix A, write
λmax(A) to denote the spectral norm of A. Further define ‖A‖0 = #{(i, j) :
Aij �= 0} and ‖A‖F = {tr(AA�)}1/2, where Aij is the (i, j)-th element of A.

2. The score function-based test and new results

Let Y ∈ R be the response variable along with the covariates X = (X1, . . . ,
Xpβ

)� ∈ R
pβ and Z = (Z1, . . . , Zpγ )� ∈ R

pγ . Consider the following linear
model:

Y = β�X + γ�Z + ε, (1)

where ε is the random error satisfying E(ε) = 0 and E(ε2) = σ2. Let V =
(X�,Z�)� and Σ be the covariance matrix of V . Without loss of generality,
assume that E(V ) = 0, Σ is positive definite and ε is uncorrelated with V . Our
primary interest is to detect whether X contributes to the response Y or not
given the other covariates, which is testing the following inference problem:

H0 : β = 0, versus H1 : β �= 0. (2)

To test the above hypothesis, we can construct test statistics based on score
functions. An advantage of score function-based tests is that we do not need to
estimate the parametric vector of interest. To be precise, consider the following
L2 loss function:

L(β,γ) = E(Y − β�X − γ�Z)2/2,



4410 W. Yang et al.

and the corresponding score function of β:

∂L(β,γ)/∂β = ∇βL(β,γ) = −E{(Y − β�X − γ�Z)X}.

Then ∇βL(0,γ) = 0 corresponds to H0; otherwise, to H1.
A test statistic can be based on the quadratic norm ∇βL(0,γ)�∇βL(0,γ).

As the nuisance parameter γ is unknown, we can replace γ with an estimator γ̂.
Now suppose {Xi,Zi, Yi}ni=1 is a random sample from the population (X,Z, Y ).
[20] proposed the following test statistic based on the quadratic norm of the
score function:

Tn = 1
n

∑
i �=j

(Yi − γ̂�Zi)(Yj − γ̂�Zj)X�
i Xj , (3)

where γ̂ is the least squares estimator. Clearly Tn can be seen as a U -statistic
type estimator of (n− 1)∇βL(0, γ̂)�∇βL(0, γ̂). In the asymptotic analysis, the
growth rate of the dimension of γ is required to be slower than n1/4. Recently, [8]
extended it to handle the ultrahigh-dimensional nuisance parameter situation.
They obtained the estimator γ̂ by solving the following penalized problem,

γ̂ = argmin
γ∈R

pγ

1
2n

n∑
i=1

(Yi − γ�Zi)2 + λY ‖γ‖1, (4)

where λY is the tuning parameter and γ has a sparse structure. Other penal-
ties such as SCAD and MCP, are also applicable. To deal with the case with
ultrahigh-dimensional parameter vector of interest and relax some conditions,
we conduct a further investigation for their test firstly.

Compared with existing high-dimensional literature in which the dimension
of nuisance parameter is much less than sample size, there are some technical
difficulties listed as following.

• There is no explicit formula for the penalized estimator. When the di-
mension of the nuisance parameter vector is low or diverging at relatively
slow rate, the nuisance parameter was estimated by least square estima-
tion or maximum likelihood estimation in [20, 21]. These estimators afore-
mentioned have explicit formulas. The theoretical results can be proved
by pluging the explicit forms of the estimators in relevant test statistics.
However, when the nuisance parameter vector is ultrahigh-dimensional,
these estimators are no longer feasible. Instead we use penalized estima-
tion procedures to deal with the ultrahigh-dimensional unknown nuisance
parameter vector. This brings great challenge now since the penalized es-
timators do not have explicit formulas.

• It is difficult to calculate the spectral norm of an ultrahigh-dimensional
sample matrix. To establish the asymptotic normality, we need to derive
the order of the following term

(γ̂ − γ)� 1
n

∑
i �=j

ZiZ�
j X�

i Xj(γ̂ − γ).
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When the dimension of nuisance covariates Z is relatively low, previous lit-
erature [40, 20, 14] calculated the spectral norm of n−1 ∑

i �=j ZiZ�
j X�

i Xj .
However, when the dimension of nuisance covariates Z is ultrahigh, it
is very difficult to obtain the order of the spectral norm of the above
ultrahigh-dimensional matrix. Alternatively we turn to derive the order
of element-max norm of the related ultrahigh-dimensional sample matrix
with the help of maximal inequalities established in [13] and [11]. This is
a new technical approach for analyzing score function-based tests.

2.1. Limiting null distribution

Let ΣX and ΣZ be the covariance matrices of the covariates X and Z respec-
tively. Denote pβ, pγ as the dimension of β and γ, and let p = pβ + pγ . De-
note γφ = Σ−1

Z E(ZY ), and γφ = γ under H0. Let s be a positive integer
and represents the sparsity level of γφ. Let �2 = max1≤k≤pγ‖E(ZkX)‖2

2 and
�2 = s2 log pγ�2. Here �2 describes the dependence of covariates of interest
and nuisance covariates. Next, under some technical assumptions, we study the
asymptotic null distribution of the test statistic Tn with γ̂ in (4).

Assumption 1. tr(Σ4
X) = o(tr2(Σ2

X)) and tr(Σ2
X) → ∞ as (n, pβ) → ∞.

Assumption 2. V can be expressed as

V = Γν,

where Γ is a p×m dimensional matrix with p ≤ m. The L2 norms of row vectors
in Γ are uniformly bounded. ν is an m-dimensional sub-Gaussian random vector
with mean zero and identity covariance matrix.

Assumption 3. ‖γ̂ − γφ‖1 = Op(s
√

log pγ/n).

Assumption 4. log pγ = O(nb) for some constant 0 < b < 1/3.

Assumption 5. ε is sub-Gaussian with bounded sub-Gaussian norm.

Assumption 1 frequently appeared in the literature [10, 20, 14] and is re-
quired in applying the martingale central limit theorem. If all the eigenvalues
of ΣX are bounded, then Assumption 1 holds. In the previous works such as
[28, 23, 8], they required that the eigenvalues of Σ are all bounded, which is
stronger than our assumption 1. Assumption 2 says that V can be expressed as
a linear transformation of an m-dimensional sub-Gaussian vector ν with zero
mean and unit variance. This assumption is similar to the pseudo-independence
assumption, which is widely used in the literature such as [1, 9, 10, 40, 14].
The boundedness assumption of L2 norms of row vectors in Γ is imposed to en-
sure that sub-Gaussian norms of the components of V are uniformly bounded.
Assumption 3 requires the L1 error bound of γ̂ at the order of s(log pγ/n)1/2.
Many estimators, such as Lasso, SCAD, and MCP, can achieve such a rate of
convergence. See for instance [27]. Assumption 4 allows the dimension of the
nuisance parameter in an exponential order of the sample size. Assumption 5 is
standard in the analysis for high-dimensional linear models.
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Theorem 2.1. Under H0 in (2) and Assumptions 1 – 5, and the following two
conditions:

�2 ∨ (log pγ)1/2�λ1/2
max(ΣX) = o(

√
ΛX), (5)

and

s(log pγ)3/2/
√
n = o(1), (6)

we have
Tn√
2ΛX

→ N(0, 1) in distribution

as (n, pβ, pγ) → ∞, where ΛX = σ4tr(Σ2
X).

Note that [39] assumed s∗(log p)3/2/
√
n = o(1). Here s∗ represents the spar-

sity level of the entire parameter vector (β�,γ�)�. Under null hypothesis,
s∗(log p)3/2/

√
n = o(1) becomes s(log p)3/2/

√
n = o(1). Since p can be much

larger than pγ , the sparsity requirement in (6) is still weaker than that in [39].
Condition (5) restricts the sparsity, the dimensions of the nuisance and testing
parameter, and the correlations among the covariates. Generally speaking, if
the correlations are weak and the dimension of the testing parameter is high,
the sparsity level and the dimension of the nuisance parameter can be very
high. Therefore, when the correlation between X and Z is weak, Tn still has
a tractable limiting null distribution. Particularly, when Σ has bounded eigen-
values, �2 and λmax(ΣX) can be bounded by a constant. Thus condition (5)
can be simplified as s2 log pγ = o(√pβ). Furthermore, if pβ = cn2 with c > 0,
condition (5) can be further simplified as s2 log pγ = o(n), which is weaker
than the conditions on sparsity and dimension in previous works (for example
s = o(

√
n/(log p)3/2) in [39]; s = o(

√
n/(log p)3) in [28]). With larger pβ, the

condition s2 log pγ = o(√pβ) is milder. This implies that Tn has tractable null
distribution even when both pβ and pγ are of exponential order of n.

To formulate the testing procedure based on Theorem 2.1, we use

R1n = σ̂4 1
2
(
n
4
) n∑

i<j<k<l

(Xi − Xj)�(Xk − Xl)(Xj − Xk)�(Xl − Xi)

to estimate ΛX, where σ̂2 is a consistent estimator of the error variance σ2, such
as the one in [32]. Under the null hypothesis, R1n is a ratio consistent estimator
of ΛX. The consistency of R1n has been discussed by many authors such as
[40, 14, 21]. Combining Theorem 2.1 and Slutsky Theorem, we reject H0 at a
significance level α if

Tn ≥ zα
√

2R1n.

Here zα is the upper-α quantile of standard normal distribution.
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2.2. Power analysis

Next, we study the limiting distribution of Tn under a class of alternative hy-
potheses. Let E(XZ�) =: ΣXZ = Σ�

ZX be the covariance matrix between X
and Z and η = X −W�Z, where

W = Σ−1
Z ΣZX. (7)

Let Ση be the covariance matrix of η.
Define the following family of local alternatives:

L1(β) =
{
β ∈ R

pβ

∣∣∣∣β�Σηβ = o(1), β�Σ2
ηβ = o

(
ΛX

n�2

)

and β�ΣηΣXΣηβ = o

(
ΛX

n

)}
.

Similar definitions of local alternative sets have been also considered in [40,
14, 21]. The class L1(β) prescribes a small difference between β and 0. For
illustration, suppose the eigenvalues of Σ are bounded by a constant, then L1(β)
can be simplified as

L1(β) =
{
β ∈ R

pβ

∣∣∣∣‖β‖2 = o

(
min

(
1,
√

pβ
ns2 log pγ

))}
.

We have the following theorem.

Theorem 2.2. Under the conditions in Theorem 2.1, for β ∈ L1(β), we have

Tn − nβ�Σ2
ηβ√

2ΛX
→ N(0, 1) in distribution

as (n, pβ, pγ) → ∞.

Theorem 2.2 indicates that the asymptotic power of the test statistic Tn

under the local alternatives L1(β) is given by

φ1n = Φ
(
−zα +

nβ�Σ2
ηβ√

2ΛX

)
, (8)

where Φ(·) denotes the standard normal cumulative distribution function. Equa-
tion (8) implies that the proposed test has nontrivial power as long as the
signal-to-noise ratio nβ�Σ2

ηβ/
√

2ΛX does not vanish to 0 as (n, pβ) → ∞.
It is noteworthy that the power performance of Tn relies not only on the

difference between β and 0 but also on Ση. Tn gains more power when the
difference between β and 0 is larger. Additionally, Tn gains more power when
the eigenvalues of Ση are larger. Further recall that ΛX = σ4tr(Σ2

X). Thus
when the variance of the error term is small, the power of Tn can also be large.

Compared with [8], we now establish the asymptotic distribution of Tn under
local alternative hypotheses. Both the parameter vector of interest and nuisance
parameter vector are allowed to be ultrahigh-dimensional.
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2.3. The failure of Tn

As discussed, the asymptotic distribution of Tn can be established when the cor-
relation between X and Z is weak and pβ is relatively large compared with pγ .
However, in highly correlated cases, condition (5) fails as �2 can be divergent in
this situation. This may cause the failure of the asymptotic normality. Practi-
cally, the situation that X and Z are correlated can be motivated by the study
where Z can represent some confounding variables, which can affect many vari-
ables in X. For instance, in genetic studies, the effect of certain segments of the
deoxyribonucleic acid on the gene expression may be confounded by population
structure and microarray expression artifacts [26]. The confounding biases can
yield an inflated distribution of test statistics in genome-wide association stud-
ies [6]. To illustrate this problem intuitively, consider the following toy example.

Example. Generate the covariates according to the following model:

X = W�Z + η, (9)

where η is a pβ-dimensional random vector and η is independent of Z. W is a
pγ × pβ dimensional matrix with non-zero corners

W� =
(

0 0 0
Q� 0 Q�

)
, (10)

where Q is a dZ × 2dX dimensional matrix and all the elements of Q equal 0.5.
In this example, we set β = 0 and γ �= 0. The null hypothesis H0 then holds.
We derive �2 increases with the increase of dX by some calculation. Let dZ = 3
and vary dX from 0 to 15.

Left panel of Figure 1 plots the empirical sizes of Tn. As dX increases, the
empirical size rises rapidly, and the significance level cannot be maintained.
Right panel of Figure 1 reports the empirical probability density function of
Tn, which can be well approximated by the standard normal distribution when
dX = 0. However, the deviation gradually increases with the increase of dX.
This toy example illustrates that when X and Z are not weakly dependent, Tn

is not applicable.
In the proof of Theorem 2.1, the following error term depends on the corre-

lation between X and Z:

ERROR1 = (γ − γ̂)� 1
n

∑
i �=j

ZiX�
i XjZ�

j (γ − γ̂), (11)

where n−1 ∑
i �=j ZiX�

i XjZ�
j is a pγ × pγ dimensional random matrix, and the

(k, l)-th element is a non-degenerate U-statistic with non-zero mean
E(ZkX)�E(ZlX). The order of ERROR1 is Op(s2 log pγ�2). Thus condition (5)
is required to reduce the impact of bias term ERROR1 on the asymptotic be-
havior of Tn. Clearly the bias is no longer negligible if s2 log pγ�2 ≥ C

√
ΛX for

some constant C. In the following, we suggest an orthogonalization-based test
to reduce the bias term.
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Fig 1. Left panel presents the empirical sizes of Tn with different dX. Right panel presents
the empirical probability density function of Tn with different dX (dX = 0,5,10,15). The pink
shade represents the probability density function of the standard normal distribution. Set
n = 100, p = 600 and pβ = pγ . We generate 500 replications and reject the null hypothesis
at the significance level α = 0.05. More details can be seen in Scenario 3 in Section 6.

3. An orthogonal score function-based test

As discussed in subsection 2.3, the estimation error of γ̂ may make the test
statistic Tn fail to work when the correlation of X and Z is high. To make the
score function immune to the estimation error of γ̂, we consider orthogonalizing
the score function of β,

S(β,γ) = ∇βL −W�∇γL with W� = ∇βγL(∇γγL)−1.

Here L = L(β,γ) = E(Y−β�X−γ�Z)2/2,∇βL = ∂L/∂β,∇βγL = ∂L2/∂β∂γ.
∇γL and ∇γγL are similarly defined.

The main idea of orthogonalization is to construct a statistic for the target
parameter, which is locally insensitive to the nuisance parameter. The orthogo-
nalization plays an important role in high-dimensional inference problems and
has been successfully applied in the recent literature. See for example, [4], [30]
and [3]. However, the current adoption of orthogonalization only focuses on low-
dimensional parameters. Actually the coordinate-based maximum tests firstly
consider orthogonalization for each element of testing parameter vector and then
take the maximum of all individual test statistics for each elements. To the best
of our knowledge, orthogonalization has not been investigated for test statistics
based on the quadratic norm of the score function for ultrahigh-dimensional
testing parameter vector.

In our model setting, S(β,γ) is equal to

S(β,γ) = −E{(Y − β�X − γ�Z)(X −W�Z)}.

Again H0 corresponds to S(0,γ) = 0. Compared with L(β,γ), we replace X
with X −W�Z now. We can then construct a test statistic based on S(0,γ)�
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S(0,γ). For the sample {Xi,Zi, Yi}ni=1, define:

M∗
n = 1

n

∑
i �=j

(Yi − γ�Zi)(Yj − γ�Zj)(Xi −W�Zi)�(Xj −W�Zj). (12)

We construct a final test statistic in Sections 4 and 5.

4. The oracle inference

To illustrate the merits of the orthogonalization technique, we first consider the
case with given W . Recall W is defined in (7) and W = Σ−1

Z ΣZX. A sufficient
condition for known W is that the joint distribution of (X�,Z�)� is known in
advance. This assumption is given in the recent literature on high-dimensional
statistics, such as the model-X knockoff procedure in [7]. Based on the term
in (12), consider the following test statistic:

Mo
n = 1

n

∑
i �=j

(Yi − γ̂�Zi)(Yj − γ̂�Zj)(Xi −W�Zi)�(Xj −W�Zj). (13)

We obtain the estimator γ̂ by solving a penalized least squares problem in (4).

4.1. Limiting null distribution

Recall η is defined in subsection 2.2 and η = X −W�Z. Ση is the covariance
matrix of η. Give the following assumption.

Assumption 6. tr(Σ4
η) = o(tr2(Σ2

η)) and tr(Σ2
η) → ∞ as (n, pβ) → ∞.

Assumption 6 is a counterpart of Assumption 1 in the case of the orthogonal
score function. Theorem 4.1 states the limiting null distribution of the oracle
test statistic Mo

n in (13).

Theorem 4.1. Under H0, and Assumptions 2-5, 6 and condition (6), we have

Mo
n√

2Λη

→ N(0, 1) in distribution

as (n, pβ, pγ) → ∞, where Λη = σ4tr(Σ2
η).

Notably, compared with Theorem 2.1, condition (5) is removed in Theo-
rem 4.1. Except for Assumption 6, there are no additional restrictions on the
relationship between the covariates in Theorem 4.1. The dependence require-
ment is greatly relaxed. The proof for this theorem is similar to that for Theo-
rem 2.1, but the error term becomes

ERRORo = (γ − γ̂)� 1
n

∑
i �=j

Ziη
�
i ηjZ�

j (γ − γ̂),
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where ηi = Xi−W�Zi and n−1 ∑
i �=j Ziη

�
i ηjZ�

j is a pγ×pγ dimensional matrix
with zero-mean degenerate U -statistic components. Benefitting from the zero-
mean property of n−1 ∑

i �=j Ziη
�
i ηjZ�

j , the order of the bias term ERRORo

is much smaller than that of ERROR1. From the theory of U -statistics (see,
e.g., [31]), the order of a typical degenerate U statistic is Op(n−1). Thus, by the
property of degenerate U statistic, n−1 ∑

i �=j Ziη
�
i ηjZ�

j is much easier to handle
than n−1 ∑

i �=j ZiX�
i XjZ�

j . In the proof, we show that ERRORo = op(
√

2Λη).
In summary, the orthogonalization technique has two merits: debiasing and con-
verting a non-degenerate U -statistic to a degenerate one. The first is frequently
observed in the literature, such as [41], [38], and [33]. We have not seen in the
literature any study to show the second merit of the orthogonalization technique.

4.2. Power analysis

To study the power performance of Mo
n, consider the following local alternatives:

L o(β) =
{
β ∈ R

pβ

∣∣∣∣β�Σηβ = o(1) and β�Σ3
ηβ = o

(
Λη

n

)}
.

Compared with previous literature [40, 14], we replace ΣX, ΛX with Ση, Λη

in L o(β). This modification is due to the construction of Mn. While previous
test statistics are constructed based on X�

i Xj , the construction of Mn is based
on η�

i ηj . Similar to L1(β), the class L o(β) also describes a small discrepancy
between β and 0. Under the bounded eigenvalue assumption of Ση, L o(β) can
be simplified as

L o(β) =
{
β ∈ R

pβ

∣∣∣∣‖β‖2 = o

(
min

(
1,
√

pβ
n

))}
.

We have the following theorem.

Theorem 4.2. Under conditions in Theorem 4.1, and for β ∈ L o(β), we
derive

Mo
n − nβ�Σ2

ηβ√
2Λη

→ N(0, 1) in distribution

as (n, pβ, pγ) → ∞.

Similarly, the asymptotic power function of Mo
n under the local alternatives

is

φo
n = Φ

(
−zα +

nβ�Σ2
ηβ√

2Λη

)
. (14)

Equation (14) implies that the proposed test has nontrivial power as long as the
signal-to-noise ratio nβ�Σ2

ηβ/
√

2Λη does not vanish to 0 as (n, pβ) → ∞.
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Comparing with Theorem 2.2, the Pitman asymptotic relative efficiency
(ARE) of Mo

n concerning the Tn is

ARE(Mo
n, Tn) =

{
tr(Σ2

X)
tr(Σ2

η)

}1/2

.

By the definition of η, tr(Σ2
X) ≥ tr(Σ2

η). Thus the power of Mo
n is higher

than Tn. This result is important as the orthogonalization technique can simul-
taneously reduce bias and variance, thus improving power performance.

5. The test with unknown W

In this case, the test statistic is defined by using a plug-in estimator of W :

Mn = 1
n

∑
i �=j

(Yi − γ̂�Zi)(Yj − γ̂�Zj)(Xi − Ŵ�Zi)�(Xj − Ŵ�Zj). (15)

We obtain the estimator γ̂ by solving a penalized least squares problem in (4).
Suppose we use data {Xi,Zi}n

′

i=1 to estimate W . The k-th column of W can
be estimated by

Ŵk = argmin
Wk∈R

pγ

1
2n′

n′∑
i=1

(Xik −W�
k Zi)2 + λXk

‖Wk‖1, (16)

where Xik is the k-th component of Xi, and λXk
is the tuning parameter.

5.1. Limiting null distribution

We let ‖W ‖0 ≤ s′, where s′ is a positive integer and represents the sparsity
level of W . Let ϕ2 = max1≤k≤pγ‖E(ZkZ)‖2

2 and ϑ2 = s2s′(log pγ)2ϕ2/n′. Next,
under the following assumption, we study the asymptotic null distribution of
the test statistic Mn.

Assumption 7. The estimator Ŵ is independent of the data {Xi,Zi, Yi}ni=1,
and ‖Ŵ −W ‖F = Op(

√
s′ log pγ/n′) for some positive integer n′.

Assumption 7 requires the Frobenius norm bound of Ŵ in the order of
(s′ log pγ/n′)1/2, which can be satisfied by most of existing high-dimensional
estimators. See section 9.7 in [36] for instance. Besides, n′ represents the sample
size used to estimate W . We can estimate W using additional data of X and Z
if we have, otherwise, applying the sample-splitting approach. See, for instance,
[2] and [12]. We also note that the independence between Ŵ and {Xi,Zi, Yi}ni=1
can make the asymptotic analysis more easily. However, the simulation study
shows that the proposed test statistic Mn still works well numerically even when
we estimate W based on the same data set. Therefore, we guess this indepen-
dence might not be necessary, although we have not yet got rid of it in the
technical deduction.
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Theorem 5.1. Under H0, Assumptions 2-5, 6, and 7, condition (6), and

ϑ2 ∨ (log pγ)1/2ϑ
(
λmax(Ση) + λmax(ΣZ)s

′ log pγ
n′

)1/2

∨ λmax(ΣZ)s
′ log pγ
n′ = o(

√
Λη), (16)

we have
Mn√
2Λη

→ N(0, 1) in distribution

as (n, pβ, pγ) → ∞, where Λη is defined in Theorem 4.1.

Compared with Theorem 2.1, condition (5) is replaced by condition (16)
that handles the impact caused by the estimation error of Ŵ . As discussed,
the error term caused by the correlation between X and Z is reduced by the
orthogonalization technique, but the estimation error is brought by Ŵ . Now we
compare condition (16) with (5). By the formula of these conditions, it suffices
to compare ϑ2 with �2. Note that

ϑ2

�2 = ϕ2

�2
s′ log pγ

n′ . (17)

If ratio (17) is small, condition (16) can be weaker than (5). When the re-
lationship between nuisance covariates is weak while the relationship between
covariates of interest and nuisance covariates is high, the ratio (17) can be small.
When the matrix W is sparse, or n′ is large, the ratio (17) can also be small.

Similar to the test construction in Section 2.1, we estimate Λη by

Rn = σ̂4 1
2
(
n
4
) n∑

i<j<k<l

(η̂i − η̂j)�(η̂k − η̂l)(η̂j − η̂k)�(η̂l − η̂i),

where η̂i = Xi − Ŵ�Zi. Under the null hypothesis and conditions in Theo-
rem 5.1, Rn is a ratio consistent estimator of Λη; see the details in Supplemen-
tary Material. We reject H0 at the significance level α if

Mn ≥ zα
√

2Rn.

Here zα is the upper-α quantile of standard normal distribution.

5.2. Power analysis

Consider the class of local alternatives as follows:

L (β) =
{
β ∈ R

pβ

∣∣∣∣β ∈ L o(β)

and β�Σ2
ηβ = o

(
Λη

n(ϑ2 ∨ λmax(ΣZ)s′ log pγ/n′)

)}
.
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Compared to L o(β), class L (β) has more restrictions on β. This is because we
have to handle the extra error caused by the estimation of W . Similar to L o(β),
the class L (β) also illustrates a small dissimilarity between β and 0. Under the
bounded eigenvalue assumptions of Ση and ΣZ, L (β) can be simplified as

L (β) =
{
β ∈ R

pβ

∣∣∣∣‖β‖2 = o

(
min

(
1,
√

pβ
n(1 ∨ s2s′(log pγ)2/n′)

))}
.

Then the power performance is stated in the following theorem.

Theorem 5.2. Assume conditions in Theorem 5.1, and for β ∈ L (β), we
derive

Mn − nβ�Σ2
ηβ√

2Λη

→ N(0, 1) in distribution

as (n, pβ, pγ) → ∞.

According to Theorem 5.2, Mn have the same asymptotic power function
with Mo

n when β ∈ L (β). Thus under designed conditions, the test Mn has the
same power performance as the oracle test Mo

n with a known W asymptotically
and is more powerful than Tn.

6. Numerical studies

6.1. Simulations

We first compare the performances among four tests: (1). the score function-
based test Tn in Section 2; (2). the orthogonalied score function-based test Mn

in Section 5; (3). the studentized bootstrap-assisted test ST in [39]; and (4). the
Wald-type test WALD in [23].

Generate data from the following ultrahigh-dimensional linear model:

Yi = β�Xi + γ�Zi + εi, i = 1, . . . , n,

where the covariates Vi = (X�
i ,Z�

i )� are generated from the multivariate nor-
mal distribution. The details are given later, and the regression error εi ∼
N(0, 1) independent of Vi. Denote sβ and sγ as the sparsity levels of β and
γ respectively. The regression coefficients β are set as: βj = b0 for 1 ≤ j ≤ sβ
and βj = 0 otherwise. Similarly let γj = g0 for 1 ≤ j ≤ sγ and γj = 0 otherwise.
Throughout the simulation study, let sγ = 5%pγ� and g0 = 0.5. There are
three settings for the values of β:

Setting 1: Consider b0 = 0 to assess the empirical Type-I error.
Setting 2: Let sβ = 5%pβ� and b0 �= 0 to assess the empirical power with

sparse alternative.
Setting 3: Let sβ = 50%pβ� and b0 �= 0 to assess the empirical power with

dense alternative.
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The experiment is repeated 500 times for each simulation setting to assess the
empirical type-I error and power at the significance level α = 0.05. The tuning
parameter λY in (4) and λXk

in (16) are selected by 10-fold cross-validations
using the R-package glmnet [18]. Based on these settings, we consider the fol-
lowing two scenarios.

Scenario 1. We aim to compare our tests with other testing methods in this
scenario. The covariates are generated from the multivariate normal distribution
Np(0p,Σ). Here Σ = (σij)p×p follows the Toeplitz design, that is, σij = 0.5|i−j|,
i, j = 1, . . . , p. The sample size n = 100, the covariate dimension p = 600 and
pβ = pγ = 300. In the sparse alternative (setting 2) and the dense alternative
(setting 3), we vary b0 from 0 to

√
‖γ‖2

2/sβ.
Scenario 2. This scenario investigates the performance of our tests when

X and Z are highly correlated. The covariates are generated according to the
following model:

X = W�Z + η, (18)

where η is a pβ-dimensional random vector and η is independent of Z. η ∼
Npβ

(0pβ
,Ση) and Z ∼ Npγ (0pγ ,ΣZ), where Ση and ΣZ follow the Toeplitz de-

sign with ρ = 0.5 respectively. W is defined in (10) in subsection 2.3. Through-
out the scenario, dZ = 3 and dX = 10. The sample size n = 100, the predictor
dimension p = 600 and pβ = pγ = 300. In the sparse alternative (setting 2) and
the dense alternative (setting 3), we vary b0 from 0 to

√
‖γ‖2

2/sβ.
Figure 2 displays the empirical size-power curves of the four tests in sce-

nario 1. It can be observed that Tn, Mn and ST tests control the size well.
Tn and Mn are generally more powerful than ST under the sparse and dense
alternative hypotheses. Under the dense alternative, the empirical powers of ST
can be as low as the significance level. The empirical powers of Tn and Mn in-
crease quickly as the signal strength b0 becomes stronger. On the other hand, the
WALD test is very liberal to have very large empirical size when we use the tun-
ing parameter τ = 1 recommended by [23]. While the numerical studies in [23]
suggest that the WALD test with τ = 1 can be very conservative in their setting.
We have also conducted different settings with different dimensions and sam-
ple sizes, and found that with different values τ = 0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5
the test can be either very liberal or very conservative. Thus selecting a proper
tuning parameter is difficult in general. It is worth noticing that Tn and Mn

have similar performances in this scenario. Tn performs well enough when the
correlation between X and Z is relatively weak.

Figure 3 displays the empirical size-power curves of Tn and Mn in Scenario 2.
We find that Tn is too liberal to maintain the significance level. On the contrary,
Mn maintains the level well. As b0 increases, although the empirical powers of
Tn and Mn increase rapidly, the empirical power of Tn does not go to 1 as the
increase of b0. In contrast, the empirical power of Mn can increase to 1 quickly.
The results show that Mn can also improve the power compared with Tn. This
confirms the theory.

The above simulation studies conclude that our proposed tests perform well
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Fig 2. The left panel represents empirical sizes and powers of the Tn,Mn, ST and WALD in
the sparse alternative (setting 2). The right panel corresponds to dense alternative (setting 3).
The solid line with circle points, dash line with diamond points, dot-dash line with square
points and two-dash line with triangle points represent the empirical sizes and powers of Tn,
Mn, ST and WALD, respectively.

even when the testing and nuisance parameters are both ultrahigh-dimensional.
When a relatively high correlation exists between the covariates of interest and
the nuisance covariates, Mn can enhance the power performance over Tn. These
confirm the merits of the orthogonalization technique.

6.2. Real data analysis

We have employed our tests on the identical dataset as utilized in [24], [35]
and [22], for investigating the role of DNA methylation in the regulation of
human stress reactivity. This dataset is accessible for download at https://
www.ebi.ac.uk/arrayexpress/experiments/E-GEOD-77445 and encompasses
385882 DNA methylation loci along with various variables pertaining to 85 in-
dividuals. [24] conducted a study to explore the role of DNA methylation in
cortisol stress reactivity and its relationship with childhood trauma. Besides,
it is of substantial interests to study the interactions between environmental
factors and DNA methylation in genome-wide DNA methylation analysis. Mo-
tivated by these observations, this article primarily focuses on the identification
of interactions between DNA methylation and childhood trauma.

In this context, the variable Xe represents the childhood trauma as a one-
dimensional score from a childhood trauma questionnaire, and the response
variable Y denotes the increased area under the curve (iAUC) in cortisol after a
stress test. Eight confounding variables are considered, which include age (Z1),
sex (Z2), B cell proportion (Z3), CD4 T cell proportion (Z4), CD8 T cell pro-
portion (Z5), Monocytes cell proportion (Z6), Granulocytes cell proportion (Z7)
and Natural Killer cell proportion (Z8). Let Z = (Z1, . . . , Z8)� be the random
vector comprising these eight confounding variables. The 385882 methylation
sites are divided into 1930 sets, where 1929 sets contain 200 methylation sites

https://www.ebi.ac.uk/arrayexpress/experiments/E-GEOD-77445
https://www.ebi.ac.uk/arrayexpress/experiments/E-GEOD-77445
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Fig 3. The left panel represents empirical sizes and powers of the Tn and Mn in the sparse
alternatives (setting 2). The right panel corresponds to dense alternatives (setting 3). The
solid line with circle points and dash line with diamond points represent the empirical sizes
and powers of Tn and Mn, respectively.

each, and one set contains 82 methylation sites. Let Xgk be the random vector
for the kth DNA methylation set. To illustrate the interactions between DNA
methylation and childhood trauma, we use Xgk ×Xe to denote the interaction
between the kth DNA methylation set and childhood trauma. For the kth DNA
methylation set, the aim is to test whether it interacts with childhood trauma.
This can be stated as:

H0k : The kth DNA methylation set does not interact with childhood trauma.

Specifically, the model for the kth methylation set is represented as follows:

Y = β�
k Xgk ×Xe + γekXe + γ�

gk
Xgk + γ�

ck
Z + εk,

where εk is the error term, and (β�
k , γek ,γ

�
gk
,γ�

ck
)� is the coefficient vector with

k ∈ {1, . . . , 1930}. In the given model setting, the null hypothesis of interest is
transformed as H0k : βk = 0. The testing parameter is βk, and the nuisance
parameter is γk = (γek ,γ�

gk
,γ�

ck
)�.

We employ Tn and Mn tests. The data is standardized, and a total of 1930
tests are conducted. Figure 4 illustrates the empirical distributions of the neg-
ative base-10 logarithm of the p-values for Tn and Mn, respectively. After Bon-
ferroni correction, with a significant level of p-value < αbon = 2.591× 10−5, out
of the 1930 tests, we identify 126 significant DNA methylation sets using the
Tn test and 149 significant sets using the Mn test. Notably, Mn identifies 18%
more significant DNA methylation sets than the Tn test. The specific numbers
of significant DNA methylation sets are provided in Section E in the Appendix.
It is evident that Mn can detect the vast majority of sets that are significant
according to the Tn test. Moreover, there are many sets that are exclusively iden-
tified by the Mn test and not by the Tn test. These results affirm the excellent
performance of Mn.
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Fig 4. The left panel illustrates the empirical distribution of the negative base-10 logarithm
of the p-values for the Tn test, while the right panel corresponds to the Mn test. In both
panels, the red solid line represents − log10(αbon), where αbon = 2.591 × 10−5 signifies the
Bonferroni-adjusted significance level.

7. Conclusions

This paper considers testing the significance of ultrahigh-dimensional parameter
vector of interest with ultrahigh-dimensional nuisance parameter vector. We
first reanalyze the score function-based test under weaker conditions to show
the limiting distributions under the null and local alternative hypotheses. We
construct an orthogonalized score function-based test to handle the correlation
between the covariates of interest and nuisance covariates. Our investigation
shows that the orthogonalization technique can debiase the error term, convert
the non-degenerate error terms to degenerate, and reduce the variance to achieve
higher power than the non-orthogonalized score function-based test.

Our procedure is very generic. Extensions to other regression models such
as generalized linear regression models and partially linear single-index regres-
sion models [15] are possible. We would investigate these extensions in near
future.

Appendix

Section A presents some notations. Section B provides the proof of theorems
in the main text. Section C consists of some technical lemmas which are used
in the proof of theorems in the main text. Section D presents additional simu-
lation results. Section E gives numbers of significant DNA methylation sets in
real data analysis in the main text. Section F contains an additional real data
analysis.
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Appendix A: Notation

For functions f(n) and g(n), we write f(n) � g(n) to mean that f(n) ≤ cg(n)
for some universal constant c ∈ (0,∞), and similarly, f(n) � g(n) when f(n) ≥
c′g(n) for some universal constant c′ ∈ (0,∞). We write f(n) � g(n) when
f(n) � g(n) and f(n) � g(n) hold simultaneously. The sub-Gaussian norm of a
sub-Gaussian random variable X is defined as ‖X‖ψ2 := inf{t > 0 : E exp(X2/t2)
≤ 2}. Similarly, the sub-Exponential norm of a sub-Exponential random variable
Y is defined as ‖Y ‖ψ1 := inf{t > 0 : E exp(|Y |/t) ≤ 2}. The sub-Gaussian norm
of a sub-Gaussian random vector X in R

p is defined as ‖X‖ψ2 := supx∈Sp−1‖x�

X‖ψ2 . The Lp-norm of a random variable X in R is defined as ‖X‖p :=
(E|X|p)1/p. For x ∈ R, �x� represents the least integer greater than or equal to
x. For p1 × p2 dimensional matrix A, write ‖A‖∞ = max1≤i≤p1,1≤j≤p2 |Aij | to
denote the element-max norm of A, where Aij is the (i, j)-th element of A.

Appendix B: Proof of theorems in the main text

To simplify the representations of the proofs, we give nine lemmas in Section C.
Therefore, we will cite them in the proofs. For brevity, assume ‖ν‖ψ2 = 1.
To simplify the notation, let εi = Yi − β�Xi − γ�Zi, ε̂i = Yi − γ̂�Zi and
γ̆ = γφ− γ̂. Under H0, εi = Yi−γ�Zi. Let ηi = Xi−W�Zi, η̂i = Xi−Ŵ�Zi,
Γη = ΓX−W�ΓZ, Γη̂ = ΓX−Ŵ�ΓZ and W̆ = W−Ŵ , where Γ = (Γ�

X,Γ�
Z )�

and Γ is defined in Assumption 2. Write Xi = ΓXνi, Zi = ΓZνi, ηi = Γηνi

and η̂i = Γη̂νi. Further, write ΣX = ΓXΓ�
X, ΣZ = ΓZΓ�

Z , Ση = ΓηΓ�
η and

Ση̂ = Γη̂Γ�
η̂ . Write q = �4/(1 − 3b)�.

B.1. Proofs of Theorem 2.1

As γφ = γ and εi = Yi − γ�Zi under H0, we decompose Tn it as

Tn = 1
n

∑
i �=j

ε̂iε̂jX�
i Xj = 1

n

∑
i �=j

(εi + γ̆�Zi)(εj + γ̆�Zj)X�
i Xj

= 1
n

∑
i �=j

εiεjX�
i Xj + 1

n

∑
i �=j

γ̆�Ziγ̆
�ZjX�

i Xj

+ 1
n

∑
i �=j

(εiγ̆�Zj + γ̆�Ziεj)X�
i Xj

=: Ic
1 + Ic

2 + Ic
3 .

Similar to the proof of Theorem 3 in [20], we have

Ic
1√

2ΛX
→ N(0, 1) in distribution

as (n, pβ) → ∞. Lemma C.1 in the Supplementary Material gives the detailed
proof about Ic

1 . We now prove that Ic
2 and Ic

3 are op(
√

2ΛX).
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Following Lemma C.10 in the Supplementary Material, we have

Ic
2 ≤

∥∥∥∥ 1
n

∑
i �=j

ZiZ�
j X�

i Xj

∥∥∥∥
∞
‖γ̆‖2

1, (19)

Let Uc
1 be a pγ × pγ dimension matrix with (k1, k2)-th element

U c
1,(k1,k2) = 1

n

∑
i �=j

1
2(Zi,k1Zj,k2 + Zi,k2Zj,k1)X�

i Xj .

Note that Uc
1 = n−1 ∑

i �=j ZiZ�
j X�

i Xj and all of its elements are U -statistics.
By Hoeffding decomposition, we derive

1
n− 1U

c
1,(k1,k2) = E(Zk1X)�E(Zk2X) + 2Sc

1,1,(k1,k2) + Sc
1,2,(k1,k2),

where

Sc
1,1,(k1,k2) = 1

n

n∑
i=1

gc
1,1,(k1,k2)(Xi,Zi)

with gc
1,1,(k1,k2)(X1,Z1) = {Z1,k1X1 − E(Zk1X)}�E(Zk2X)/2 + {Z1,k2X1 −

E(Zk2X)}�E(Zk1X)/2,

Sc
1,2,(k1,k2) = 1

n(n− 1)

n∑
i �=j

gc
1,2,(k1,k2)(Xi,Zi;Xj ,Zj)

with gc
1,2,(k1,k2)(X1,Z1;X2,Z2) = {Z1,k1X1 −E(Zk1X)}�{Z2,k2X2 −E(Zk2X)}

/2 + {Z1,k2X1 − E(Zk2X)}�{Z2,k1X2 − E(Zk1X)}/2.
For any 1 ≤ k1, k2 ≤ pγ , Z1,k1 is a sub-Gaussian random variable and

E(Zk2X)�X is a sub-Gaussian random variable with norm ‖E(Zk2X)�X‖ψ2 �
{E(Zk2X)�ΣXE(Zk2X)}1/2. Thus {Z1,k1X1 − E(Zk1X)}�E(Zk2X) is sub-Ex-
ponential with norm

‖{Z1,k1X1 − E(Zk1X)}�E(Zk2X)‖ψ1 ≤ ‖Z1,k1‖ψ2‖E(Zk2X)�X‖ψ2

� {E(Zk2X)�ΣXE(Zk2X)}1/2. (20)

Therefore we derive

‖ max
1≤i≤n

max
1≤k1,k2≤pγ

gc
1,1,(k1,k2)‖2 � log(npγ) max

1≤i≤n
max

1≤k1,k2≤pγ

‖gc
1,1,(k1,k2)‖ψ1

� log(npγ) max
1≤k≤pγ

{E(ZkX)�ΣXE(ZkX)}1/2

� log(npγ)λ1/2
max(ΣX)�. (21)

The first inequality follows from Lemma C.9 in the Supplementary Material.
The second inequality holds by inequality (20).
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Denote q = �4/(1 − 3b)�. We have

‖ max
1≤i �=j≤n

max
1≤k1,k2≤pγ

gc
1,2,(k1,k2)‖4

≤ ‖ max
1≤i �=j≤n

max
1≤k1,k2≤pγ

gc
1,2,(k1,k2)‖q

� ‖ max
1≤i �=j≤n

max
1≤k1,k2≤pγ

Zi,k1Zj,k2X�
i Xj‖q

� ‖ max
1≤i �=j≤n

max
1≤k1,k2≤pγ

Zi,k1Zj,k2‖2q‖ max
1≤i �=j≤n

X�
i Xj‖2q

� log(npγ) max
1≤k1,k2≤pγ

‖Z1,k1Z2,k2‖ψ1n
1/qtr1/2(Σ2

X)

� log(npγ)n1/qtr1/2(Σ2
X). (22)

The first inequality holds by Liapounov inequality. The third inequality holds by
Cauchy-Schwartz inequality, the fourth inequality holds by the property of Or-
licz norm (Page 96 in [34]), Lemmas C.9 and C.4 in the Supplementary Material.
The last inequality holds by Assumption 2. Similarly, we derive

max
1≤k1,k2≤pγ

‖gc
1,1,(k1,k2)‖2 � λ1/2

max(ΣX)� (23)

and

max
1≤k1,k2≤pγ

‖gc
1,2,(k1,k2)‖2 ≤ max

1≤k1,k2≤pγ

‖gc
1,2,(k1,k2)‖4 � tr1/2(Σ2

X). (24)

Applying Lemma C.2 in the Supplementary Material, we derive

E(‖Uc
1‖∞) �n�2 + {n1/2(log pγ)1/2 + log pγ log(npγ)}λ1/2

max(ΣX)�
+ {log pγ + n−1/2+1/q(log pγ)3/2 log(npγ)}tr1/2(Σ2

X)
�n�2 + n1/2(log pγ)1/2λ1/2

max(ΣX)� + log pγtr1/2(Σ2
X), (25)

where the first inequality holds by Lemma C.2 in the Supplementary Material
and the inequalities (21)–(24). The last inequality holds by the fact log pγ =
O(nb), where 0 < b < 1/3. Combining equations (19) and (25), Assumption 3,
we have

Ic
2=Op

{
s2 log pγ�2 + n−1/2s2(log pγ)3/2λ1/2

max(ΣX)� + n−1s2(log pγ)2tr1/2(Σ2
X)

}
.

(26)

Thus Ic
2 = op(

√
ΛX) when s2 log pγ�2 = o(

√
ΛX), n−1/2s2(log pγ)3/2λ1/2

max(ΣX)�
= o(

√
ΛX) and n−1s2(log pγ)2 = o(1) hold simultaneously.

Similar to the proof of Ic
2 , we derive

Ic
3 ≤

∥∥∥∥ 1
n

∑
i �=j

(εiZj + Ziεj)X�
i Xj

∥∥∥∥
∞
‖γ̆‖1. (27)
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Let Uc
2 be a pγ dimension vector with k-th element

U c
2,k = 1

n

∑
i �=j

(εiZj,k + Zi,kεj)X�
i Xj .

Note that Uc
2 = n−1 ∑

i �=j(εiZj + Ziεj)X�
i Xj and all of its elements are U -

statistics. By Hoeffding decomposition again, we derive

1
n− 1U

c
2,k = 2Sc

2,1,k + Sc
2,2,k,

where

Sc
2,1,k = 1

n

n∑
i=1

gc
2,1,k(Xi,Zi, εi)

with gc
2,1,k(X1,Z1, ε1) = ε1X�

1 E(ZkX),

Sc
2,2,k = 1

n(n− 1)

n∑
i �=j

gc
2,2,k(Xi,Zi, εi;Xj ,Zj , εj)

with gc
2,2,k(X1,Z1, ε1;X2,Z2, ε2) = ε1X�

1 {Z2,kX2−E(ZkX)}+ ε2X�
2 {Z1,kX1−

E(ZkX)}.
Similar to the proof of inequality (21), we derive

‖ max
1≤i≤n

max
1≤k≤pγ

gc
2,1,k‖2 � ‖ max

1≤i≤n
max

1≤k≤pγ

εiX�
i E(ZkX)‖2

� log(npγ) max
1≤k≤pγ

λ1/2
max(ΣX)�. (28)

The last inequality is derived by Assumption 5, Lemma C.9 in the Supplemen-
tary Material, and the technique used in the last inequality in the proof for the
inequality (21). Similar to the proof of (22), we derive

‖ max
1≤i �=j≤n

max
1≤k≤pγ

gc
2,2,k‖4 ≤ ‖ max

1≤i �=j≤n
max

1≤k≤pγ

gc
2,2,k‖q

� ‖ max
1≤i �=j≤n

max
1≤k≤pγ

ε1Z2,kX�
1 X2‖q

� log(npγ)n1/qtr1/2(Σ2
X). (29)

Similarly,

max
1≤k≤pγ

‖gc
2,1,k‖2 � λmax(ΣX)�2 (30)

and

max
1≤k≤pγ

‖gc
2,2,k‖2 ≤ max

1≤k≤pγ

‖gc
2,2,k‖4 � tr1/2(Σ2

X). (31)

The argument for proving the inequality (25) yields

E(‖Uc
2‖∞) � n1/2(log pγ)1/2λ1/2

max(ΣX)� + log pγtr1/2(Σ2
X). (32)
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Combining equations (27) and (32), Assumption 3, we have

Ic
3 = Op

{
s log pγλ1/2

max(ΣX)� + n−1/2s(log pγ)3/2tr1/2(Σ2
X)

}
. (33)

Thus Ic
3 = op(

√
ΛX) when s log pγλ1/2

max(ΣX)� = o(
√

ΛX) and n−1/2s(log pγ)3/2
= o(1) hold simultaneously. The proof is concluded.

B.2. The proof of Theorem 2.2

Under the local alternatives, we decompose Tn as:

Tn = 1
n

∑
i �=j

ε̂iε̂jX�
i Xj

= 1
n

∑
i �=j

(β�ηi + εi + γ̆�Zi)(β�ηj + εj + γ̆�Zj)X�
i Xj

= 1
n

∑
i �=j

(β�ηi + εi)(β�ηj + εj)X�
i Xj

+ 1
n

∑
i �=j

γ̆�Ziγ̆
�ZjX�

i Xj

+ 1
n

∑
i �=j

(εiγ̆�Zj + γ̆�Ziεj)X�
i Xj

+ 1
n

∑
i �=j

(β�ηiγ̆
�Zj + γ̆�Ziβ

�ηj)X�
i Xj

=:Ac
1 + Ac

2 + Ac
3 + Ac

4,

where the second equality holds by the fact that

ε̂i = εi + γ�Zi − γ�
φ Zi + γ̆�Zi + β�Xi

= εi +
[
γ − Σ−1

Z E{Z(Z�γ + X�
i β + εi)}

]�Zi + γ̆�Zi + β�Xi

= εi − β�W�Zi + γ̆�Zi + β�Xi

= β�ηi + εi + γ̆�Zi. (34)

The first term Ac
1 can be rewritten as

Ac
1 = 1

n

∑
i �=j

εiεjX�
i Xj + 1

n

∑
i �=j

β�ηiX�
i Xjη

�
j β

+ 1
n

∑
i �=j

(β�ηiεj + εiβ
�ηj)X�

i Xj

=:Ac
11 + Ac

12 + Ac
13.
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Following Lemma C.1 below, we have

Ac
11√

2ΛX
→ N(0, 1) in distribution

as (n, pβ) → ∞. Noticing E(Ac
12) = (n− 1)β�Σ2

ηβ and applying the Hoeffding
decomposition we derive

1
n− 1A

c
12 = β�Σ2

ηβ + 2Ac
121 + Ac

122,

where

Ac
121 = 1

n

n∑
i=1

β�Ση(Xiη
�
i β − Σηβ),

and
Ac

122 = 1
n(n− 1)

∑
i �=j

(Xiη
�
i β − Σηβ)�(Xjη

�
j β − Σηβ).

By the variance formula of U-statistics, we derive the variance of Ac
12

Var(Ac
12) � n2

E(Ac
121)2 + n2

E(Ac
122)2

� nE(β�ΣηX1η
�
1 β)2 + E(β�η1X�

1 X2η
�
2 β)2

= o(ΛX).

The last equality holds by Lemma C.6 below and the model structure under the
local alternatives. Similarly, we derive E(Ac

13) = 0 and

1
n− 1A

c
13 = 2Ac

131 + Ac
132,

where

Ac
131 = 1

n

n∑
i=1

β�ΣηεiXi

and

Ac
132 = 1

n(n− 1)
∑
i �=j

{
(β�ηiX�

i − β�Ση)εjXj + εiX�
i (Xjη

�
j β − Σηβ)

}
.

Similar to the derivation of Var(Ac
12), we derive

Var(Ac
13) � n2

E(Ac
131)2 + n2

E(Ac
132)2

� nβ�ΣηE(ε21X1X�
1 )Σηβ + E(ε2β�η1X�

1 X2)2

� nβ�ΣηΣXΣηβ + tr(Σ2
X)β�Σηβ

= o(ΛX).

Where the equality holds by the model structure under the local alternatives,
and the third inequality holds by using Lemma C.6, Assumption 5 and the fact
that ε is independent of X.
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In summary, we derive.

Ac
1 − nβ�Σ2

ηβ√
2ΛX

→ N(0, 1) in distribution.

To prove this theorem, it suffices to prove Ac
i = op(

√
2ΛX), i = 2, 3, 4. By the

same argument as getting Ic
2 and Ic

3 in Theorem 2.1, we can show

Ac
2 = op(

√
2ΛX) and Ac

3 = op(
√

2ΛX).

Turn to prove Ac
4 = op(

√
2ΛX). Recall that

Ac
4 = 1

n

∑
i �=j

(β�ηiγ̆
�Zj + γ̆�Ziβ

�ηj)X�
i Xj .

By the Hölder inequality, we derive

|Ac
4| ≤

∥∥∥∥ 1
n

∑
i �=j

(β�ηiZj + Ziβ
�ηj)X�

i Xj

∥∥∥∥
∞
‖γ̆‖1. (35)

Let Uc
4 be a pγ dimension vector with k-th element

U c
4,k = 1

n

∑
i �=j

(β�ηiZj,k + Zi,kβ
�ηj)X�

i Xj .

Note that Uc
4 = n−1 ∑

i �=j(β�ηiZj +Ziβ
�ηj)X�

i Xj and all of its elements are
U -statistics. By the Hoeffding decomposition, we derive

1
n− 1U

c
4,k = 2β�ΣηE(ZkX) + 2Sc

4,1,k + Sc
4,2,k,

where

Sc
4,1,k = 1

n

n∑
i=1

gc
4,1,k(Xi,Zi)

with gc
4,1,k(X1,Z1) = E(ZkX)�(X1η

�
1 β − Σηβ) + β�Ση{Z1,kX1 − E(ZkX)},

Sc
4,2,k = 1

n(n− 1)

n∑
i �=j

gc
4,2,k(Xi,Zi;Xj ,Zj)

with gc
4,2,k(X1,Z1;X2,Z2) = (X1η

�
1 β−Σηβ)�{Z2,kX2−E(ZkX)}+{Z1,kX1−

E(ZkX)}�(X2η
�
2 β − Σηβ).

For any 1 ≤ k ≤ pγ , Z1,k is a sub-Gaussian random variable with bounded
sub-Gaussian norm, E(ZkX)�X1 is a sub-Gaussian random variable with norm
{E(ZkX)�ΣXE(ZkX)}1/2. Also β�η1 is sub-Gaussian with norm (β�Σηβ)1/2,
β�ΣηX1 is sub-Gaussian with norm (β�ΣηΣXΣηβ)1/2. Thus gc

4,1,k is sub-
Exponential with norm

‖gc
4,1,k‖ψ1 ≤ ‖E(ZkX)�(X1η

�
1 β − Σηβ)‖ψ1 + ‖β�Ση{Z1,kX1 − E(ZkX)}‖ψ1
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≤ ‖E(ZkX)�X1‖ψ2‖β�η1‖ψ2 + ‖Z1,k‖ψ2‖β�ΣηX1‖ψ2

�
{
β�ΣηβE(ZkX)�ΣXE(ZkX) + β�ΣηΣXΣηβ

}1/2
. (36)

Therefore,

‖ max
1≤i≤n

max
1≤k≤pγ

gc
4,1,k‖2

� log(npγ) max
1≤i≤n

max
1≤k≤pγ

‖gc
4,1,k‖ψ1

� log(npγ) max
1≤k≤pγ

{
β�ΣηβE(ZkX)�ΣXE(ZkX) + β�ΣηΣXΣηβ

}1/2

≤ log(npγ)
{
β�Σηβλmax(ΣX)�2 + β�ΣηΣXΣηβ

}1/2
. (37)

The first inequality follows from Lemma C.9, and the second inequality is derived
by the inequality (36).

Denote q = �4/(1 − 3b)�. We have

‖ max
1≤i �=j≤n

max
1≤k≤pγ

gc
4,2,k‖4 ≤ ‖ max

1≤i �=j≤n
max

1≤k≤pγ

gc
4,2,k‖q

� ‖ max
1≤i �=j≤n

max
1≤k1,k2≤pγ

Zi,kβ
�ηjX�

i Xj‖q

≤ ‖ max
1≤i �=j≤n

max
1≤k≤pγ

Zi,kβ
�ηj‖2q‖ max

1≤i �=j≤n
X�

i Xj‖2q

� log(npγ) max
1≤k≤pγ

‖Z1,kβ
�η2‖ψ1n

1/qtr1/2(Σ2
X)

� log(npγ)n1/q(β�Σηβ)1/2tr1/2(Σ2
X). (38)

The first inequality is from the Liapounov inequality, the third inequality is due
to the Cauchy-Schwartz inequality, and the fourth inequality holds by using
the property of Orlicz norm(Page 96 in [34]), Lemmas C.9 and C.4. The last
inequality is based on the sub-Gaussian property of Z1,k and β�η2. Similarly,
we derive

max
1≤k≤pγ

‖gc
4,1,k‖2 �

{
β�Σηβλmax(ΣX)�2 + β�ΣηΣXΣηβ

}1/2 (39)

and

max
1≤k≤pγ

‖gc
4,2,k‖2 ≤ max

1≤k≤pγ

‖gc
4,2,k‖4 � (β�Σηβ)1/2tr1/2(Σ2

X). (40)

Similar to the proof of the inequality (25), we derive

E(‖Uc
4‖∞) �n(β�Σ2

ηβ)1/2�
+ {n1/2(log pγ)1/2 + log pγ log(npγ)}

×
{
β�Σηβλmax(ΣX)�2 + β�ΣηΣXΣηβ

}1/2

+ {log pγ + n−1/2+1/q(log pγ)3/2 log(npγ)}(β�Σηβ)1/2tr1/2(Σ2
X)
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�n(β�Σ2
ηβ)1/2� + n1/2(log pγ)1/2

{
β�Σηβλmax(ΣX)�2

+ β�ΣηΣXΣηβ
}1/2

+ log pγ(β�Σηβ)1/2tr1/2(Σ2
X),

(41)

where the first inequality holds by Lemma C.2 and inequalities (37)–(40). The
last inequality is due to the fact log pγ = O(nb), where 0 < b < 1/3. Combining
equations (35), (41) and Assumption 3, we have

Ac
4 = Op

[
n1/2s(log pγβ�Σ2

ηβ)1/2� + s log pγ
{
β�Σηβλmax(ΣX)�2

+ β�ΣηΣXΣηβ
}1/2

+ n−1/2s(log pγ)3/2(β�Σηβ)1/2tr1/2(Σ2
X)

]
.

Thus Ac
4 = op(

√
2ΛX) by the conditions in Theorem 2.1 and the model structure

under the local alternatives. In summary, this theorem is proved.

B.3. The proof of Theorem 4.1

As γφ = γ under H0, we can decompose Mo
n as

Mo
n = 1

n

∑
i �=j

ε̂iε̂jη
�
i ηj

= 1
n

∑
i �=j

(εi + γ̆�Zi)(εj + γ̆�Zj)η�
i ηj

= 1
n

∑
i �=j

(εiεj + γ̆�Ziγ̆
�Zj + εiγ̆

�Zj + γ̆�Ziεj)η�
i ηj

= 1
n

∑
i �=j

εiεjη
�
i ηj + 1

n

∑
i �=j

γ̆�Ziγ̆
�Zjη

�
i ηj + 2

n

∑
i �=j

εiγ̆
�Zjη

�
i ηj

=: Io1 + Io2 + Io3 .

Similar to the arguments of proving Theorem 3 in [20], we can see

Io1√
2Λη

→ N(0, 1) in distribution

as (n, pβ) → ∞. See Lemma C.1 below for more details. Thus to prove this
theorem, it suffices to Io2 and Io3 are op(

√
2Λη).

Following Lemma C.10 below, we derive that

|Io2 | ≤
∥∥∥∥ 1
n

∑
i �=j

ZiZ�
j η

�
i ηj

∥∥∥∥
∞
‖γ − γ̂‖2

1,
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where ‖n−1 ∑
i �=j ZiZ�

j η
�
i ηj‖∞ = max1≤k1,k2≤pγ |n−1 ∑

i �=j Zi,k1Zj,k2η
�
i ηj |.

Denote q = �4/(1 − 3b)�. Similar to the proof of inequality (22) in the main
text, it can be shown that

‖ max
1≤i �=j≤n

max
1≤k1,k2≤pγ

Zi,k1Zj,k2η
�
i ηj‖4

≤ ‖ max
1≤i �=j≤n

max
1≤k1,k2≤pγ

Zi,k1Zj,k2η
�
i ηj‖q

≤ ‖ max
1≤i �=j≤n

max
1≤k1,k2≤pγ

Zi,k1Zj,k2‖2q‖ max
1≤i �=j≤n

η�
i ηj‖2q

� log(npγ) max
1≤k1,k2≤pγ

‖Z1,k1Z2,k2‖ψ1n
1/q‖η�

1 η2‖2q

� log(npγ)n1/qtr1/2(Σ2
η).

Similar to proving the inequality (24) in the main text and Theorem 5.1 in [11],
we derive

max
1≤k1,k2≤pγ

‖Z1,k1Z2,k2η
�
1 η2‖2 ≤ max

1≤k1,k2≤pγ

‖Z1,k1Z2,k2η
�
1 η2‖4 � tr1/2(Σ2

η),

and∥∥∥∥ 1
n

∑
i �=j

ZiZ�
j η

�
i ηj

∥∥∥∥
∞

= Op

[{
log pγ + n1/q−1/2(log p)3/2 log(npγ)

}
tr1/2(Σ2

η)
]
.

It follows that ‖n−1 ∑
i �=j ZiZ�

j η
�
i ηj‖∞ = Op

(
log pγ

√
Λη

)
as tr1/2(Σ2

η) �√
Λη and log pγ = O(nb) for 0 < b < 1/3. Thus |Io2 | = op(

√
2Λη) is proved

when s log pγ/
√
n = o(1).

Similarly, the argument of proving Ic3 yields

|Io
3 | ≤

∥∥∥∥ 1
n

∑
i �=j

(εiZj + Ziεj)η�
i ηj

∥∥∥∥
∞
‖γ̆‖1.

Note that

‖ max
1≤i �=j≤n

max
1≤k≤pγ

(εiZj,k + Zi,kεj)η�
i ηj‖4

≤ ‖ max
1≤i �=j≤n

max
1≤k≤pγ

(εiZj,k + Zi,kεj)η�
i ηj‖q

≤ ‖ max
1≤i �=j≤n

max
1≤k≤pγ

εiZj,k‖2q‖ max
1≤i �=j≤n

η�
i ηj‖2q

� log(npγ)n1/qtr1/2(Σ2
η),

and

max
1≤k≤pγ

‖(εiZj,k +Zi,kεj)η�
i ηj‖2 ≤ max

1≤k≤pγ

‖(εiZj,k +Zi,kεj)η�
i ηj‖4 � tr1/2(Σ2

η).



Score function-based tests 4435

Theorem 5.1 in [11] again shows∥∥∥∥ 1
n

∑
i �=j

(εiZj + Ziεj)η�
i ηj

∥∥∥∥
∞

= Op

[{
log pγ + n1/q−1/2(log pγ)3/2 log(npγ)

}
tr1/2(Σ2

η)
]
.

It follows that ‖n−1 ∑
i �=j(εiZj + Ziεj)η�

i ηj‖∞ = Op(log pγ
√

Λη). Thus |Io3 | =
op(

√
2Λη) is proved when Assumption 3 and s(log pγ)3/2/

√
n = o(1) hold. In

summary, the proof is finished.

B.4. The proof of Theorem 4.2

The proof of this theorem is similar to the proof of Theorem 2.2. Under the
local alternatives, we decompose Mo

n as:

Mo
n = 1

n

∑
i �=j

ε̂iε̂jη
�
i ηj

= 1
n

∑
i �=j

(β�ηi + εi + γ̆�Zi)(β�ηj + εj + γ̆�Zj)η�
i ηj

= 1
n

∑
i �=j

(β�ηi + εi)(β�ηj + εj)η�
i ηj

+ 1
n

∑
i �=j

γ̆�Ziγ̆
�Zjη

�
i ηj

+ 1
n

∑
i �=j

(εiγ̆�Zj + γ̆�Ziεj)η�
i ηj

+ 1
n

∑
i �=j

(β�ηiγ̆
�Zj + γ̆�Ziβ

�ηj)η�
i ηj

=:Ao
1 + Ao

2 + Ao
3 + Ao

4.

Rewrite the first term Ao
1 as

Ao
1 = 1

n

∑
i �=j

εiεjη
�
i ηj + 1

n

∑
i �=j

β�ηiη
�
i ηjη

�
j β

+ 1
n

∑
i �=j

(β�ηiεj + εiβ
�ηj)η�

i ηj

=:Ao
11 + Ao

12 + Ao
13.

Following Lemma C.1 below, it can be seen

Ao
11√

2Λη

→ N(0, 1) in distribution
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as (n, pβ) → ∞. Note that E(Ao
12) = (n − 1)β�Σ2

ηβ. The Hoeffding decompo-
sition yields

1
n− 1A

o
12 = β�Σ2

ηβ + 2Ao
121 + Ao

122,

where

Ao
121 = 1

n

n∑
i=1

β�Ση(ηiη
�
i β − Σηβ),

and
Ao

122 = 1
n(n− 1)

∑
i �=j

(ηiη
�
i β − Σηβ)�(ηjη

�
j β − Σηβ).

The variance of Ao
12 can be bounded by

Var(Ao
12) � n2

E(Ao
121)2 + n2

E(Ao
122)2

� nE(β�Σηη1η
�
1 β)2 + E(β�η1η

�
1 η2η

�
2 β)2

= o(Λη).

The last equality holds by equations (61) and (62) in Lemma C.7, the fact that
(β�Σ2

ηβ)2 ≤ β�Σηββ
�Σ3

ηβ. Similarly, we derive E(Ao
13) = 0 and

1
n− 1A

o
13 = 2Ao

131 + Ao
132,

where

Ao
131 = 1

n

n∑
i=1

β�Σηεiηi

and

Ao
132 = 1

n(n− 1)
∑
i �=j

{
(β�ηiη

�
i − β�Ση)εjηj + εiη

�
i (ηjη

�
j β − Σηβ)

}
.

Similar to the derivation of Var(Ao
12), we derive

Var(Ao
13) � n2

E(Ao
131)2 + n2

E(Ao
132)2

� nβ�ΣηE(ε21η1η
�
1 )Σηβ + E(ε2β�η1η

�
1 η2)2

� nβ�Σ3
ηβ + tr(Σ2

η)β�Σηβ

= o(Λη),

where the equality holds by the model structure under the local alternatives,
and the third inequality holds by (63) in Lemma C.7, Assumption 5 and the
fact that ε is independent of ν.

Altogether, we have

Ao
1 − nβ�Σ2

ηβ√
2Λη

→ N(0, 1) in distribution.



Score function-based tests 4437

To conclude the proof, we now prove Ao
i = op(

√
2Λη), i = 2, 3, 4. By the same

arguments for handling Io
2 and Io

3 in Theorem 4.1, we can show

Ao
2 = op(

√
2Λη) and Ao

3 = op(
√

2Λη).

For Ao
4 = op(

√
2Λη), we recall that

Ao
4 = 1

n

∑
i �=j

(β�ηiγ̆
�Zj + γ̆�Ziβ

�ηj)η�
i ηj .

By the Hölder inequality, we derive

|Ao
4| ≤

∥∥∥∥ 1
n

∑
i �=j

(β�ηiZj + Ziβ
�ηj)η�

i ηj

∥∥∥∥
∞
‖γ̆‖1. (42)

Let Uo
4 be a pγ dimension vector with k-th element

Uo
4,k = 1

n

∑
i �=j

(β�ηiZj,k + Zi,kβ
�ηj)η�

i ηj .

Note that Uo
4 = n−1 ∑

i �=j(β�ηiZj + Ziβ
�ηj)η�

i ηj and all of its elements are
U -statistics. The Hoeffding decomposition yields

1
n− 1U

o
4,k = 2So

4,1,k + So
4,2,k,

where

So
4,1,k = 1

n

n∑
i=1

go
4,1,k(νi)

with go
4,1,k(ν1) = β�ΣηZ1,kη1,

So
4,2,k = 1

n(n− 1)

n∑
i �=j

go
4,2,k(νi;νj)

with go
4,2,k(ν1;ν2) = (η1η

�
1 β − Σηβ)�Z2,kη2 + Z1,kη

�
1 (η2η

�
2 β − Σηβ).

For any 1 ≤ k ≤ pγ , according to Assumption 2, Z1,k is sub-Gaussian
with bounded norm, and β�Σηη1 is sub-Gaussian with norm ‖β�Σηη1‖ψ2 ≤
(β�Σ3

ηβ)1/2. Then go
4,1,k(ν1) is sub-Exponential with norm

‖go
4,1,k‖ψ1 ≤ ‖Z1,k‖ψ2‖β�Σηη1‖ψ2 � (β�Σ3

ηβ)1/2.

Therefore

‖ max
1≤i≤n

max
1≤k≤pγ

go
4,1,k‖2 � log(npγ) max

1≤i≤n
max

1≤k≤pγ

‖go
4,1,k‖ψ1

� log(npγ)(β�Σ3
ηβ)1/2.
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Similarly, we derive β�η1Z2,k is sub-Exponential with norm ‖β�X1Z2,k‖ψ1 �
β�Σηβ. Write q = �4/(1 − 3b)�. We have

‖ max
1≤i �=j≤n

max
1≤k≤pγ

go
4,2,k‖4 ≤ ‖ max

1≤i �=j≤n
max

1≤k≤pγ

go
4,2,k‖q

≤ ‖ max
1≤i �=j≤n

max
1≤k≤pγ

β�ηiZj,kη
�
i ηj‖q

≤ ‖ max
1≤i �=j≤n

max
1≤k≤pγ

β�ηiZj,k‖2q‖ max
1≤i �=j≤n

η�
i ηj‖2q

� log(npγ)(β�Σηβ)1/2n1/qtr1/2(Σ2
η).

Similarly,
max

1≤k≤pγ

‖go
4,1,k‖2 � (β�Σ3

ηβ)1/2

and
max

1≤k≤pγ

‖go
4,2,k‖2 ≤ max

1≤k≤pγ

‖go
4,2,k‖4 � (β�Σηβ)1/2tr1/2(Σ2

η).

Lemma C.2 and Assumption 4 imply

E(‖Uo
4‖∞) � n1/2(log pγ)1/2(β�Σ3

ηβ)1/2 + log pγ(β�Σηβ)1/2tr1/2(Σ2
η). (43)

Combining equations (42) and (43), Assumption 3, we have

Ao
4 = Op

(
s log pγ(β�Σ3

ηβ)1/2 + n−1/2s(log pγ)3/2(β�Σηβ)1/2tr1/2(Σ2
η)
)
.

Thus Ao
4 = op(

√
2Λη) holds by the conditions in Theorem 4.1 and the model

structure under the local alternatives. Altogether, the proof is done.

B.5. The proof of Theorem 5.1

Denote A =
{
‖W̆ ‖2

F � s′ log pγ/n′}. According to Assumption 7, Pr
(
Ac

)
=

o(1). Thus it suffices to prove

Mn√
2Λη

→ N(0, 1) in distribution

as (n, pβ, pγ) → ∞ conditional on A. For brevity, in the rest of proof we abbre-
viate E(·|A), Pr(·|A) as E(·), Pr(·) respectively. As γφ = γ under H0, we can
decompose Mn as

Mn = 1
n

∑
i �=j

ε̂iε̂jη̂
�
i η̂j

= 1
n

∑
i �=j

(εi + γ̆�Zi)(εj + γ̆�Zj)η̂�
i η̂j

= 1
n

∑
i �=j

εiεjη̂
�
i η̂j + 1

n

∑
i �=j

γ̆�Ziγ̆
�Zjη̂

�
i η̂j
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+ 1
n

∑
i �=j

(εiγ̆�Zj + γ̆�Ziεj)η̂�
i η̂j

=: I1 + I2 + I3.

Similar to the proof of Theorem 3 in [20], it can be seen

I1√
2Λη̂

→ N(0, 1) in distribution

as (n, pβ) → ∞, where Λη̂ = σ4tr(Σ2
η̂). See Lemma C.1 for more details. As the

inequality (64) in Lemma C.8 implies Λη̂/Λη → 1 in probability, we can then
use Sluskty theorem to derive

I1√
2Λη

→ N(0, 1) in distribution

as (n, pβ, pγ) → ∞. Further, similarly, we prove I2 and I3 are op(
√

2Λη̂) to
finish the proof. As the proof is very similar, we give a sketch below.

Lemma C.10 below yields

I2 ≤
∥∥∥∥ 1
n

∑
i �=j

ZiZ�
j η̂

�
i η̂j

∥∥∥∥
∞
‖γ̆‖2

1. (44)

Let U1 = n−1 ∑
i �=j ZiZ�

j η̂
�
i η̂j and all of its elements are U -statistics: for

(k1, k2)-th element,

U1,(k1,k2) = 1
n

∑
i �=j

1
2(Zi,k1Zj,k2 + Zi,k2Zj,k1)η̂�

i η̂j .

The Hoeffding decomposition implies

1
n− 1U1,(k1,k2) = E(Zk1 η̂)�E(Zk2 η̂) + 2S1,1,(k1,k2) + S1,2,(k1,k2),

where

S1,1,(k1,k2) = 1
n

n∑
i=1

g1,1,(k1,k2)(νi)

with g1,1,(k1,k2)(ν1) = {Z1,k1 η̂1−E(Zk1 η̂)}�E(Zk2 η̂)/2+{Z1,k2 η̂1−E(Zk2 η̂)}�
E(Zk1 η̂)/2,

S1,2,(k1,k2) = 1
n(n− 1)

n∑
i �=j

g1,2,(k1,k2)(νi;νj)

with g1,2,(k1,k2)(ν1;ν2) = {Z1,k1 η̂1−E(Zk1 η̂)}�{Z2,k2 η̂2−E(Zk2 η̂)}/2+{Z1,k2 η̂1
− E(Zk2 η̂)}�{Z2,k1 η̂2 − E(Zk1 η̂)}/2.

Similar to the derivation of Ic
2 in the proof of Theorem 2.1, we derive

‖ max
1≤i≤n

max
1≤k1,k2≤pγ

g1,1,(k1,k2)‖2 � log(npγ)λ1/2
max(Ση̂)

{
max

1≤k≤pγ

‖E(Zkη̂)‖2
2
}1/2
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‖ max
1≤i �=j≤n

max
1≤k1,k2≤pγ

g1,2,(k1,k2)‖4 � log(npγ)n1/qtr1/2(Σ2
η̂)

max
1≤k1,k2≤pγ

‖g1,1,(k1,k2)‖2 � λ1/2
max(Ση̂)

{
max

1≤k≤pγ

‖E(Zkη̂)‖2
2
}1/2

max
1≤k1,k2≤pγ

‖g1,2,(k1,k2)‖2 ≤ max
1≤k1,k2≤pγ

‖g1,2,(k1,k2)‖4 � tr1/2(Σ2
η̂).

Lemma C.2, C.8 and Assumption 4 yield

E(‖U1‖∞) � n
s′ log pγ

n′ ϕ2

+ n1/2(log pγ)1/2
{
λ1/2

max(Ση)
(
s′ log pγ

n′

)1/2

∨ λ1/2
max(ΣZ)s

′ log pγ
n′

}
ϕ

+ log pγtr1/2(Σ2
η̂). (45)

Together equations (44) with (45) and Assumption 3, we have

I2 = Op

[
s2 log pγ

s′ log pγ
n′ ϕ2

+ n−1/2s2(log pγ)3/2
{
λ1/2

max(Ση)
(
s′ log pγ

n′

)1/2

∨ λ1/2
max(ΣZ)s

′ log pγ
n′

}
ϕ

+ n−1s2(log pγ)2tr1/2(Σ2
η̂)
]
. (46)

Thus I2 = op(
√

Λη̂) when s2 log pγ s′ log pγ

n′ ϕ2 = o(
√

Λη̂),

n−1/2s2(log pγ)3/2
{
λ1/2

max(Ση)
(
s′ log pγ

n′

)1/2
∨λ1/2

max(ΣZ)s
′ log pγ
n′

}
ϕ = o(

√
Λη̂)

and n−1s2(log pγ)2 = o(1) hold simultaneously.
Similar to the proof of I2,

I3 ≤
∥∥∥∥ 1
n

∑
i �=j

(εiZj + Ziεj)η̂�
i η̂j

∥∥∥∥
∞
‖γ̆‖1 =: ‖U2‖∞‖γ̆‖1. (47)

Applying the Hoeffding decomposition to every element of U2, we have

1
n− 1U2,k = 2S2,1,k + S2,2,k,

where

S2,1,k = 1
n

n∑
i=1

g2,1,k(νi)

with g2,1,k(ν1) = ε1η̂
�
1 E(Zkη̂),

S2,2,k = 1
n(n− 1)

n∑
i �=j

g2,2,k(νi,νj)
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with g2,2,k(ν1;ν2) = ε1η̂
�
1 {Z2,kη̂2 − E(Zkη̂)} + ε2η̂

�
2 {Z1,kη̂1 − E(Zkη̂)}.

Similar to the proof for Ic
3 in the proof of Theorem 2.1, and for the inequal-

ity (45), we can then have

E(‖U2‖∞) � n1/2(log pγ)1/2
{
λ1/2

max(Ση)
(
s′ log pγ

n′

)1/2

∨ λ1/2
max(ΣZ)s

′ log pγ
n′

}
ϕ

+ log pγtr1/2(Σ2
η̂). (48)

Combining equations (47) and (48), Assumption 3, we have

I3 = Op

[
s log pγ

{
λ1/2

max(Ση)
(
s′ log pγ

n′

)1/2
∨ λ1/2

max(ΣZ)s
′ log pγ
n′

}
ϕ

+ n−1/2s(log pγ)3/2tr1/2(Σ2
η̂)
]
. (49)

Thus I3 = op(
√

Λη̂) when

s log pγ
{
λ1/2

max(Ση)
(
s′ log pγ

n′

)1/2

∨ λ1/2
max(ΣZ)s

′ log pγ
n′

}
ϕ = o(

√
Λη̂)

and n−1/2s(log pγ)3/2 = o(1) hold simultaneously. The proof is concluded.

B.6. The proof of Theorem 5.2

As we can follow almost the same lines of proving Theorem 5.1 to have, for
β ∈ L (β),

Mn − nβ�Σ2
ηβ√

2Λη

→ N(0, 1) in distribution

as (n, pβ, pγ) → ∞ conditional on A, we then omit the details here.

Appendix C: Some useful lemmas

Lemma C.1. Let ξ = Aν, where A is a pξ ×m matrix with pξ ≤ m and Σξ =
AA�. Let ν be a m-dimensional sub-Gaussian random vector with mean zero
and identity covariance matrix. ε is a zero mean sub-Gaussian random variable
with variance σ2 and ε is independent of ξ. Assume that tr(Σ4

ξ) = o(tr2(Σ2
ξ))

and tr(Σ2
ξ) → ∞ as (n, pξ) → ∞. Then

∑
i �=j εiεjξ

�
i ξj

n
√

2Λξ

→ N(0, 1) in distribution

as (n, pξ) → ∞, where Λξ = σ4tr(Σ2
ξ).
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Proof. Denote

Rni = 2n−1
i−1∑
j=1

εiεjξ
�
i ξj ,

Snk =
∑k

i=2 Rni and Fk = σ{(ξi, εi), i = 1, 2, . . . , k}. Obviously, E(Rnk|Fk−1)
= 0 as (Snk,Fk) is a zero-mean martingale sequence. Denote vni=Var(Rni|Fi−1)
and Vn =

∑n
i=2 vni. To apply the martingale central limit theorem, it suffices

to show the following two conditions:

Vn

Var(Snn) → 1 in probability (50)

and ∑n
i=2 E

[
R2

niI{|Rni|/
√

tr(Σ2
ξ) > η}|Fi−1

]
tr(Σ2

ξ)
→ 0 in probability (51)

for any η > 0. To prove equation (50) first. Observe that

vni = 4σ2n−2
i−1∑
j=1

ε2jξ
�
j Σξξj + 4σ2n−2

∑
1≤j1 �=j2≤i−1

εj1εj2ξ
�
j1Σξξj2 ,

and

Vn = 4σ2n−2
n∑

i=2

(i−1∑
j=1

ε2jξ
�
j Σξξj +

∑
1≤j1 �=j2≤i−1

εj1εj2ξ
�
j1Σξξj2

)
.

Since Var(Snn) = 2n−1(n− 1)σ4tr(Σ2
ξ), we have

Vn

Var(Snn) = 2
n(n− 1)σ2tr(Σ2

ξ)

×
( n∑

i=2

i−1∑
j=1

ε2jξ
�
j Σξξj +

n∑
i=2

∑
1≤j1 �=j2≤i−1

εj1εj2ξ
�
j1Σξξj2

)

=: G1 + G2,

where E(G1) = 1 and E(G2) = 0. Observe that

Var(G1) �
1

n4tr2(Σ2
ξ)

n−1∑
j=1

(n− j)2
{
E(ξ�j Σξξj)2 − tr2(Σ2

ξ)
}

� 1
n4

n−1∑
j=1

(n− j)2 � n−1,

where the second inequality holds by using Lemma C.3 to derive

E(ξ�1 Σξξ1)2 � tr2(Σ2
ξ).
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Similarly, we derive that

Var(G2) �
1

n4tr2(Σ2
ξ)

∑
j1<k1

∑
j2<k2

(n−k1)(n−k2)E
(
εj1εj2εk1εk2ξ

�
j1Σξξk1ξ

�
j2Σξξk2

)

=
∑n

k=1(n− k)2(k − 1)
n4 ·

tr(Σ4
ξ)

tr2(Σ2
ξ)

= o(1)

where the last equality holds by condition tr(Σ4
ξ) = o(tr2(Σ2

ξ)). The Markov
inequality yields G1 → 1 in probability and G2 → 0 in probability. Thus equa-
tion (50) is proved.

To handle equation (51). Notice that for any η > 0,∑n
i=2 E

[
R2

niI{|Rni|/
√

tr(Σ2
ξ) > η}|Fi−1

]
tr(Σ2

ξ)
≤ 1

η2 ·
∑n

i=2 E(R4
ni|Fi−1)

tr2(Σ2
ξ)

, (52)

and

E

{∑n
i=2 E(R4

ni|Fi−1)
tr2(Σ2

ξ)

}

=
∑n

i=2 E(R4
ni)

tr2(Σ2
ξ)

� 1
n4tr2(Σ2

ξ)

n∑
i=2

E

(i−1∑
j=1

ξ�i ξj

)4

� 1
n4tr2(Σ2

ξ)

[ n∑
i=2

∑
s �=t

E
{
(ξ�i ξs)2(ξ�i ξt)2

}
+

n∑
i=2

i−1∑
j=1

E(ξ�i ξj)4
]

= o(1), (53)

where the last equality holds by the fact that
n∑

i=2

∑
s �=t

E
{
(ξ�i ξs)2(ξ�i ξt)2

}
� n3

E
{
(ξ�3 ξ1)2(ξ�3 ξ2)2

}
� n3tr2(Σ2

ξ),

Lemma C.3 ensures

E
{
(ξ�3 ξ1)2(ξ�3 ξ2)2

}
= E

[
E
{
(ξ�3 ξ1)2(ξ�3 ξ2)2|ξ3

}]
� E(ξ�3 Σξξ3)2

� tr2(Σ2
ξ),

and Lemma C.4 yields
n∑

i=2

i−1∑
j=1

E(ξ�i ξj)4 � n2
E(ξ�1 ξ2)4 � n2tr2(Σ2

ξ).

Combining inequalities (52) and (53), equation (51) is verified. The proof is
concluded.
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Lemma C.2. (A maximal inequality for U-statistics of order two). Let {Xi}ni=1
be a sample of i.i.d. random variables in a separable and measurable space (S,S).
Let f : S × S → R

p be an S
⊗

S-measurable, symmetric kernel such that
E{|fk(X1, X2)|} < ∞ for all k = 1, . . . , p. Let Un = {n(n − 1)}−1 ∑

1≤i �=j≤n

f(Xi, Xj) and θ = E{f(X1, X2)}. Suppose 2 ≤ p ≤ exp(bn) for some constant
b > 0, then

E(‖Un‖∞) � ‖θ‖∞ +
(

log p
n

)1/2

D′
2 + log p

n
M ′

2 + log p
n

D′′
2 +

(
log p
n

)5/4

D′′
4

+
(

log p
n

)3/2

M ′′
4 ,

where D′
2 = max1≤k≤p[E{f2

1,k(X1)}]1/2, M ′
2 = (E[{max1≤i≤n max1≤k≤p|f1,k

(Xi)|}2])1/2, D′′
q = max1≤k≤p[E{fq

2,k(X1, X2)}]1/q for q = 2, 4, M ′′
4 =

(E[{max1≤i �=j≤n max1≤k≤p|f2,k(Xi, Xj)|}4])1/4 with kernel function

f1(x1) = E{f(X1, X2)|X1 = x1} − θ

and
f2(x1, x2) = f(x1, x2) − f1(x1) − f1(x2) − θ.

Proof. By the Hoeffding decomposition of U -statistic, we derive

Un = θ + 2S1n + S2n,

where

S1n = 1
n

n∑
i=1

f1(Xi)

and
S2n = 1

n(n− 1)
∑
i �=j

f2(Xi, Xj).

By the triangle inequality of norm, we derive

E(‖Un‖∞) � ‖θ‖∞ + E(‖S1n‖∞) + E(‖S2n‖∞). (54)

Note that S1n is the sample mean of an i.i.d. random vector sequence. Thus

E(‖S1n‖∞) �
(

log p
n

)1/2

D′
2 + log p

n
M ′

2 (55)

by Lemma 8 in [13]. Observe that S2n is a degenerate U-statistic, we derive

E(‖S2n‖∞) � log p
n

D′′
2 +

(
log p
n

)5/4
D′′

4 +
(

log p
n

)3/2
M ′′

4 (56)

by Theorem 5 in [11]. Altogether, the proof is finished.
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Lemma C.3. Let {Ai}ki=1 be a sequence of p× p semi-positive matrices and k
is a fixed positive integer. Suppose ν is a p-dimensional sub-Gaussian random
vector with sub-Gaussian norm ‖ν‖ψ2 . Then

E

( k∏
i=1

ν�Aiν

)
� ‖ν‖2k

ψ2

k∏
i=1

tr(Ai).

Proof. Matrix eigen-decomposition yields, for i = 1, . . . , k,

Ai = C�
i DiCi,

where Di = diag{λ1(Ai), λ2(Ai), · · · , λp(Ai)}, λj(Ai) is the j-th eigenvalue of
Ai and Ci is a unit orthogonal matrix. Denote Si = Ciν1. Then

E

( k∏
i=1

ν�Aiν

)

= E

( k∏
i=1

p∑
ji=1

λji(Ai)S2
i,ji

)

=
p∑

j1=1

p∑
j2=1

· · ·
p∑

jk=1
λj1(A1)λj2(A2) · · ·λjk(Ak)E

(
S1,j1S2,j2 · · ·Sk,jk

)2

≤ max
1≤j1,j2,...,jk≤p

E
(
S1,j1S2,j2 · · ·Sk,jk

)2 k∏
i=1

tr(Ai),

where Si,ji is the ji-th element of Si. We then verify the following to conclude
the proof:

max
1≤j1,j2,...,jk≤p

E
(
S1,j1S2,j2 · · ·Sk,jk

)2 � ‖ν‖2k
ψ2
. (57)

Observe that

max
1≤j1,j2,...,jk≤p

E
(
S1,j1S2,j2 · · ·Sk,jk

)2
≤ max

1≤j1,j2,...,jk≤p

{
E
(
S1,j1

)2k}1/2k−1{
E
(
S2,j2

)2k}1/2k−1

· · ·
{
E
(
Sk,jk

)2k}1/2k−1

≤
{

max
1≤i≤k

max
1≤j≤p

E
(
Si,j

)2k}k/2k−1

,

where the first inequality holds by Cauchy-Schwartz inequality and Liapounov
inequality. By the sub-Gaussian assumption of ν, max1≤i≤k max1≤j≤p E

(
Si,j

)2k

� ‖ν‖2k

ψ2
. Thus the inequality (57) is proved.

Lemma C.4. (A corollary of Lemma C.3) Let ξ = Aν, where A is a pξ ×m
matrix with pξ ≤ m and Σξ = AA�. Under Assumption 2, for a fixed positive
integer q,

E(ξ�1 ξ2)2q � trq(Σ2
ξ).
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Proof. Denote Eξ1(·) = E(·|ξ1), it can be shown that

E(ξ�1 ξ2)2q = E(ξ�2 ξ1ξ
�
1 ξ2)q = E

{
Eξ1(ν�

2 A�ξ1ξ
�
1 Aν2)q

}
� E(ξ�1 Σξξ1)q = E(ν1A�ΣξAν1)q � trq(Σ2

ξ)

where the first inequality holds by Lemma C.3, ξ1 is independent of ξ2, and the
second inequality holds also by Lemma C.3.

Definition C.5. (Some notations used in Lemmas C.6, C.7 and C.8.) Recall
that W is defined in (7) in subsection 2.2 and Ŵ is defined in (15) in section 5.
We give some notations here to avoid repeating the notations in the following
proofs. Let ηi = Xi − W�Zi, η̂i = Xi − Ŵ�Zi, Γη = ΓX − W�ΓZ, Γη̂ =
ΓX − Ŵ�ΓZ and W̆ = W − Ŵ , where Γ = (Γ�

X,Γ�
Z )� and Γ is defined

in Assumption 2. Write Xi = ΓXνi, Zi = ΓZνi, ηi = Γηνi and η̂i = Γη̂νi.
Further, write ΣX = ΓXΓ�

X, ΣZ = ΓZΓ�
Z , Ση = ΓηΓ�

η and Ση̂ = Γη̂Γ�
η̂ .

Lemma C.6. (Some technical results for the proof of Theorem 2.2.) Under the
conditions in Theorem 2.2,

E(β�ΣηX1η
�
1 β)2 � β�Σηββ

�ΣηΣXΣηβ, (58)
E(β�η1X�

1 X2η
�
2 β)2 � β�Σηββ

�ΣηΣXΣηβ, (59)
E(β�η1X�

1 X2)2 � β�Σηβ tr(Σ2
X) (60)

Proof. Denote Eν1(·) = E(·|ν1) where ν is defined in Assumption 2. To prove
the inequality (58), we have

E(β�ΣηX1η
�
1 β)2 = E(ν�

1 Γ�
ηββ

�Γην1ν
�
1 Γ�

XΣηββ
�ΣηΓXν1)

� β�Σηββ
�ΣηΣXΣηβ.

The inequality then follows from Lemma C.3. To prove the inequality (59), we
have

E(β�η1X�
1 X2η

�
2 β)2 = E

{
Eν1(ν�

2 Γ�
ηββ

�η1X�
1 ΓXν2)2

}
� E(X�

1 Σηββ
�η1)2 = E(β�ΣηX1η

�
1 β)2.

Combining the inequality (58), the inequality (59) is proved. Consider the in-
equality (60). Observe that

E(β�η1X�
1 X2)2 = E

{
Eν1(ν�

2 Γ�
XX1η

�
1 ββ�η1X�

1 ΓXν2)
}

� E(ν�
1 Γ�

ηββ
�Γην1ν

�
1 Γ�

XΓXΓ�
XΓXν1)

� β�Σηβ tr(Σ2
X).

Thus the inequality (60) is proved.

Lemma C.7. (Some technical results for the proof of Theorem 4.2.) Under
conditions in Theorem 4.2,

E(β�Σηη1η
�
1 β)2 � (β�Σ2

ηβ)2, (61)
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E(β�η1η
�
1 η2η

�
2 β)2 � (β�Σ2

ηβ)2, (62)
E(β�η1η

�
1 η2)2 � β�Σηβ tr(Σ2

η). (63)

Proof. Similar to Lemma C.6, we can prove this lemma by Lemma C.3. At first,
we prove inequality (61). Note that

E(β�Σηη1η
�
1 β)2 = E(ν�

1 Γ�
ηββ

�ΣηΓην1)2

� (β�Σ2
ηβ)2.

Where the equality holds by Assumption 2 and the inequality follows from
Lemma C.3. Now we prove inequality (62). Denote Eν1(·) = E(·|ν1). Observe
that

E(β�η1η
�
1 η2η

�
2 β)2 = E

{
Eν1(ν�

2 Γ�
ηββ

�η1η
�
1 Γην2)2

}
� E(η�

1 ΓηΓ�
ηββ

�η1)2 = E(β�Σηη1η
�
1 β)2.

Combing inequality (61), expression (62) is proved. Now we prove inequal-
ity (63). It can be shown that

E(β�η1η
�
1 η2)2 = E

{
Eν1(ν�

2 Γ�
η η1η

�
1 ββ�η1η

�
1 Γην2)

}
� E(η�

1 ββ�η1η
�
1 ΓηΓ�

η η1)
= E(ν�

1 Γ�
ηββ

�Γην1ν
�
1 Γ�

η ΓηΓ�
η Γην1)

� β�Σηβ tr(Σ2
η).

The inequalities follow from Lemma C.3 and Assumption 2.

Lemma C.8. (Some technical results for the proof of Theorem 5.1.) Under
conditions in Theorem 5.1,

tr(Σ2
η̂) ≤

{
tr1/2(Σ2

η) + λmax(ΣZ)‖W̆ ‖2
F

}2 (64)

λmax(Ση̂) ≤ λmax(Ση) + λmax(ΣZ)‖W̆ ‖2
F (65)

max
1≤k≤pγ

‖E(Zkη̂)‖2
2 ≤ ‖W̆ ‖2

Fϕ
2. (66)

Proof. Note that

Ση̂ = Γη̂Γ�
η̂ = (Γη + W̆�ΓZ)(Γη + W̆�ΓZ)�

= ΓηΓ�
η + ΓηΓ�

ZW̆ + W̆�ΓZΓ�
η + W̆�ΓZΓ�

ZW̆

= Ση + W̆�ΣZW̆

where the last equality holds because of

ΓZΓ�
η = ΓZ(ΓX − ΓXΓ�

Z (ΓZΓ�
Z )−1ΓZ)�

= ΓZΓ�
X − ΓZΓ�

Z (ΓZΓ�
Z )−1ΓZΓ�

X = 0.
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Now we prove the inequality (64). It can be shown that

tr(Σ2
η̂) = tr

{
(Ση + W̆�ΣZW̆ )2

}
= tr(Σ2

η) + tr(ΣηW̆
�ΣZW̆ ) + tr(W̆�ΣZW̆Ση) + tr

{
(W̆�ΣZW̆ )2

}
≤ tr(Σ2

η) + 2tr1/2(Σ2
η)tr1/2

{
(W̆�ΣZW̆ )2

}
+ tr

{
(W̆�ΣZW̆ )2

}
≤

{
tr1/2(Σ2

η) + λmax(ΣZ)‖W̆ ‖2
F

}2
,

where the first inequality holds by the matrix Cauchy-Schwartz inequality, the
second inequality holds by the fact that

tr1/2
{
(W̆�ΣZW̆ )2

}
≤ tr(W̆�ΣZW̆ ) ≤ λmax(ΣZ)‖W̆ ‖2

F .

Similarly, (65) can be derive as

λmax(Ση̂) = λmax(Ση) + tr(W̆�ΣZW̆ ) ≤ λmax(Ση) + λmax(ΣZ)‖W̆ ‖2
F .

For (66), we derive

max
1≤k≤pγ

‖E(Zkη̂)‖2
2 = max

1≤k≤pγ

‖E(ZkW̆
�Z)‖2

2 ≤ ‖W̆ ‖2
Fϕ

2,

where the inequality holds by the fact that

max
1≤k≤pγ

‖E(ZkW̆
�Z)‖2

2 ≤ λmax(W̆W̆�)ϕ2

and λmax(W̆W̆�) ≤ ‖W̆ ‖2
F .

Lemma C.9. For any random variables X1, . . . , Xm(without independence as-
sumption) and any fixed integer q,

‖ max
1≤i≤m

Xi‖q� logm max
1≤i≤m

‖Xi‖ψ1 , and ‖ max
1≤i≤m

Xi‖q�
√

logm max
1≤i≤m

‖Xi‖ψ2 .

Proof. By the property of Orlicz norm and Lemma 2.2.2 in [34] (the first is on
Page 95), we have

‖ max
1≤i≤m

Xi‖q � ‖ max
1≤i≤m

Xi‖ψ1 � logm max
1≤i≤m

‖Xi‖ψ1 .

Similarly,

‖ max
1≤i≤m

Xi‖q � ‖ max
1≤i≤m

Xi‖ψ2 �
√

logm max
1≤i≤m

‖Xi‖ψ2 .

Lemma C.10. Suppose A is a p × p dimensional matrix. For any x ∈ R
p, it

can be shown that

|x�Ax| ≤ ‖A‖∞‖x‖2
1.
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Proof. Observe that

|x�Ax| =
∣∣∣∣

p∑
i,j=1

aijxixj

∣∣∣∣ ≤
p∑

i,j=1
|aij | · |xi| · |xj |

≤ ‖A‖∞
p∑

i,j=1
|xi| · |xj | = ‖A‖∞‖x‖2

1.

Where the first inequality holds by the triangle inequality of norm.

Appendix D: Additional simulation results

Figure 5 displays the empirical size-power curves of WALD in Scenario 1 in sec-
tion 6 of the main text. We find that with different values τ = 0, 0.5, 1.0, 1.5, 2.0,
2.5, 3.0, 3.5 the test can be either very liberal or very conservative. Thus selecting
a proper tuning parameter is difficult in general.

Fig 5. This figure presents the finite sample performance of WALD in Scenario 1. Left panel
presents the empirical sizes and powers of WALD with different tuning parameter τ(τ =
0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5) in the sparse alternative (setting 2). Right panel corresponds
to dense alternative (setting 3).

Based on the settings in section 6 in the main text, we consider the following
five scenarios.

Scenario 3. This scenario investigates the performance of our tests thoroughly
when the correlation between covariates of interest and nuisance covariates
is weak. Generate the covariates from the multivariate normal distribution
Np(0p,Σ), where Σ = (σij)p×p with σij = ρ|i−j|, i, j = 1, . . . , p and ρ =
0.3, 0.5, 0.7. The sample size n = 100, 200, the covariate dimension p = 600, 1000,
2000, 4000 and pβ = pγ . In the sparse alternative (setting 2) and the dense al-
ternative (setting 3), we set b0 =

√
‖γ‖2

2/sβ.
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Scenario 4. This scenario is same to Example 2.3 in the main text.

Scenario 5. This scenario investigates the finite performance of our methods
thoroughly when X and Z are not weakly correlated. Covariates are generated
according to the model defined in Scenario 3. Throughout the simulation study,
we set dZ = 3 and vary dX = 0, 5, 10, 15, where dX = 0 represents there exists
no correlation between X and Z. The sample size n = 100, 200, the predictor
dimension p = 600, 1000, 2000, 4000 and pβ = pγ . In the sparse alternative
(setting 2) and the dense alternative (setting 3), we set b0 =

√
‖γ‖2

2/sβ.

Scenario 6. We aim to compare our tests with other testing methods in this sce-
nario. The covariates V = (X�,Z�)� are generated according to V = Σ1/2ν,
where ν = (ν1, . . . , νp)� and {νk}pk=1 are generated independently from the
U(−2, 2) distribution. Here Σ = (σij)p×p follows the Toeplitz design, that is,
σij = 0.5|i−j|, i, j = 1, . . . , p. The regression error ε ∼ U(−2, 2) is indepen-
dent of V . The sample size n = 100, the covariate dimension p = 600 and
pβ = pγ = 300. In the sparse alternative (setting 2) and the dense alternative
(setting 3), we vary b0 from 0 to

√
‖γ‖2

2/sβ.

Scenario 7. This scenario investigates the performance of our tests when X and
Z are highly correlated. The covariates are generated according to the following
model:

X = W�Z + η,

where η is a pβ-dimensional random vector and η is independent of Z. η =
Σ1/2

η νη and the elements of νη are generated independently from the U(−2, 2)
distribution, Z = Σ1/2

Z νZ and the elements of νZ are generated independently
from the U(−2, 2) distribution. Ση and ΣZ follow the Toeplitz design with
ρ = 0.5 respectively. W is defined in (10) in subsection 2.3. Throughout the
scenario, dZ = 3 and dX = 10. The regression error ε ∼ U(−2, 2) is independent
of covariates. The sample size n = 100, the predictor dimension p = 600 and
pβ = pγ = 300. In the sparse alternative (setting 2) and the dense alternative
(setting 3), we vary b0 from 0 to

√
‖γ‖2

2/sβ.

Scenario 8. This scenario investigates the power performance of Tn when ‖β‖2
is fixed but the orientation of β is changed. The settings of this scenario are the
same as those in Scenario 2 of the main text, except for the following modifi-
cations. We set W = 0 and β = b0 · ek, where ek represents a pβ-dimensional
vector where the k-th element is 1, and all other elements are 0. We set b0 = 3.
As k varies from 1 to 10, the power performances of Tn are 0.808, 0.914, 0.910,
0.906, 0.932, 0.902, 0.910, 0.890, 0.928, and 0.926, respectively. And the differ-
ence in power is appreciable with the orientation of β.

Table 1 reports the simulation results of Scenario 3. We have the following
observations. First, Tn and Mn control the type I error well, even when the
dimension is 4000. Second, the empirical powers increase when the dimension
decreases and the sample size increases. Third, there is no significant difference
in power between sparse and dense alternatives as long as ‖β‖2 stays the same.
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Table 1

The empirical type-I errors and powers for Tn and Mn.

Type-I Error Power (Sparse) Power (Dense)
n p ρ 0.3 0.5 0.7 0.3 0.5 0.7 0.3 0.5 0.7

100 600 Tn 0.046 0.070 0.060 0.950 0.998 1.000 0.956 1.000 1.000
Mn 0.050 0.058 0.054 0.964 0.998 1.000 0.950 1.000 1.000

100 1000 Tn 0.038 0.050 0.076 0.820 0.972 1.000 0.826 0.980 1.000
Mn 0.042 0.050 0.076 0.808 0.974 1.000 0.824 0.980 1.000

100 2000 Tn 0.052 0.058 0.048 0.552 0.800 0.982 0.522 0.760 0.996
Mn 0.042 0.062 0.042 0.532 0.796 0.984 0.504 0.780 0.990

100 4000 Tn 0.052 0.066 0.068 0.382 0.534 0.816 0.356 0.546 0.848
Mn 0.046 0.066 0.064 0.376 0.516 0.826 0.348 0.528 0.852

200 600 Tn 0.048 0.056 0.060 1.000 1.000 1.000 1.000 1.000 1.000
Mn 0.048 0.052 0.052 1.000 1.000 1.000 1.000 1.000 1.000

200 1000 Tn 0.062 0.062 0.054 1.000 1.000 1.000 1.000 1.000 1.000
Mn 0.070 0.064 0.060 1.000 1.000 1.000 1.000 1.000 1.000

200 2000 Tn 0.070 0.048 0.068 0.982 1.000 1.000 0.978 0.998 1.000
Mn 0.070 0.042 0.060 0.986 1.000 1.000 0.976 0.998 1.000

200 4000 Tn 0.040 0.050 0.052 0.818 0.956 1.000 0.796 0.986 1.000
Mn 0.040 0.054 0.052 0.818 0.960 1.000 0.794 0.980 1.000

“Type-I error”, “Power (Sparse),” and “Power (Dense)” correspond to Setting 1, Setting 2
and Setting 3.

The left panel of Figure 6 displays the empirical sizes of Mn in Scenario 4.
The empirical sizes are close to the nominal level α = 0.05 regardless of the
increase of dX. The right panel of Figure 6 presents the empirical probability
density function of Mn, which can be well approximated by the standard nor-
mal distribution no matter what dX is. These results illustrate that Mn still
maintains type I error well when X and Z are not weakly dependent.

Table 2 summarizes the empirical sizes and powers of the proposed tests
in Scenario 5. Both perform satisfactorily when dX = 0. But when dX �= 0,
Mn performs better than Tn in terms of both the empirical type I error rate
and empirical power. As dX increases, the empirical size of the Tn test de-
viates significantly from the significant level while the Mn test maintains the
empirical size well. Besides, the empirical power of Mn is significantly larger
than Tn when dX �= 0. The results show that the Mn test is more applica-
ble when covariates of interest and nuisance covariates have a strong relation-
ship.

Figure 7 displays the empirical size-power curves of the four tests in Sce-
nario 6. The empirical results in Scenario 6 are similar to those in Scenario 1
of subsection 6.1. It can be observed that Tn, Mn and ST tests control the size
well. Tn and Mn are generally more powerful than ST under the sparse and
dense alternative hypotheses. Under the dense alternative, the empirical powers
of ST can be as low as the significance level. The empirical powers of Tn and
Mn increase quickly as the signal strength b0 becomes stronger. On the other
hand, the WALD test is very liberal to have very large empirical size when we
use the tuning parameter τ = 1 recommended by [23]. It is worth noticing that
Tn and Mn have similar performances in this scenario. Tn performs well enough
when the correlation between X and Z is relatively weak.
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Fig 6. Left panel presents the empirical sizes of Mn with different dX. Right panel presents
the empirical probability density function of Mn with different dX (dX = 0, 5, 10, 15). The
pink shade represents the probability density function of the standard normal distribution. Set
n = 100, p = 600 and pβ = pγ . We generate 500 replications and reject the null hypothesis
at the significance level α = 0.05. More details can be seen in Scenario 3 in Section 6 in the
main text.

Table 2

The empirical type-I errors and powers for Tn test and Mn test.

Type-I Error Power (Sparse) Power (Dense)
n p dX 0 5 10 15 0 5 10 15 0 5 10 15

100 600 Tn 0.038 0.226 0.282 0.296 0.996 0.976 0.816 0.660 1.000 0.982 0.850 0.668
Mn 0.038 0.052 0.062 0.062 0.994 0.994 0.996 0.998 0.998 1.000 0.998 0.998

100 1000 Tn 0.042 0.210 0.270 0.296 0.980 0.914 0.738 0.584 0.990 0.948 0.748 0.576
Mn 0.044 0.046 0.054 0.074 0.980 0.986 0.984 0.988 0.992 0.988 0.990 0.990

100 2000 Tn 0.054 0.168 0.242 0.274 0.770 0.706 0.536 0.412 0.786 0.720 0.532 0.426
Mn 0.052 0.050 0.048 0.062 0.758 0.764 0.772 0.780 0.770 0.776 0.780 0.782

100 4000 Tn 0.038 0.098 0.144 0.192 0.514 0.508 0.380 0.316 0.536 0.476 0.382 0.300
Mn 0.032 0.038 0.054 0.050 0.520 0.528 0.528 0.520 0.524 0.520 0.530 0.532

200 600 Tn 0.062 0.246 0.294 0.308 1.000 1.000 1.000 0.994 1.000 1.000 1.000 1.000
Mn 0.062 0.070 0.072 0.076 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

200 1000 Tn 0.072 0.230 0.282 0.298 1.000 1.000 1.000 0.994 1.000 1.000 1.000 0.994
Mn 0.080 0.084 0.086 0.096 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

200 2000 Tn 0.060 0.184 0.256 0.278 1.000 1.000 0.996 0.954 1.000 1.000 0.992 0.960
Mn 0.060 0.068 0.072 0.080 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

200 4000 Tn 0.066 0.152 0.248 0.288 0.980 0.962 0.910 0.772 0.974 0.958 0.894 0.772
Mn 0.064 0.068 0.074 0.080 0.974 0.978 0.980 0.978 0.974 0.976 0.974 0.974

“Type-I error”, “Power (Sparse),” and “Power (Dense)” correspond to Setting 1, Set-
ting 2, and Setting 3.

Figure 8 displays the empirical size-power curves of Tn and Mn in Scenario 7.
It can be verified that the empirical results in Scenario 7 are similar to those
in Scenario 2 of subsection 6.1. We find that Tn is too liberal to maintain the
significance level. On the contrary, Mn maintains the level well. As b0 increases,
although the empirical powers of Tn and Mn increase rapidly, the empirical
power of Tn does not go to 1 as the increase of b0. In contrast, the empirical
power of Mn can increase to 1 quickly. The results show that Mn can also
improve the power compared with Tn. This confirms the theory.
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Fig 7. The left panel represents empirical sizes and powers of the Tn,Mn, ST and WALD in
the sparse alternative (setting 2). The right panel corresponds to dense alternative (setting 3).
The solid line with circle points, dash line with diamond points, dot-dash line with square
points and two-dash line with triangle points represent the empirical sizes and powers of Tn,
Mn, ST and WALD, respectively.

Fig 8. The left panel represents empirical sizes and powers of the Tn and Mn in the sparse
alternatives (setting 2). The right panel corresponds to dense alternatives (setting 3). The
solid line with circle points and dash line with diamond points represent the empirical sizes
and powers of Tn and Mn, respectively.

Appendix E: Significant DNA methylation sets in real data analysis
in the main text

Table 3 represents the significant DNA methylation sets for Tn in real data
analysis in section 6 in the main text. Table 4 correspond to Mn.
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Table 3

Numbers of 126 significant DNA methylation sets for Tn.

6 28 33 46 62 83 86 95 103 117 118 144 155 166 168 175 196 197 323 346 365 367 374 386
391 392 407 413 417 424 440 448 457 471 489 495 496 518 539 557 564 587 594 678 706
713 717 718 719 739 757 779 802 807 808 839 843 858 883 924 977 1008 1036 1043 1080
1106 1114 1120 1165 1192 1203 1209 1218 1224 1234 1237 1250 1255 1290 1309 1320 1327
1328 1333 1357 1379 1385 1409 1410 1414 1415 1467 1503 1534 1543 1550 1585 1614 1632
1638 1648 1652 1654 1672 1692 1712 1731 1733 1743 1757 1761 1781 1782 1786 1787 1788
1797 1807 1825 1862 1863 1865 1887 1909 1924 1927

Table 4

Numbers of 149 significant DNA methylation sets for Mn.

6 9 26 28 33 35 62 83 86 95 103 117 118 144 155 159 166 168 175 178 196 197 201 323 329
346 359 365 367 374 386 391 392 394 407 413 417 424 427 432 440 448 457 468 474 489
495 496 510 518 539 557 564 587 594 662 678 706 713 717 719 739 757 779 802 807 808
843 858 871 880 883 891 924 977 1008 1024 1036 1043 1080 1106 1114 1120 1191 1192
1203 1209 1218 1224 1234 1237 1250 1255 1290 1309 1320 1327 1328 1333 1357 1379 1385
1393 1409 1410 1414 1415 1426 1441 1461 1467 1475 1503 1522 1534 1543 1550 1585 1614
1632 1638 1648 1652 1654 1672 1692 1693 1712 1731 1733 1737 1743 1757 1761 1781 1782
1786 1787 1788 1797 1802 1807 1825 1863 1865 1887 1909 1924 1927

Appendix F: Additional real data analysis

We apply our tests to a data set about riboflavin (vitamin B2) production rate
with Bacillus Subtilis. This data set was made publicly by [5] and analyzed
by several authors, for instance [29], [33], [25], [16], and [17]. It consists of 71
observations of strains of Bacillus Subtilis and 4088 covariates, measuring the
log-expression levels of 4088 genes. The response variable is the logarithm of the
riboflavin production rate.

Several genes have been previously identified as having associations with
the response variable. [29] identified YXLD_at using a multisample-splitting
method, while [25] detected YXLD_at and YXLE_at. [33] claimed none. Addi-
tionally, [17] reported the presence of YCKE_at, XHLA_at, YXLD_at,
YDAR_at, and YCGN_at. In summary, prior literature has identified six genes:
YXLD_at, YXLE_at, YCKE_at, XHLA_at, YDAR_at, and YCGN_at, as
being associated with the response variable. Denote G as the set of six selected
genes and Gc as its complement. A natural question is whether the selected
genes contribute to the response given the other genes? Consider the following
regression modeling:

Y = β�VG + γ�VGc + ε,

where Y is the response variable, VG is the vector of selected genes, VGc denotes
the genes in set Gc, and ε is the regression error. Further ‖β‖0 = |G| = 6,
‖γ‖0 = |Gc| = 4082. The null hypothesis of interest is H01 : β = 0. Thus the
testing parameter is β, and the nuisance parameter is γ. To verify whether some
genes in Gc contribute to the response given the other genes, we also consider the
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null hypothesis H02 : γ = 0. In this testing problem H02, the testing parameter
is changed to be γ, and β is the nuisance parameter correspondingly.

Apply Tn, Mn, ST , and WALD. We standardize the data and report the
p-values in Table 5. For the testing problem H01, only Tn and Mn reject the
null hypothesis at the significance level α = 0.05. For the testing problem H02,
all tests do not reject the null hypothesis at the significance level α = 0.05. The
results suggest that the selected gene set G contributes to the response, and
there is no significant gene in Gc.

Table 5

The p-values for a riboflavin data.

Method Tn Mn ST WALD

p-value
H01 0.021 0.045 0.160 0.279
H02 0.644 0.632 0.430 0.082
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