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Abstract

We consider homogenization of random surfaces and study the variational principle
for graph homomorphisms from subsets of Z™ into Z, where the underlying uniform
measure is perturbed by a random potential. Motivated by the theories of random
walks in random potentials, we assume that random potential is stationary, ergodic,
and bounded in L'. We show that the variational principle holds in probability and
that the entropy functional homogenizes, i.e. is independent of the values taken by
the random potential. The main ingredients in the argument are the existence of the
quenched surface tension, the equivalence of the quenched and the annealed surface
tension, and robustness of the surface tension under change in boundary data. These
ingredients are deduced by a combination of a superadditive ergodic theorem and
combinatorial results, especially the Kirszbraun theorem.
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1 Introduction

The broader scope of this article is the study of limit shapes as a limiting behavior of
discrete systems. Limit shapes are a well-known and studied phenomenon in statistical
physics and combinatorics (e.g. [24]). Among others, models that exhibit limit shapes
include domino tilings and dimer models (e.g. [25, 12, 13]), polymer models (e.g. [6, 4]),
lozenge tilings (e.g. [16, 35, 48]), Ginzburg-Landau models (e.g. [17, 22]), Gibbs models
(e.g. [44]), the Ising model (e.g. [18, 10]), asymmetric exclusion processes (e.g. [20]),
sandpile models (e.g.[32]), the six vertex model (e.g. [7, 14, 42]), and the Young tableaux
(e.g.[34, 47, 41]).

Figure 1: An Aztec diamond for domino tilings. The combinatorics of the model is similar
to Lipschitz functions from Z? to Z (see [13]).

Limit shapes appear in stiff models whenever fixed boundary conditions force a
certain response of the system. The numerous examples in the literature and many
simulations show that the existence of limit shapes is a universal phenomenon. Among
many possible references, let us just mention [27, 8, 36, 37, 26]. Several new approaches
were developed recently to make methods more robust; see for example [11, 9, 14, 1].
In [36], variational principles were studied in target spaces where the usual cluster
swapping methods do not work.

In this article we explore a new direction and show the robustness of the variational
principle in a random potential. The basic objects for our model are graph homomor-
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phisms from finite subsets of the m-dimensional lattice Z™ into Z, also called height
functions. The physical motivation behind our model is the study of interfaces that
separates two phases. An example of an interface would be the surface that separates a
fluid droplet from its surrounding air, or domain walls in a ferromagnet at low tempera-
tures. We consider an effective model which means that the interface has no overlap
and can be represented as the graph of a height function f : R — R, for some domain R.
Additionally, we assume that the interface is forced to have a certain height at the
boundary, which is for example the case when describing the membrane of a drum. As
an interface strives to minimize the local surface tension, the shape f of the interface
can be macroscopically described as the minimizer of the variational problem

min /ent(Vf(;v),f(x),x)d:L‘, (1.1)
R

fiflar=g

where ent denotes the local surface tension. For details we refer to the standard literature
on interface models, e.g. [21].

In this article, the interface is modeled microscopically via a height function A : Z™ D
R,, — 7, allowing only height differences of +1 between neighboring sites. Without the
random perturbation the model could be interpreted as degenerate V¢ model, where
the potential ¢ is a degenerate double well potential given by

o) = {o, if 2] =1,

oo, else.

As the microscopic ensemble p,, of height functions, we consider the uniform measure
perturbed by a random potential w acting on the height space Z. The random potential w
makes certain heights more attractive for the height function A than other heights.
The role of the random potential w is to model the pinning of the interface at certain
height levels, caused for example by random heterogeneities in the medium like defects,
dislocations, dopants, and vacancies. The pinning of interfaces plays an important
role in a variety of phenomena, including grain growth, martensitic phase transitions,
ferroelectricity, dislocations and fracture (see e.g. [46] and the references therein).

In two dimensions and without random potential, Z-homomorphisms are equivalent
to a special case of the six-vertex model, where all vertex weights are identical, i.e. the
square-ice model. The limiting behavior of the Z-homomorphism model without random
potential is well-studied; see for example [3, 40, 39]. As we add the random potential
on height levels, this perturbation is highly nontrivial for the square-ice model. The
likelihood of placing a specific ice-molecule at a certain position would depend in a subtle
way on its environment via the associated height function. A direct way to approach
stochastic homogenization on the square-ice model would be to add the random potential
onto the underlying lattice Z™, modulating the likelihood of placing different molecules
depending on the lattice location x € Z™. In the meantime of the review process of this
article, a study on deterministic periodic homogenization of the six-vertex model was
published (see [19]).

Another reason for introducing a random potential is to test the robustness of the
methods used to prove variational principles and similar results. Several nice properties
do not carry over from the unperturbed model: exact computations like those in [13]
are prohibitively difficult, a priori proofs of concentration (e.g. the martingale method
of [12]) do not seem to apply, and there are no obvious global symmetries. To overcome
those obstacles we make use of ergodicity and homogenization.
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The random potential is inspired by homogenization of random walks in random
environment (see e.g. the survey [5]). Indeed, the bridge model of [23], i.e. transient
random walks in random environment conditioned to start and end at prescribed bound-
ary values, is a special case of the Z-homomorphism in random potential model with
dimension m = 1. The bridge model exhibits asymptotically different maximal order
statistics than does the bridge model originating from the simple random walk. The
model considered in this article is a natural extension of bridges to “random sheets.”
It would be interesting to extend the results of [23] to higher dimensions and compare
against the Gaussian free field.

Before summarizing the mathematical results of the article, let us motivate the model
further by discussing empirical results from computer simulation; cf. Figure 2 and 3.
We generated random environments (we).c (s, ) according to various distributions (e.g.
i.i.d. Gaussian) and for various box sizes (up to a 1000 x 1000-vertex box). We chose
boundary data hgg, , then we sampled a height function h € M (S, hss, ) according to
the random measure p,, using the Markov chain Monte Carlo method.

We call attention to a few details from the simulations. The two height functions in
Figure 2b are drawn from two different measures p,,, where the random potentials w are
sampled such that {w,. |e € E(Z)} are i.i.d. with P(w, = 1) = P(w. = —1) = . Although
the exact value of w varies in the two samples, the randomly chosen height functions
in the pictures appear to be macroscopically identical. This is a good indicator that
this model homogenizes. By this we mean that the macroscopic features measure pu,,
do not depend (in the limit, except with negligible probability) on the exact choice of w.
Rather those macroscopic features of p,, only depend on the distribution of w and the
boundary data. Indeed, the main results of this article apply to the random potential
from Figure 2b, so we know that this model homogenizes.

The three height functions in Figure 2c are sampled from three different measures
e, where w. ~ N(0,1) are i.i.d. standard normal variables. Notice that these three
height functions differ macroscopically, depending on the realization of w. This does
not contradict the results of this article because the random potential is unbounded.
We expect (but have not proven) that this model fails to homogenize when the random
potential is unbounded, with energetic pinning effects from w overwhelming the entropic
effects from the underlying combinatorial Z-homomorphism model. If the random
measure [, does not homogenize, then the limit shape under u,, may depend on the
actual values of w, and thus be may be a non-trivial random variable (with respect to the
randomness that determines w). However, we conjecture that the arctic circle, i.e. the
boundary between the frozen and liquid region, still homogenizes and is independent
of the law of the perturbation even in the case of an unbounded random potential (see
Figure 3).

In order to understand the behavior underlying the simulations in Figure 2, we prove
two main results: a profile theorem (see Theorem 2.22) and a variational principle
(see Theorem 2.23). A third related result, namely a large deviations principle (see
Theorem 2.24), is not difficult to prove by the same methods, but we omit it for brevity.
These results hold with high probability for fixed environments w. They establish that, for
typical samples of w, there holds a conclusion similar to the profile theorem or variational
principle for the non-random model studied in our companion article [31]. Indeed the
purpose of the companion article was to distill, simplify, and explain the steps involved in
proving these results. Understanding the methods in the companion article will help to
understand the general outline of the proofs in this article. From a high-level perspective,
the main results are similar to the simpler case studied in [31].
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LA A

(a) A height function sampled (b) Two height functions sampled from ., under two dif-

without random potential. ferent samples of w with a.s. bounded distribution. Specif-
ically, the random variables {w. | e € E(Z)} are i.i.d. with
Plwe =1) = P(we = —1) = 3.

LA A

(c) Three height functions sampled from ., under three different samples of w with
a.s. unbounded distribution. Specifically, the random variables {w. | e € E(Z)} are i.i.d.
standard normal variables. One can observe the pinning of the surface to certain height
levels.

Figure 2: Height functions h, sampled from random measures y,,, which in turn are
derived from randomly sampled fields w. The height functions are rendered as 3D solids
with the random surface {(z,y, h(z,y)) | (x,y) € S, } as their “top” face. Boundary values
of h are fixed, and the behavior of /& on the interior of the domain S,, depends on w. If
the law of w is bounded (as is the case in Figure 2b), then the results in this article imply
that with high probability, the macroscopic behavior of ~ does not depend on the specific
realization of w, but only on its distribution.

Let us now briefly discuss the main results of this article. We start with the profile
theorem. It asymptotically characterizes the cardinality of the set of height functions hr,
that are uniformly close to a particular macroscopic state hr (also called asymptotic
height profile later on). Without random potential, the profile theorem states (cf. [31,
Theorem 15]) that

Entp, ({height functions hg, : R, = 7Z

with ||hg, — hrl,, < 5}) (1.2)
~ EntR(hR),
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Figure 3: The height functions & are rendered from the birds-eye perspective and satisfy
the same boundary conditions as in Figure 2. The first picture has no random field, the
second has an iid. random field uniformly distributed on the set {1,...,10}. In the third
picture, the random field is idd. standard normal. By zooming into the picture, it seems
that the arctic circle, i.e. the boundary between the frozen and the liquid region, seems
not to be effected by the law of the random field.

where (for details see Section 2):

R, C Z™ is such that %Rn converges to R,

hr(z) = nhgr(Z) is a rescaled version of hp,

1
Entgp, (M) = —mlog|M|, (1.3)
Entp(hp) = / ent(Vhr(z)), and (1.4)
R

ent : [—1,1]™ — R is determined by the combinatorics
of the Z-homomorphism model.

In the setting of homogenization we substitute the uniform measure on the set of
microscopic height functions with a random measure p,, that is characterized by the
random potential w. The quantity Entg (M) from (1.3) is dependent on w, and is
therefore a random variable. Specifically, the cardinality |M| is replaced by a partition
function of p, on the set of height functions. The quantity Entr(hg) from the right-
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hand side of (1.2) is replaced by Entg an(hr), the annealed macroscopic entropy (see
Definition 2.21). Likewise the local surface tension ent(-) in the definition (1.4) is replaced
by the annealed local surface tension ent,n(-). In both cases, “annealed” means that the
influence of the random field w is averaged out i.e. enta(s) := Elent(s,w)]. Therefore
entan(-) and Entg on(-) are non-random. Turning back to the conclusion (1.2) of the profile
theorem, the left-hand side is a non-trivial random variable, but the limiting quantity on
the right-hand side is not random.

Let’s turn to the second main result, namely the variational principle. Recall that the
profile theorem measures the set of height functions that stay close to a target asymptotic
height profile over the entire domain. The variational principle instead measures the
whole set of height functions with certain boundary values. Without random potential
(cf. [31, Theorem 16]), the result is

Entg, ({hr, : Rn = Z| hg,|or, is close to hor})

%infEntR(hR), (1.5)
hgr

where “close” means close in the supremum norm after rescaling, and where the
infimum runs over all asymptotic height profiles consistent with the given boundary data
hor : OR — R. In the setting of homogenization, i.e. adding a random potential to the
uniform measure, the necessary modifications to this approximate identity are analogous
to those for the profile theorem above: Entp, (-) becomes a random variable dependent on
w just as above, and Entg(hr) is again replaced by the non-random quantity Entg an(hr).
Hence, it follows from our main result that the variational principle homogenizes. Coming
back to our initial motivation of studying interfaces, the variational principle vindicates
the Ansatz (1.1), i.e. that an interface can be described macroscopically by minimizing
the overall surface tension.

Let’s now discuss the large deviations principle. Let hyr be an asymptotic boundary
height function and let A be a Borel set in the space of asymptotic height functions with
boundary values given by hggr, equipped with the supremum norm. Without random
potential the large deviations principle states (cf. [31, Theorem 17]):

1
10g ftn ({ AR, : Rn — Z |after rescaling, hr, € A})
| Ryl (1.6)
~ thEfA EHtR(hR) - EO 5

where pu,, is the uniform measure on the set of (microscopic) height functions with
appropriate boundary values, where Ej := infj,, Entg(hg) is the infimum of the entropy
over all asymptotic height functions with boundary values hgg.

In the setting of homogenization, the large deviation principle needs to be adapted
in an analogous way as for the profile theorem and the variational principle: The
uniform measure y,, is replaced by the random measure y, ,,, and Entg(-) is replaced
by the annealed macroscopic entropy. Then the large deviation principle holds again
with respect to sample w of the random field with high probability. Because the rate
functional homogenizes, i.e. it is independent of the realization w of the random field,
the large deviation principle would also homogenize.

It is natural to ask whether the infima in (1.5) and (1.6) admit a minimizer, and if
so whether the minimizer is unique. Existence follows from convexity of the integrand
function entan(-) (Lemma 3.16 establishes convexity of entan(-)). Uniqueness of hg min
follows from strict convexity of ent,,(-); see for example [13]. Strict convexity remains
an open question for this model.
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The proofs of the main results are based on two main ingredients: existence and
characterization of the quenched local surface tension and robustness of the entropy.

The first main ingredient is the existence of the quenched local surface tension
entan(s,w). Without random potential existence follows from superadditivity by appli-
cation of Fekete’s lemma. With random potential we turn to a superadditive ergodic
theorem instead. Superadditivity and translation invariance are enough to establish
existence of the quenched local surface tension. Ergodicity is used to characterize the
quenched local surface tension. At slopes s # 0, translating a domain R,, by z € Z™
implies shifting the boundary heights by s - z, and the random potential is ergodic with
respect to this kind of height shift. Since the quenched local surface tension is translation
invariant, it follows that it is almost surely equal to its expectation, the annealed local
surface tension. The same conclusion holds in the case s = 0, which we show using an
argument with credit to Marek Biskup.

The second main ingredient in proving the main results of this article is robustness. In
Section 3 we prove several results, which serve to control the change in the microscopic
entropy Entg, (A,w) as the set of height functions A changes. For example, when

A= {hg, | hr,|or, = hor, }

is defined by boundary data hor,, we consider the effect of changing the boundary
data. In order to control the change of microscopic entropy, the main idea is to use the
Kirszbraun theorem (see Theorem 3.1). It allows to extend height functions on a domain
to height functions on the larger domain. This provides an injection between the two
sets of height functions, and it remains to control the energetic effect contributed by the
newly added edges in the larger domain. When the Kirszbraun theorem is not useful, we
fall back to combinatorial results.

The proof of the robustness results illustrate a primary source of difficulty: passing
from combinatorial estimates on the number of height functions to control over energetic
effects arising from the random potential. In the example discussed above, every height
function in the smaller (in the sense of cardinality) set admits an extension in the larger
set. It is not difficult to compare the total energy of an extension to that of the original
height function, using the assumption that the random potential is bounded.

After applying the two ingredients listed above, it remains to apply approximations
of Lipschitz functions and compactness of the space of asymptotic height functions
(with fixed boundary values). For these last steps of the argument we follow Sections 5
through 8 of [31], with some modifications needed to account for the random potential.
Because the proof is largely the same as in our companion article we do not go into great
detail for these steps.

The rest of this article is organized as follows.

* In Section 2 we define the precise setting and state the main results.

¢ In Section 3 we state and prove key results about the local surface tension.

e In Section 4 we prove the first main result, namely the profile theorem.

¢ In Section 5 we prove the second main result, namely the variational principle.
¢ In Section 6 we state a few open problems and directions for further research.

Notation and conventions

For the convenience of the reader, we summarize the basic notation that we use
throughout this article.
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* |A| denotes either the cardinality or the Lebesgue measure of the set A, depending
on context.

* S, ={-n,—(n—1),...,n—1,n}" C Z™ denotes a hypercube in the lattice, cen-
tered at the origin.

« Forz,2/ € Z™, z ~ ' means that z and 2’ are nearest-neighbors (i.e. the ¢! distance
S |z — 2], is exactly 1).

e ForSCZ™ 0S:={z€S5|32€Z™\ S, Z~ z} is the (interior) boundary of S.

* ¢, is the unoriented edge between neighbors z ~ 2’ in Z™.

e Forh:7Z™ — Z and e = e,,» € E(Z™), we abuse notation and write h(e) to denote
the edge e, (2) n(>) € E(Z).

* 7, denotes the shift by w € Z™ on edges of the graph Z™. That is, Tye,, =
€xtw, 2 +w-

* s € R™ denotes a vector satisfying |s|_ < 1.

+ For a vector x of parameters, we denote with 6, (¢) a smooth, non-negative function
that may depend on the parameters x and satisfies lim._, 0x(¢) = 0. If the function
does not depend on any parameters, we also write 6 (see also the notation explained
in [31, Section 2.4]).

2 Setting and main results

In this section we describe the model under study, introduce related notation, and
state the main results of this article. The setting, notation, and main results are similar
to those of the companion article [31].

2.1 Basic definitions

Throughout the sequel, we fix a dimension m € N, a macroscopic domain R C R™,
and a sequence of microscopic domains R,, C Z™ satisfying these assumptions:

Assumption 2.1 (Assumptions on domain R and R,). We assume that R C R™ is
compact and connected, that R is the closure of its interior, and that the boundary of R
has zero Lebesgue measure. We assume that R,, C Z'™ is contained in R after rescaling,
i.e. that %Rn C R, although this is just a simplifying assumption. Moreover, we assume
that 2 R, — R in the Hausdorff metric, i.e. the metric on {A C R™} defined by

recAYE

di(A, B) = (sup ing|x —y|1> \Y% (222112%35— y|1> .

Now, we define precisely the height functions in our model.

Definition 2.2 (Height function and lifted height function). A height function on R,, is
a graph homomorphism hgr, : R, — Z. In other words, if z,w € R, and z ~ w, then
|hr,(2) — hg, (w)] =1, and for any z = (z1,...,2m) € Rn,

hr,(z2) =z (mod2), ie.hg, (2)= Zzl (mod 2). (2.1)
i=1

Let E(G) denote the set of undirected nearest-neighbor edges on a graph G. To a height
function hp, : R, — 7 we associate the lifted height function hp, : E(R,) — E(Z)
via the formula lAan(ew/) = €hp, (2).hr, (=)- AS graph-homophormisms map nearest-
neighbors to nearest-neighbors, the lifted height function h is well defined. With a slight
abuse of notation we write hy_ (¢) instead of hy, (¢). It becomes clear from the argument,
which is either a vertex x or an edge e, if the height function hg, (x) or lifted height
function h r, (€) is considered.
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The condition (2.1) states that a height function preserves the parity of the lattice Z™.
Indeed, every graph homomorphism either preserves parity at all points or inverts parity
at all points, since the source space Z" and the target space Z are both bipartite. Our
main results are also valid without the parity-preserving condition, but for the same
reasons as outlined in [31, Section 2.1] we include it for simplicity.

We introduce the following symbols to refer to sets of height functions:

Definition 2.3 (Sets of height functions). Let R,, be a microscopic domain as above, let
hg, : R, — 7 be a boundary height function, and let § > 0. We define:

M(Ry) := {hg, : R, — Z| hg, is a height function}
M(Ry,, hor,) := {hr, € M(Ry) | hg,|or, = hor, }
M(Ry, hor,, ,0) := {hRn € M(R,) | sgg |hr, (2) — hag, (2)] < 5n}, and
ze n

B(Ry,hg,0) == {hg, € M(R,) | sup |hr(Lz) — Lhg, (2)] <6} .
ZERn

In the last definition, the expression “h R(%z) ” makes sense because of the assumption
that LR, C R in Assumption 2.1.

The limiting object for convergent sequences of height functions is:
Definition 2.4 (Asymptotic height function). We call a function hr : R — R an asymptotic

height function if hy is Lipschitz with Lipschitz constant at most 1, with respect to the
¢t-norm on R™; that is, if

Lip(hg) := sup [hr(@) = hr(y)| <1.

T#YER ‘I - y|1
Likewise, if hpr : OR — R is 1-Lipschitz (with respect to the ¢'-norm), we call hyp an
asymptotic boundary height function.
The limit of height functions is defined as follows.

Definition 2.5 (Convergence of height functions). Given a sequence of height functions
hg, : R, — Z and an asymptotic height function hr : R — R, we say that hr, converges
in the scaling limit to hp if

1
lim sup sup —hpg,(2) —hg(z)| =0,
n—o0 »cR, TER n
|w_%z‘1§dn
where d,, := dg(:R,, R).
Finally, we define the following sets of asymptotic height functions:

Definition 2.6 (Sets of asymptotic height functions). Let R C R™ be a domain satisfying
Assumption 2.1, let hyr : 0R — R be an asymptotic boundary height function, and let
d > 0. We define:

M(R) := {hg : R — R| hg is an asymptotic height function} ,
M(R,har) := {hr : R = R|hglor = hor}
M(R, hog,6) :== {hr : R — R|Vz € OR, |hg(zx) — hor(z)| < 6}, and
B(R, hg, ) := {hr:R—R|Vx € R, |hp(z)— hr(z)| < 6}.

2.2 Defining the entropy

In order to define the local surface tension, both quenched and annealed, we fix a
family of canonical height functions with fixed slope. These are the linear and affine
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height functions, so called because they approximate linear and affine functions of real
variables.

Definition 2.7 (Affine and linear height functions). For s € [-1,1]™, b € R, and n € NN,
we define the affine height function h**** € M(Z™) as

h¥t(z) i=[s- 24 bl moa2 forall z € Z™,

where fort € R and z € Z™, [t]. moa 2 is the integer with the same parity as z that is
closest to t. (In the ambiguous case, namely when t is an integer having opposite parity
as z, we choose arbitrarily but consistently to “round up” and set [t], mod 2 = (t +1).) For
s € [=1,1]™, the linear height function h® € M(Z™) is given by h® = h***0, j.e.

h*(z):=1[8 2]z moa2 forallzeZ™,

Remark 2.8. The symbol “z” in the superscript “s - x + b” is a formal variable, used
so that the superscript resembles a meaningful expression instead of, say, the less
intuitive pair (s, b). It is not difficult to verify that the functions defined above are graph
homomorphisms. We refer the reader to [31, Lemma 7] for the details.

Until now, the setup has been the same as in the companion article [31]. Let us now
turn to homogenization and to the new contributions of this article. The main change in
the model is that instead of the uniform measure on M (R, hor,) we consider a noisy
perturbation i, of the uniform measure, where w = (we).cp(z) denotes a random field. In
contrast to some other models in homogenization, the noise w acts on the height space Z
and will make certain height levels more and other levels less attractive, modeling a
pinning effect caused for example by random inhomogenities in the material or medium.

Assumption 2.9 (Random field w). We consider a real-valued random potential
w = (We)eeE(z) € RE®

defined on the set of edges E(Z) of Z.. We assume that w satisfies the following assump-
tions:

* The random field w is almost surely finite, and moreover the random variable C,
defined by

Cy:=1V sup |we
c€E(Z)
isin L, i.e. E[C,] < oo.

* The random field w is shift invariant. This means that for any finite number of edges
e1,...ex € E(Z), any integer z € 7, and any bounded and measurable function
¢:RF - R,

Elig(w(il? s ’wek)} = E[f(sz(el), cee 7w7'z(ek))] y
where 7, : E(Z) — E(Z) is the shift by z (as per the Notation and Conventions
above).

* Moreover, the random field w is ergodic with respect to the set of shifts {r, |z €
Z, z = 0 (mod 2)}. This means that if E C  is a shift invariant event, i.e. if
E =1, '(E), then P(E) € {0,1}.

e We assume w.l.o.g. (as a matter of normalization) that

E[weﬂ,l] =0,

where e 1 is the edge from 0 to 1 in Z.
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Example 2.10. The simplest non-trivial example of a random field w that satisfies
Assumption 2.9 is the i.i.d. field. Let X denote a bounded (real) random variable with
mean 0, and let (we)eeE(Z) denote a family of i.i.d. copies of X.

Remark 2.11. The assumptions of shift invariance and ergodicity are standard in homog-
enization literature; see for example the “usual conditions” for the random conductance
model from [5, Definition 3.1]. However we point out one difference: the random field w
is ergodic with respect to the even shifts {, | z = 0 (mod 2)}. This is a stronger condition
than being ergodic with respect to the full set of shifts {7, | z € Z}. This requirement is
due to the earlier assumption made in Definition 2.2 that height functions preserve parity.
As such, we cannot simply shift a height function up or down by 1 in the height space; if
hs,(z) = k € Z, then there is no (parity-preserving) height function “r hg, ” such that
T1hs, (z) = k + 1. More concretely, the family of measure-preserving translations used in
the proof of Lemma 3.14 below includes all of the shifts {7, |z =0 (mod 2)} and none of
the shifts {7, |z =1 (mod 2)}, hence the stronger ergodicity assumption is technically
required.

In this article we study the random surfaces in the random potential defined by w.
In homogenization one considers two different situations: In the quenched case, one
considers the measure p,, for fixed w. In the annealed case, one takes the expectation
with respect to w. Our goal is to show that the variational principle holds with high
probability. With that context in mind, we define the quenched Hamiltonian Hg, () =
Hpg, (-,w) and the quenched measure p,, as follows:
Definition 2.12 (The quenched Hamiltonian). For finite subsets R,, C Z™, We define the
Hamiltonian Hp, as follows: for a fixed boundary height function hopr, : OR, — Z, and
for any height function hr, € M(R,,, hor, ) and any realization w of the random field,

Hg, (hg,,w) = D Whs (o) (2.2)
e€E(Ry,)

where E(R,) = {e,,|x,y € R,} is the edge set of the subgraph of Z™ induced by
R,. The edge hg,(e) € E(Z) is given by the lifted height function, i.e. hg, (s y) :=
€hr, (z).hr, (y) (S€€ also Definition 2.2).

Definition 2.13 (Quenched Gibbs measure). Given a realization w of the random field
and a set A C M (R,,) of height functions, the partition function Z,(A) is given by

Zy(A)= Y exp(Hg,(hr,,w)).
hr, €A

For a fixed boundary data function hpr, € M(OR,,), the quenched Gibbs measure y,,
on M(R,, hgr,) is defined by

1
w(hr,) =
tw(hr,) Z,(M(Ry, hor,))

exp (HR,'L (hR” R UJ)) .

Remark 2.14. If one chooses the constant field w = 0 = (0).cg(z), then the associated
quenched Gibbs measure o is the uniform measure on M (R,, hor, ). In this case one
recovers the variational principle of [31].

Remark (The role of the random field w). The values w, of the random field w modulate
the likelihood of seeing certain height levels. More precisely, let us consider two
edges ¢,é € F(Z) that denote two different height levels. Let us assume that w, > ws.
We consider two height function h and h, the first one oscillating around the height
level e and the second one around the height level é. From (2.2) we get that the

Hamiltonian Hg, (h) > Hpg, (h). Because in the quenched Gibbs measure p, height
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functions with larger Hamiltonian are exponentially more likely, we will observe the
height function h more often compared to ~ when sampling from .

Now let us introduce the microscopic entropy of our model. Again there are two
situations: first, the quenched case, defined for a fixed realization w and the annealed
case.

Definition 2.15 (Quenched and annealed microscopic entropy). Given a domain R,, C Z™

and a finite non-empty subset A C M (R,,), the quenched microscopic entropy Entg, (A, w)
is given by

Entg, (Aw):=— log Z.,(A)

1
| B

(= tos 3 esp(ttn, thn, ) )

hr, €A
The annealed microscopic entropy Ent(R,,, hor, ) is given by
Entg, an(4) :=E [EntRn (A, w)] :

Remark 2.16. As in Remark 2.14, if one chooses the constant field w = 0, then the
quenched microscopic entropy Entg, (M (R, har, ),0) is the same as the microscopic
entropy of [31].

Next, we define the local surface tension. As with the microscopic entropy, the local
surface tension admits both a quenched and an annealed version.

Definition 2.17 (Quenched microscopic and local surface tension). The quenched local
surface tension is the a.s.-limit

ent(s,w) := lim ent,(s,w), (2.3)

n—oo
where ent,,(s,w) is the quenched microscopic surface tension, defined by
enty (s, w) := Entg, (M (S, hisg, ),w) -
Recall from Notation and Conventions above that S,, = {—n,...,n}™, and note that

the existence of the limit in (2.3) is the content of Lemma 3.14.

Definition 2.18 (Annealed microscopic and local surface tension). The annealed micro-
scopic surface tension entn,an(s) is given by

entn,an(s) =1 [entn(s,w)] ,
and the annealed local surface tension entan(s) is given by
entan(s) := E [ent(s, w)].

Remark 2.19. Similarly to Remark 2.14 and Remark 2.16, we obtain back the local
surface tension for the uniform measure if we consider a constant random field w = 0.
In the case of random potential, it follows from Assumption 2.9 and Lemma 3.2 that
ent, (s, w) is uniformly integrable and therefore that ent,, on and ent,, are well-defined.

Remark 2.20. It is not hard to see that the annealed local surface tension is also the
limit of the annealed microscopic surface tension. Indeed, from Assumption 2.9 the
quenched microscopic surface tension ent,,(s,w) is dominated by an L! function (see
Lemma 3.2). Therefore, the dominated convergence theorem implies that

nh_)ngo enty, an(s) = ,}LH;OE [ent, (s,w)] =E [nh_{rgo ent, (s,w)| = entan(s).
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The annealed macroscopic entropy is defined by:

Definition 2.21 (Annealed macroscopic entropy). Given an asymptotic height func-
tion hg € M(R, hor), the annealed macroscopic entropy Entr .n(hr) is defined by

Entpgan(hr) ::/entan(VhR(x))d:c.
R

The first main result of this article is the profile theorem:
Theorem 2.22 (Profile theorem). Recall that C,, := 1V sup, ¢ g(z)|we| is by Assumption 2.9
an L' random variable. Then for any hr € M (R, hsr) and any ) > 0, there exist functions
01 (8) and 0y, 5(L) with 0, () — 0 as § — 0 and 0, s(*) — 0 as n — oo such that

1 1
n n

nh—>ngo P (’EntRn (B(Rn, hg, 5), w) — Ent,,, (R, hR)‘

(2.4)
>n+ Cubh, (5) + CwehR,g(i)> =0.

The second main result is the variational principle:
Theorem 2.23 (Variational principle). The random variables

EntRn (M(Rn7 hc’)Rn ) 6)7 UJ)

converge in probability to the infimum of Ent,, (R, hr) over asymptotic height functions
hr € M(R,hyg), i.e. for everyn > 0,

lim sup lim sup IP( ’ Entp, (M(Rm hor,,0), w)

§—0 n—00
— inf Ent h ‘ > =0.
hrEM(R,haR) R’an( R) _77>
The third main result, which we state but do not prove, is the large deviations
principle. The notation introduced below is standard for large deviations theory.

Theorem 2.24 (Large deviations principle). Consider the space M (R) of asymptotic
height functions on R, endowed with the topology of uniform convergence. For § > 0
and n € N, define a random probability measure ys ., (-,w) on M(R) by

(A, w) == Zw({hRn € M(Ry, hor,,,9) | iLRn € A})
s n\A, . 7. (M(Rn, haRn,é)) ’

where fLRn € M(R) denotes the asymptotic height function given by rescaling and

interpolating hr, € M(R,), i.e. hg,(1z) = Lhp, (2) forz € R,.

Then the measures us ,, satisfy a large deviations principle in probability with rate
functional I given by

I(h ).7 EntRyan(hR)—E l'thEM(R,haR)7
e +00 otherwise,

where E := infy, ,c (R hyn) Entr.an(hr). Specifically, this means that for any Borel set
AC M(R),

1
lim sup lim sup IP( log 5 n(A) > — inf I(hR)) =0

§—0 n—oo |R hr€A®°
and .
lim sup lim sup IP( log ptsn(A) < — inf](hR)) =0,
5—0 n—o0 |Rn| hr€A

where A° denotes the interior of A and A denotes the closure.
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3 The quenched and annealed local surface tension

The purpose of this section is to establish several fundamental properties of the
quenched entropy and local surface tension of our model. We proceed as follows:

e In Section 3.1 we state the Kirszbraun theorem, used heavily in the rest of this
section and beyond.

* In Section 3.2 we derive robustness of the entropy and local surface tension under
boundary value changes.

* In Section 3.3 we prove the existence of the quenched local surface tension and
the equivalence between the quenched and annealed local surface tension.

* In Section 3.4 we study the local surface tension as a function s — entan(s), and we
show that this function is convex and continuous.

3.1 Kirszbraun theorem

We consider a discrete analogue of the classical Kirszbraun theorem of [30]. The
classical theorem gives a condition under which a Lipschitz continuous function can
be extended from a subset of a domain to the entirety of that domain. Likewise, the
Kirszbraun theorem for graph homomorphisms gives a condition under which a Z-valued
graph homomorphism may be extended from a subset of a domain to the entire domain.
Note that the property of being a Z-valued graph homomorphism is stronger than the
Lipschitz property with constant 1, since if z ~ Z are two adjacent points in the domain
of a graph homomorphism % : S — Z, then h(z) # h(Z).

Theorem 3.1 (Kirszbraun). Let A be a connected region of Z™, let S be a subset of A,
and let h : S — 7 be a graph homomorphism that preserves parity. There exists a graph
homomorphism h : A — Z such that h = h on S if and only if for all x,y € S,

dz(h(z), h(y)) < da(z,y), (3.1)

where dz and d, denote respectively the graph distance on Z and on A C Z™.

This is a well-known result (see e.g. [44, Lemma 4.3.1]), and we omit the proof
from this article. As an illustration of the usefulness of the Kirszbraun theorem, we
prove the following lemma, which justifies the choice of the normalizing factor ﬁ in
Definition 2.15:

Lemma 3.2. Almost surely (in terms of the distribution IP of the random field w),
—log(2) — 2mC,, < Entg, (M(Rn, haR”)7w) <2mC,, .

Proof. As a corollary of the Kirszbraun theorem (Theorem 3.1), there is always at least
one height function hy € M(R,,, hsr, ). So,

Entg, (M(Rn, hor,),w) < — Rl

log Z exp Z Wep(ay h(y)

| Bn] he{ho} e€E(R,)

|E(Rn)|
< Co
| R
<2mC,

On the other hand, we overestimate the cardinality of M (R, hor,) as follows: enu-
merate the points of the interior of R, in such a way that each point z; is adjacent to
the previous point x;_; (and the first point z; is adjacent to xy € OR,,). For each point x;

EJP 30 (2025), paper 2. https://www.imstat.org/ejp
Page 15/52


https://doi.org/10.1214/24-EJP1236
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Homogenization of the variational principle

in the enumeration, we require that h(x;) = h(z;—1) = 1, so there are at most 2 choices
for h(z;). All together, [M(R,,, hor, )| < 2/%»|. 1t follows that

1
Eit(R, hom, ) 2 — 5 log (1M (Ra, hon, )| exp(Cul E(Ry)]) )
1 [E(R,)|
> — log 2/Fnl — Cy
Rl | R
> —log(2) — mC,,. O

In the sequel, we will usually use the Kirszbraun theorem in the following setting.
Given two domains R, C R,, C Z™, a height function hg, € M(R,,), and a bound-

ary height function hsr,, € M(OR,,), there exists an extension BRW € M(R,,) with
?LRn2 |Rn1 = hRnl and Ban |8Rn2 = haRn2 if and only if

|hRn1 (21) — haRn2 (22)‘ < |Zl — 22‘1 for all zZ1 € 8Rn1,2’2 S aRn2 .

3.2 Robustness of the quenched entropy

In this section we show that the quenched microscopic entropy and local surface
tensions are robust, in the sense that small changes in boundary values cause small
changes in the numeric value of the entropy. There are two steps in proving these
robustness results: First, just as for the unperturbed model of [31], compare the two
sets of height functions associated with the two boundary value functions, perhaps by
exhibiting an injection from one set into the second or by estimating cardinalities directly.
Second, show that individual height functions from each of the two sets contribute
comparable amounts to the entropy after applying the random potential, e.g. by showing
that every height function in one set admits a “similar” height function in the second set,
whose Hamiltonian value is not much different; this step is sometimes straightforward
and other times quite subtle.

Before stating the results of this section, let us recall the definition of the quenched
microscopic surface tension ent,,(s,w) and how it is related to the quenched microscopic
entropy Entr, (A,w) of some set A C M(R,,) of height functions. By Definition 2.15 it
holds that

1
Entp, (A,w)=— log Z exp Z Whiesy) |
|R"| heA er,yEE(Ry)

where h(ezy) = €n(a),n(y) denotes the lifted height function. We recall that M (S, hjg )
denotes the set of height functions with linear boundary condition (see also Definition 2.7).
By Definition 2.17 it holds

ent,(s,w) := Entg, (M (Sn, hjg, ) w)-

The next statement shows the robustness of the microscopic local surface tension
under small changes in the boundary condition, if the /., norm |s|co of the slope s is
bounded away from 1.

Lemma 3.3. Leta > 0, let s € R™ with |s| < 1—a, lete € (0,%), let n € N with
n > (1—2)71, and let hys, € M (95, s, ). Write

nt = [(1+ 2)n] and n = |(1-2)n].

87

(We remark that1 <n~ <n < n™.) Then,
ent,+(s,w) — C, (‘)m(g) < Entg,, (M(Sn, has, ), w)

3.2
< enty,- (s,w) + Cu 0 (£) . (3:2)
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Here, 0,, : R — R denotes a universal function, that may depend on the dimension m of
the lattice, satisfying lime,o 0, (¢) = 0. The constant C,, := 1V sup.¢ gz, |we|, defined in
the Assumption 2.9, is an upper bound on the magnitude of the random field w that may
depend on the realization w of the random field.

2
S fzn

Figure 4: Nested domains from Lemma 3.3.

Proof of Lemma 3.3. We prove the inequality

ent,,+ (s,w) — Cubm (£) < Entg, (M(Sn, hos,),w).

£
«
The proof of the reverse inequality is similar.

Note that the smaller square S,, = {—n,—(n—1),...,n — 1,n}™ is contained inside
the larger square S,,+, and that

|l —y|, > %n  whenever z € 95, and y € 05+ . (3.3)
We construct an injection from M(Sy, hos, ) into M (S,+, hjg , ) using the Kirszbraun
theorem, Theorem 3.1. Let hg, € M(S,,hgs,), let z € 95, and let y € 95,+. By the

definitions of M (S,, hos, ) and of hjg ,

hs (@) — 5, ()|
< |hs, (@) = s x| + [s-(x—y)| + |hg  (y) —5-y|
<en+ls| |z —yl, +1.

By hypothesis |s|, < 1— « and by (3.3), en < |z — y|,. Therefore forn > 2,

|hs, (x) = hs W] < |z —yl,

so hg, admits an extension hg , € M(Sy,+, hys +). The map hgs, — hs . is an injec-
tion from M (Sy, hos,) into M(S,+,hjs ). The existence of such an injection implies
immediately that

S
|Sn+|
2mCu(ISns | — IS4)
|5l
=Buts , (M(S,+, s, ).w) = Culim(5) -

£
«

Entg, (M(Sn, hos,),w) >

EntsnJr (M(S7v,+ ) hfvsn+ )’ W)

EJP 30 (2025), paper 2. https://www.imstat.org/ejp
Page 17/52


https://doi.org/10.1214/24-EJP1236
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Homogenization of the variational principle

This proves the first inequality of (3.2). As mentioned at the beginning of the
proof, the other inequality is similar. Since n~ < n, one extends height functions
from M (S,,-,hass ) to M(Sp, hos, ). We omit the details. O

Lemma 3.3 does not extend to the case where |s| = 1. As |s|  — 1 the ratio of the

l‘sgjll ~ 1+ £ and the error bound 6(£) both diverge. Fundamentally these
difficulties come from the Kirszbraun theorem. When [s|__ is close to 1, the “margin”
Sp+ \ S, must be large in order to connect hys, to hps , and when |[s| =1, such an
extension is not generally possible. Therefore we take a different approach for |s| _ ~ 1,
using elementary combinatorics to count the number of height functions. The two
following calculations are intermediate results used to prove the robustness lemma,

Lemma 3.6.

box sizes

Lemma 3.4 (Counting height functions near [s| = 1). Let ¢ > 0. Let s € R™ with
1 —¢e<|s|, <1, and let hyps, € M(9Sn,hjg ,€). Then,

1

5] log| M (Sn, hos, )| = 6(e) . (3.4)

Proof of Lemma 3.4. Fix a coordinate index 1 < ¢ < m such that |s;| > 1 — ¢, and assume
without loss of generality that s; > 1 — . Decompose S,, into (2n + 1)™~! lines in the
i™" coordinate direction. Along each such line hg, must increase by at least 2(1 — 2¢)n.
Therefore, the 2n edges in the line split into two subsets: at least 2(1 — 2¢)n “increasing”
edges, and at most 4en “decreasing” edges. Counting each line independently, we

conclude that .
(2n+1)™"
2n
M(S,,h < .
o) < (1)

The conclusion (3.4) follows immediately. For a more verbose version of this proof, see
[31, Lemma 21]. O

Lemma 3.5 (Height functions at slope |s| . = 1). Let s’ € R™ with |s'| , = 1. Then
|M(Sy, hgsn)‘ = 1, and the sole element of M (S,,, h;;'sn) is the canonical height function

g, -
Proof of Lemma 3.5. As in the proof of Lemma 3.4, fix a coordinate index 1 < i < m
such that |s;| = 1. Decompose S, into lines in the i'" coordinate direction. Along each
line, any height function hg, € M(S,, hgsn) must increase by exactly 2n. Since hg,
is a graph homomorphism, that is only possible if hg, increases along every edge, i.e.
hs,(z+1,y) — hs, (z,y) = 1 for x = —n,...,n — 1. It follows that |M(S,h5g )| < 1. To
complete the proof, observe that hfg/n € M(Sp, hglsn). O

Having recorded Lemma 3.4 and 3.5, we return to establishing robustness re-
sults. As in Lemma 3.3, our goal is to compare the microscopic surface tension
ent,(s,w) := Entg, (M(Sy,hjg ),w) and the entropy Ents, (M (S, hss,, ),w) associated
to an “approximately affine” boundary height function hgs, € M (BSn,hgsn,s). The
difference is that Lemma 3.3 took |s| < 1 — « and the lemma below takes |5|Oo >1-—a.

Lemma 3.6. Letc > 0. Lets,s’ € R™ with |s| < 1, |¢'| =1, and |s — §'| < €. Let
n € IN be sufficiently large (specifically, n > é) and let hps, € M(0S,, h%snvf)- Then:

|Ent(Sy, has,, ,w) — enty, (s',w)| < C.,6(e).

Because of the () error term, Lemma 3.6 will not be useful for slopes s with |s|__
far from 1.
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Remark 3.7 (Comment about the proof). There are two ingredients to the proof. The
first is counting results of Lemma 3.4 and Lemma 3.5, and the second is a comparison
between the Hamiltonian Hg, (hs, ,w) of a generic height function hs, € M(S,, hss, )
and the Hamiltonian Hg, (hf;'n ,w) of the unique element hfg'n € M(S,, hglsn). Since proofs
were already given for the two lemmas, most of the argument below is spent on the
comparison of Hamiltonians.

The comparison of Hamiltonians is also fundamentally a combinatorial argument that
relies on the rigidity caused by the slopes s and s’ being close to (or on) the boundary
of the slope space [—1, 1]™. It is surprising that such a subtle argument is (apparently)
needed in the case of homogenization, since the two counting lemmas are sufficient in
the uniform case, and these lemmas are not very complicated to prove.

The subtlety is similar to that of the proof of Lemma 3.9 below. In both cases, the
difficulty arises when comparing Hamiltonians for two height functions defined on the
same domain S,,. In comparison, the proof of Lemma 3.3 (which has a similar statement
to the current Lemma 3.6) is based on extending height functions from one domain to
another larger domain via the Kirszbraun theorem. Comparing the Hamiltonian of a
height function on a large domain to the Hamiltonian of the same function on a restricted
domain is simple, since the difference is exactly relatable to the difference in domains.

Proof of Lemma 3.6. As mentioned above, we will compare the Hamiltonians Hg, (hg,, ,w)
and Hg, (h%’n"”)' where hg, € M(S,, hos, ) and hfgl € M(S,, hg’sn). More precisely, we
will later deduce the inequality

|Hs, (hs,,w) — Hs, (h% ,w)| < 210m*2n +1)"Cye. (3.5)

n?

Given that (3.5) holds, the proof is straight-forward: For one inequality, we calculate

Entg, (M(Sm hos,), w)

1
=———log Z eXp(HSn(hSnvw))

S,
| n| hs, EM(Sn,hos,,)

35 1 !
< ———1log E exp <HSn (h3,,w)
hs, €M(Sn,has,,)

—210m?(2n + 1)mcws)

Lemma 3.4 1
S P
||
= Ents, (M(Sn,h% ),w) + C.0(e).

Hs, (h% ,w) +0() + 210m>Ce

The opposite inequality is derived in the same way, which concludes the proof of
Lemma 3.6 up to the verification of (3.5).

For convenience, let us use for the remaining argument the following convention:
When denoting the Hamiltonian of H(hg, ,w) we just write H(hg, ), omitting the depen-
dency on the random field w.

Verification of (3.5): Heuristically, the estimate (3.5) makes sense. Because the
slopes s and s’ are e-close to each other, and s’ has slope 1, every height function
hs, € M(Sy, hss, ) has to behave similar to the canonical height function hfg/n of slope
s’'. Therefore, the difference in the associated energies, as measured by the Hamilto-
nian Hg, (hs,) and Hg, (hss/n), should vanish as ¢ — 0.
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To make this argument rigorous one needs to precisely estimate the number of heights
that each height function hg, visits, i.e. the set {hg, (e) | e € E(S,)} with multiplicities,
and compare to the corresponding set for hssln. This is relatively straight-forward on
a one-dimensional lattice but unfortunately becomes much more subtle on a higher-
dimensional lattice. To see why, consider the decomposition of the box .S,, into lines. This
leads a decomposition of the edges in E(S,,) into parallel edges within a line, and cross
edges connecting two lines. Without cross edges the one-dimensional argument would
easily carry over, but controlling the cross edges is necessary as well. This control is
accomplished by the sets G, below.

To begin the rigorous verification of (3.5), pick an arbitrary height function hg, €
M(S,, hos, ). As mentioned above, we decompose S, into lines parallel to one of the
coordinate axes. Assume by symmetry that s = (s1,82,...,8») and s = (s},...,s.,)

satisfy s/ = 1 and (therefore) s; > 1 —¢. Fory € {-n,...,n}™ ! let £, denote the line in
the first coordinate direction through (0,y) in S,,, i.e.

by = {(—n,y), (—n+1,9), ..., (n—1,y), (n,y)}

Observe that S, is the disjoint union of the (2n 4+ 1)™~! lines ¢,. In particular, the
Hamiltonian Hg, (hs, ) decomposes with respect to the lines ¢, as

Hg, (hs,) = Y W (o)

e€E(Sy)
1
=z( S il Y ) .
¥ \e€E({y) Y'~Y ecB,

= Hy,(hs,),
)

where E, ,/ is the set of edges in E(S,) with one endpoint in £, and the other in £,/ (we
call these cross edges), and where H,, is defined to be the parenthesized quantity from
the line above. Note that the factor 1 is necessary because each cross edge in E, . also
contributes to A o (hs, ), so without the factor % the contributions from the cross edges
would be double-counted.

We define two families of sets A, C E(Z) and G, C A,, indexed by points y €
{—n,...,n}™ 1 In terms of the heuristic argument above, these sets roughly correspond
to the heights visited by hg, and hs/n, although in fact both A, and G, are subsets of
{hs,(e)|e € E(Sn)}.

Let A, denote the edges e € E(Z) that lie inside the interval from (s - (—n,y) + 2en)
to (s- (+n,y) — 2en). Based on the boundary conditions and homomorphism property
of hg, and hfgln, every edge e € A, occurs both in the image {hg,(é)|é € E(¢,)} and
in the image {hf;n (é)| e € E(¢y)} of the corresponding lifted height functions (see also
Definition 2.2). (The factors of 2 in the definition of A, are necessary since the boundary
height function hpg, may differ from hfg by up to en, in addition to s; differing from 1
by up to €.) The situation in dimension m = 1is illustrated in Figure 5a.

We define G, C A, in the following way: These are the edges e € A, C E(Z) satisfying
these three constraints with respect to hg, (illustrated in Figure 5b):

* e occurs with multiplicity 1 in the multi-set {hg, (€)|é € E(¢,)}. (By choice of A,,
e occurs with multiplicity > 1.) Write e, for the unique edge e, € E(¢,) such that
hs, (es) =e.
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(—n, —sn)

(a) Here hg,, is a one-dimensional height
function with slope s > 1 — e. The set A,
comprises the 1 — 4¢ fraction of the 2n edges
in ¢,, centered around 0. (The central height
in higher dimensions is instead s - (0,y).)
Both hgs, and hfq/n must contain all of these
edges in their image. They might contain

additional edges.

€s

€y/ fy fy//

(b) The three lines are ¢, in the center and
two of its neighbors, ¢,, and ¢,. The high-
lighted edge is the edge e; € E(¢,) for
e € Gy, i.e. the unique edge in ¢, with
hs, (es) = e. There is also an edge e, (not
shown), satisfying the corresponding unique-
ness property for hfq/ Finally, all six high-
lighted vertices are good, i.e. each vertex

has a unique height within its line.

Figure 5: Figures relating to the proof of Lemma 3.6.

* Both endpoints of e occur with multiplicity 1 in the multi-set {hg, (2) |z € £, }.

* For each endpoint z of e; and each neighboring vertex z’ ~ z that lies in .S, \ ¢,
hs, (2") occurs with multiplicity 1 in the multi-set {hg, (2)|Z € ¢,/ } for the line ¢,
that contains it.

Further on in the argument, we will call elements of G, “good” edges. We will call a
vertex z € {, “good” if its height hg, (#) occurs in with multiplicity 1 in {hg, (2)|Z € £},
and likewise for 2’ € {,.

Later on, we will need that for an arbitrary “good” edge e € G, it holds:

oD wnee = 1Y~ we (3.7)

Y~y éck,
hs, (&)=e

Note that |{y’ ~ y}| < 2m for all y, with equality unless y is a boundary point (implicitly
we assume that 3’ € {-n,...,n}™"!). Argument for (3.7): We observe that for each
y' ~ 3, by using the second and third constraints and considering cases, there is a unique
cross edge e, , between ¢, and /¢, such that hg, (es,) = e. For a proof of this simple
fact, we refer to Figure 6. The identity (3.7) follows then immediately.

We will also need to count |G, |. Heuristically, since the slope s is close to 1, G, must
be a large subset of E(¢,). To be precise, recall that |A,| > 2n — 4[en] by construction,
and that G, is the subset of edges ¢ € A, that satisfy the three constraints above. The
second constraint actually implies the first, so to count G, we simply count how many
edges in A, satisfy the last two constraints. Actually we count the complement, i.e. how
many edges do not satisfy these two constraints. Indeed, each “bad” vertex in ¢, (in the
sense described after the constraints) causes at most two edges in E(¢,) to violate the
second constraint. Likewise, each “bad” vertex in an adjacent line K; causes at most two
edges in E(¢,) to violate the second constraint. All other edges in A, are “good,” i.e. are
included in G,.
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k+1 k+2
k k+1
gy Zy’

(a) Case 1 (both adjacent
height values larger): Clearly
there is one edge between
£, and £,, that is mapped to
e = ek,k+1. Suppose that an-
other cross edge has heights
k and k + 1. Then its left
endpoint would have either
height k or height £41, which
contradicts the fact that the
two labelled vertices in ¢, are
“good,” i.e. that their heights
occur only once in ¢,,.

k+ 16 k
k k—1
fu Zy’

(b) Case 2 (both adjacent
height values smaller): Again
there is one edge between ¢,
and /£, that is mapped to e =
er,k+1, and again no other
vertices in ¢, can have either
height k& or height £ + 1.

as 80
E+1 k

k k+1

by Ly

(c) Case 3 (cannot occur be-
cause e € Gy): Here there
would be two edges between
the lines that both map to
ek, k+1. But since the vertex at
height £ in ¢, is “good”, the
vertex labelled a must have
height k£ + 2. Likewise since
the vertex at height k41 in £,/
is “good”, vertex 8 must have
height £—1. Since a ~ §, this
violates the graph homomor-
phism property.

Figure 6: Consideration of cases for part of the proof of Lemma 3.6. The claim to be
shown is: given e € G, (say e = ej ,11), there is a unique cross edge e, , € E,, ,» which
is mapped to e by the height function hg,. In the figure, the vertices are labelled by their
heights, i.e. by the values of hg,. The bolded edge in ¢, is e, € E(¢,), i.e. the unique
edge in ¢, with hg, (es) = e. In Figure 6a and Figure 6b, the bolded edge between the
lines is the unique edge between the lines with height e, ;41. Figure 6c shows two such
edges, but in fact this case cannot occur. By the homomorphism property, these three
cases exhaust the possibilities for heights on the two vertices in ¢,/ that are adjacent to
the endpoints of ;.

It remains to count the “bad” vertices in any line /,. Since s; > 1 — ¢ and since
hs, approximates the slope-s height function A on 05, the height values hs, (—n,y)
and hg, (+n,y) on the endpoints of ¢, differ by at least 2n — 4en. Since hg, is a graph
homomorphism, it maps the 2n+1 vertices in £, surjectively onto the set of > 2n—4[en]+1
integers between the heights of the endpoints. By the pigeonhole principle, at most
8[en| of these integers occur with multiplicity > 2, i.e. at most 8[en] vertices are “bad.”
Thus

|Gy| > |Ay| — 2|{“bad” vertices in ¢, or ¢, (for y’ ~ y)}|
> 2n—4[en] —2 - 2m+1) 8fen
——— ——

[Ay| # lines
= 2n — (32m + 20)[en]
> 2n — 52mfen].

“bad” vertices per line

(3.8)

Now we work towards the Hamiltonian estimate (3.5). Let e € G, and recall that e,
is the unique edge in E({,) such that hs, (es) = e, and that e; ;- is the unique cross edge
between /, and /,, such that hg, (es,’) = e. As a result (recall the definitions of H, 6 and
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Eyyy/ from (3.6) above):

ﬁey(hsn):< > whsn(é)) (Z thsﬂ(e))

ECE(Ly) Y'~Y ecE,
(:;7)( Z We + Z Wh,, (g))
ecGy é’eE(Zy)
sn (E)EGYy
(‘{y ~ y}} Z We + Z Z whsn(é)) )
e€Gy y'~y  e€E,
hs., (P)

SO

‘He hs,) — (s[{y' ~ v} + )Zwe

BGGy

< Cu(lB(y)| - |Gyl) + Zc (IEyy] — |Gyl)

(358)52ma [en] + % Z C.,(52m[en] +1)
Y~y

< 52mC, [en](1 4+ m) +mC,,

< 104m?2C,,[en] + mC,,

< 105m?(2n +1)Ce.

In the last line, we assume that n > 1, so that (2n + 1)e > [en] > 1.

Because s} =1, hgfn |¢, is an injection, the three bullet points above are also satisfied
with hfg’ in place of hg,. Therefore the calculation above also applies with hg/n in place
of hg,, so

1, (15,) = (1 ~ 9} +1) 3 ] < 105220 + 1)CLe

eeGy

By the triangle inequality,
|Hy, (hs,) — He, (h% )| < 210m2(2n +1)Cle
By summing over y € {—n,--- ,n}™"!, we get the desired inequality (3.5), i.e.
|Hs, (hs,) — Hs, (h% )| < 210m?(2n +1)"C,e.

Both Lemma 3.3 and Lemma 3.6 imply that the microscopic entropy is robust to
changes in boundary data, but they apply in different regimes. The former result applies
when the boundary data has slope s with norm |s|__ bounded away from 1, and the latter
when the slope s has norm close to 1. For convenience later on, we combine the two
results into a single theorem.

Theorem 3.8. Foranye € (0, +) and any slope s € [—1,1]™, there exist A = A(s,e) > 0,
B = B(s,e) > 0, and no = [1] € IN such that, for any n > ny and any boundary height
function hps, € M(0Sy, hyg ),

ent 4, (s,w) — Cy, 0(e) < Ent (M (Sy, hos,,),w)
<entpy(s,w) + C, 0(e).
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Moreover, the functions A(s,¢) and B(s,¢) are bounded away from 0 and co uniformly
in s and . More precisely,

1< A(s,e) < (1+2€1/2+%) < 00

and

0< (1-2e2-1) < B(s,e) < 1.
Proof of Theorem 3.8. Take oo = £'/2, and proceed according to two cases. For slopes s
with || < 1— «, use Lemma 3.3 to choose A = n"/n ~ (1+2¢Y/2) and B = n~/n ~
(1 —2¢'/2). Note that e < § implies thate < ¢ andn > 2 > (1 —2¢'/2)~!, as required by
the lemma. Moreover 1 — 2¢/2 — % > %, so B is indeed bounded away from 0. The error
terms (<) from the lemma are equivalent to 6(c'/2) = 6(e).

For slopes with [s| > 1 — «, take A = B = 1 and apply Lemma 3.6 twice, using

a = ¢'/? in place of e: once for the boundary height function has, given in the statement
of the theorem, and once for the canonical boundary height function hj5g . The estimate
on

|Ent(M(Sn, hos, ),w) — enty(s,w)|

follows from the triangle inequality. O

The robustness results above focused on boundary height functions that differed at
macroscopic scale, i.e. |hgs, — Bagn + < en. For boundary height functions with sub-
linear differences, we will derive stronger robustness results. Lemma 3.9 addresses the
case where the two boundary height functions differ at only a single point on 95,,, and
Corollary 3.11 extends to the sub-linear case (actually, only to |has, — has, |, = o(og7)s
but that is sufficient for our purposes.)

Lemma 3.9 (Robustness for minimally different boundary height functions). Fixn € IN,

and let hgsn and hyg be two boundary height functions on the hypercube Sy, which differ

at exactly one point zy € Sy, i.e. hjg |s.\{z0} = hog, |s.\{z} and hjg (z0) = hyg (20)+2.
Then,

4mC,, + log(2
[Bnts, (M(Sn, b5, ),0) = Ents, (M(Sh, hzs, )| < mgog(")
Remark 3.10. The log(2n) term is necessary at least in some extreme cases. For example,
suppose that w = 0, m = 1, 2y = —n, by (—n) = 2, hyg (—n) = 0, and hygy (n) = 2n.
Then Entg, (M(Sy, hjg ),0) = —= log(2n) and Entg, (M(S,, hyg ),0) = 0; cf. Lemma 3.4
and Lemma 3.5 for calculations.

Proof of Lemma 3.9. For concreteness and w.l.0.g., we assume that the boundary values
at zp are hyg (20) = 0 and hjy (z0) = 2. (Technically this assumption is only valid if z
has even parity because we require that height functions preserve parity, and one should
instead assume e.g. that hgtsn (20) € {1, 3} in the other case. For simplicity we ignore this
detail in the rest of the proof.)

Consider the line zg, z1, . . ., 22, Of points in S,, starting from z; and going into 5,
perpendicular to the boundary. Classify each height function hJSrn € M(S,, hgsn) based
on the number of initial “up” steps, i.e.

kup(Rg ) := max{k > 0| h} (2) = b (1) + 1for 1 <k <k}.

Note that from our initial assumption, h;fn(zk) =k+2for 0 <k < k. Necessarily
ku(hY ) < 2n, since if h‘s*" went up along all 2n edges, then the values hg (22,) =

n

h§ (z2n) = 2n+2 and hg (z9) = 0 would violate the Kirszbraun theorem.
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On the line segment {z, ..., 2, } C Sn, hJS”n is “too high,” in the sense that no height
function in M(Sy,h,g ) can match it. But by the Kirszbraun theorem, there exists
hg € M(Sn,hyg ) suchthat hg (zn,+1) = hJS’n (#n4+1)- In fact, we may define hg by

- ){k—hgn(z)z if 2 = 2, for 0 < k < kyp, and
Sn -

hg (2), otherwise .

It follows that hg and hg have the same Hamiltonian, except for the contribution
from the edges incident to a vertex z, (0 < k < kyp). There are (2m — 1)(kyp + 1) such
edges, which leads to the naive estimate |Hg, (h}'ﬂ y,w)—Hsg, (hg ,w)| < (2m—1)(kyp+1)Cl.
This estimate is not useful because £, on the right-hand side leads to an error of order
n in the worst case.

However, a more careful estimate is possible. Indeed, both h‘gn and hg map the
edges e in question to the same collection of edges {ex 410 < k < kyp} C E(Z), with
each ey, ;1 repeated about 2m — 1 times. For a heuristic argument we refer to Figure 7.
We use the ad-hoc notation AT, h~ and k to denote h;fn, hgﬂ, and kup(h+), respectively.
We get that ' '

k
HS'rL(h+7w) - HSn (h_’w) = Z Z wh+(em,zi) - whi(ew,zi)
=0

vz,
THZi41,%i—1

k
+ Zw;ﬁ(e%zﬁl) — whi(ezifzii»l)’ (3.9)
=0

where h (e;,y) = Wi+ (2),n+(y) @DA A7 (€x,y) = Wh—(2),h-(y) (Se€ Definition 2.2). From the
construction it follows that (cf. Figure 7)

h*(zi): i+2, forall0<:i<k
k+1, fori=k+1,
and
() = i, forall0 <i<k
k+1, fori=Fk+1.

Additionally, we observe that for any nearest neighbor = ~ z; such that = # z; with
0 <1i,l <k, it holds (cf. Figure 7)

ht(z)=h"(z)=i+1.
Therefore, we can rewrite (3.9) as

k
Hsn (h’+’ w) - HSn (h_’ w) = (2m - 2) Zw€i+1,l+2 — Weiyq

1=0
k—1
+ § Weito,its — wei,i+1
=0

+ Wepit,krz — Weppgr:

Taking advantage that the edges are undirected, i.e. ¢; ; = ¢;;, we observe that both
sums telescope. Hence, we obtain

HSn,(th’ w) - HSn(hia w) = (2m - 2)wek+1,k+2 - (2m - 2)w61,0

+ 2w€k+1,k+2 — Wep w41 — Weg,1-
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This yields the improved inequality

|Hs, (b} ,w) — Hg, (hg, ,w)| < 4mC,,. (3.10)
+ —
e € E(Z) hsn hSn
€0,1 0 2m —1
€12 2m—2 | 2m —1
€23 2m —1 2m —1
€3.4 2m —1 2m —1

Ekup,Frup+1 2m—1 | 2m—1

Chupt1,kup+2 2m 0

(a) The values of the height functions hJS’n
and hg from the proof of Lemma 3.9. On
the vertlces 20, - - -, Zk,, Where the two height
functions differ, the larger value is the
height that h+ takes and the smaller value
is hg . Here Icup = 3, since h+ increases
across the first three edges in the center
line. The (2m — 1)(kup + 1) shaded edges are

(b) Number of shaded edges on which htl,
hg, attain certain heights. For example,
from the last row of the table: h;’n (e) =
€kyp+1,kyp+2 TOT all 2m edges incident on zg,,.
In the difference Hg,, (hg‘n) — Hs, (hg, ), the
bulk of the height values in the table cancel,
leaving only boundary terms. That is why
the bound in (3.10) does not depend on kyp.

exactly the set up edges incident to any of
20, - - - 5 2k, @nd these are the only edges on
which 1 differ.

Figure 7: Explanation of inequality (3.10) from the proof of Lemma 3.9.

Now, we turn to the entropy inequality. For 0 < k < 2n, let
= {nf € M(Sn, hig )| kup(hE ) =k}
Then the sets M, (0 < k < 2n) partition M (S, hgsn), SO

Entsn (M(Sn, th ) w)

2n—1

= |S|1ogz Z exp(Hsg, (h S, w))

k=0 nf emy

2n—1

|S|1ng Z epoS

k=0 h;ﬂ €My,

(3.10)
5., w) +4mC,,)

2n—1

R AP VDY

k=0 hg eM(Snhys,)
4mC,, + log(2n)
|l

exp(Hs, (hg ,w) +4mC,)
= Bnts, (M(Sn, hyg, ),w) —
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The reverse inequality is derived by exchanging the roles of haisn , considering the
number kgo.n Of initial downward steps of hgsn on the line {2y, ..., 22, }, and proceeding
as before with the necessary changes. O

Lemma 3.9 applies only when the two boundary height function hgfn and hg differ
minimally. However by applying Lemma 3.9 repeatedly, we can compare two more
different height functions. That idea is captured in the following corollary.

Corollary 3.11 (Robustness with respect to sub-linear height differences). Let hggs, and
has be boundary height functions on S,,, and let M = ||has, — has o~ Then

‘Entsn (M(Sn, has,),w) — Ents, (M(Sn, hos, ),w) ‘
M 05,,|
< 7(4ma + log(2n)) s,

Remark 3.1?. The main idea of the proof is to interpolate the boundary height function
from has, to hos,, where each step in the interpolation changes the value of the boundary
height function at exactly one boundary point. Note that each interpolation step changes

the height by 2 at that distinguished boundary point, which is the reason for the factor

% rather than simply M. Given such an interpolation, all that remains is to apply

Lemma 3.9 and the triangle inequality.

Proof of Corollary 3.11. We claim that there exists a finite sequence h als . h( os, such

that each pair h(S) and h(JH) differ at exactly one point, such that h(l)

hgfg)n = Basn, and such that £ < %|88n|. Each element of the sequence is constructed

= hasn and

from the previous element by a “flip” operation: Given a (boundary) height function hggn
and a vertex z; € 95, where all the neighboring vertices 2’ € 95,,, 2/ ~ z; have the same
height hps, (2') = a € Z, the height function h(ﬁl) is identical to h(g on 05, \ {#;} and
takes the other valid value on z;. Specifically, if hgs)n( i) =a+1, then h(]H)( zj)=a—1;

otherwise h(ajgzl)(zj) =a-+1.

It remains to show that the vertices z1,...,2,_1 can be chosen so that hg@n = iLasn
and so that k < 21|95, |. To prove both these points, consider the metric d : M(95S,,) x
M(0S,) — Z defined by

d( Z‘ssnvhgsn) = Z |h55n(2)— 'a/sn(z)’-

2€0Sn

As long as d(hggn,ﬁasn) > 0, we will find a vertex z; for which the flip operation both
is valid and decreases the distance d. Towards this end, let E; := {z € 95, | hggn (z) >
hos, (2)}. If E; # @, choose z; 1= argmax_c . hgjgn.

We claim that flipping at z; is valid, and more specifically that for all neighbors 2z’ ~ z;
in 05, h((ajs)n (z") = hf{%n (zj)—1. Indeed, there are two cases. If hggn (2') = hgg, (#') for any
2" ~ z;, then necessarily hps, (2;) = hgs)n(zj) —2and hyg, () = hgs)n () = hgs)n (z5) —1
for all 2’ ~ z. Otherwise all 2’ ~ z are also in Ej, so the claim follows since z; maximizes
hgg over F;. So as claimed, it is valid to flip the height function h(ajgn at z;, and this
flip decreases the difference |h j+1)(Zj) — has, (zj)| by two, and therefore decreases
the distance d(h(”l) has,) by two. If E; is empty, use instead the set Fj := {z €
0Sy | hgs)n( ) < has, (2)}, pick z; := argmin P hggn, and repeat the argument, changing

inequalities and signs accordingly. If F} is also empty, then hggn = ﬁgsn and the process
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is complete. At most 3d(hss, , hos,) < 22108, | steps are needed in total, since each step
decreases the distance by 2. To complete the proof of the corollary, apply Lemma 3.9 to

; () G+ : : :
each pair {hasn hgs } and use the triangle inequality. O

3.3 Existence and equivalence of quenched and annealed local surface tension

Recall from Definition 2.17 that the quenched local surface tension is defined as the
limit of the quenched microscopic surface tension. Because of the random potential w,
the existence of this limit is not obvious. We prove the existence of the limit using an
ergodic theorem for almost superadditive random families.

First, we introduce the notation needed for stating the ergodic theorem. Let 3 denote
the set of all (non-empty) boxes in Z™, i.e.

B= {([al,bl) X oo X [am, b)) N Z™

a1<b1,...,am<bmeZ’”}.

Note that the sets S,, := [~n,n]™ N Z™ are included in B. We say that a family of L'
random variables F' = (Fp)pcp is almost superadditive if, for any finitely many disjoint
boxes By, ..., B, € B whose union B= B U---U B, also lies in B,

Fp>)» Fp —AY |0Bj| (as.), (3.11)

i=1 i=1

where 4 = A(w) : Q — [0,00) is an L' random variable, and where dB; = {z € B; |Jy €
Z™ \ B;, x ~ y} is the inner boundary of B;.

Theorem 3.13 (Ergodic theorem for almost superadditive random families). Let (Q2, 7, P)
be a probability space, let T = (7,)yeczm be a family of measure-preserving transfor-
mations on , and let F = (Fg)pep be a family of L' random variables satisfying the
following three conditions:

* I is almost superadditive, i.e. F' satisfies (3.11),
e ForallueZ™,

1
lim sup =—|Futs, —Fs, omy| =0, (3.12)
n—00 yczm |Sn‘

where u+ B = {u+ x|z € B} is the translation of B by u.
* The quantity §(F) = limsup,,_,, 15— E[Fs,] is finite.

Then the limit lim,,_, o ﬁ Fg, exists almost surely and in L'. If moreover {Tu}uczm is
ergodic, then the limit is

1
lim —
n— oo |Sn|

Fs, =3(F).

This theorem is based on [2, Theorem 2.4], which is a multidimensional extension
of the subadditive ergodic theorem proven in [29, 33] among many other sources. The
version stated here is adapted to notion of almost superadditivity that the quenched
microscopic entropy satisfies. For completeness, we give a proof of this version of
the ergodic theorem in Appendix A. Now let us turn to the application of this ergodic
theorem:

Lemma 3.14 (Existence of the quenched local surface tension). For almost every realiza-
tion w of the random field, the limit (2.3) exists.

The proof is a straightforward application of the ergodic theorem.
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Proof of Lemma 3.14. Fix s € [—1, 1]™. Let the family of measure-preserving transforma-
tions 7 = (7, )uez= be given by

(Tuw), = We—[s-u]y moa» fOT € € E(Z) and u € Z™. (3.13)
Define the random process F' = (Fg)pecp by
Fp := —|B] Ent(M(B, th),w) =log Z,, (M(B7h§B)) .

Now we verify the hypotheses of the ergodic theorem (Theorem 3.13). First, the fact
that |w.| < C,, for all edges e € E(Z) implies that each variable Fiz (B € B) is in L'.
Next, the almost superadditivity property (3.11) follows from distributivity:

ZFBi = log H Z exp(HBi(hBi7w))
=1

i=1 hp,€M(Bi,hjp)

= log Z exp(ZHBi(hBi,w)> .
)

hBIEAI(Bl,h%Bl =1
hp, €M(Bn.h3p,,)

The final sum is indexed by n-tuples of height functions, i.e. it is the sum over
the Cartesian product of the sets M(B;, hjp ). This Cartesian product is a subset of
M(B,hg), so

n n
> Fp <log > exp(ZHBi(hmB“w)). (3.14)
i=1 hpEM(B,h3 ) i=1

The quantity on the right-hand side of (3.14) differs from Fg by at most mC,, Y .- ,|0B;
since the Hamiltonian terms in (3.14) do not include edges that cross from one box B; to
another box B;. This error term satisfies (3.11).

Now let us show that F' satisfies the translation invariance estimate (3.12). For
how+p)y € M(9(u + B)), consider the shifted boundary height function ¥, hy(,45) €
M(0B) defined by

’

(Vuho(utp))(2) = how+p)(u+2) —[s-u]  forzedB.

Since both hj; and hg(u +p) are rounded to the nearest integer (of appropriate
parity), the shifted boundary height function \Iluhg(u +p) May not agree exactly with A3 5.
However, it holds that

|Wuhspy(2) —hyp(z)| <4 forall z € OB.
Therefore by Corollary 3.11,
|Fuyp — Fpot,| < |B|6(L).

1
The last condition to check is (F) = limsup,,_, ., ‘S—llE[Fs] < o0, which follows
from boundedness of the quenched entropy. Indeed by Lemma 3.2, the inequality
Fp < m|B|C, holds almost surely, so ¥(F) < E(C,,) < co.
At this point we have checked all the hypotheses of the ergodic theorem (Theo-
rem 3.13). From the ergodic theorem we conclude that the pointwise limit

. . 1
ent(s,w) = nl;rrgo ent, (s,w) = nhﬁngo mFSn (w)
exists almost surely. In addition, when s # 0, the family of measure-preserving trans-
formations (7,)eczm is ergodic with respect to P, since the family includes every shift

W (Wrte)ecr(z) for k € Z. Therefore whenever s # 0, the limit ent(s, w) is almost surely
equal to its expectation, E[ent(s,w)] = entan(s). O
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The failure of ergodicity in the case s = 0 is evident from the definition of (7, )yczm
in (3.13): there we have (Tyw)e 1= We_[s.u], noq» fOF €aCh e € E(Z). When s = 0 the
quantity s - u is zero even as u — oo, so the entire family of transformations (7, )uezm is
actually finite rather than ergodic. As such, a different argument is needed for s = 0.
The authors would like to thank Marek Biskup for suggesting the following argument.
Lemma 3.15 (Equivalence of quenched and annealed local surface tension). For almost
every w, it holds that

ent(s,w) = entan(s). (3.15)

Moreover, the quenched microscopic surface tension ent,, (s,w) converges in L' to enta,(s).

Proof of Lemma 3.15. For s # 0, the desired identity (3.15) follows from the ergodic
theorem, as mentioned at the end of the proof of Lemma 3.14.

For s = 0, we will establish translation invariance of ent(s,w) directly. First we
replace the environmental shift 7 by a shift in heights, i.e.

Ents, (M(Sn,hdg,)) o 2 = Entg, (M(S,, hjs?)). (3.16)

This identity is justified simply by expanding definitions; both sides are equal to
—ﬁ log >, exp(3, Whs, (¢)+2), where the first sum runs over hs, € M(Sy, hyg, ) and
the second runs over e € E(S,,).

Now, the square S, sits inside of S,,;+2. The boundary values hgg’”jQ and hg S satisfy
the Kirszbraun criterion (3.1); in fact, each h € M (S,, hg'ng) admits a unique extension
hin M(Sp o, h%snﬁ). Since & is an extension of h to a domain with O(n™~') more points
and O(n™~!) more edges, the Hamiltonians satisfy

|HS71(h7w) - HS an” S Cnmilc’w

n+2(
for some ¢ > 0. Therefore

Entg, (M(Sn, h§5™?),w)

1 ~ cC,,
>———1log Z exp(Hs,,(h,w)) — —=
Sul 7 oot n (3.17)
€M (S, h3E+?)
0 cC,
Z El’ltsn+2 (M(Sn_;,_Q, haSTL+2), (U) — 771 .

Now, we combine (3.16) and (3.17) and send n — oo, which yields
ent(0,w) o 73 > ent(0,w) .

By a similar argument with 7, replaced by 7_2, we conclude that ent(0, 7ow) = ent(0, w),
i.e. ent(0,w) is invariant under 7. Since the distribution P of w is ergodic with respect
to 7o (cf. Assumption 2.9), this implies that ent(0,w) = E[ent(0,w)] = entan(0) almost
surely. O

3.4 Convexity and continuity

The last results that we need about the annealed local surface tension entan(s)
are that is is convex and continuous as a function of the slope s. Convexity allows
us to apply standard analytic techniques to conclude that the macroscopic entropy
functional Entg an(-) is lower semi-continuous (see, for example, [13, Section 2]). By
semi-continuity, there exists a (perhaps non-unique) minimizer of the entropy functional,
so the minimum in the variational principle (Theorem 2.23) is achieved.

Lemma 3.16. The function s — entan(s) is convex for s € (—1,1)™.
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Figure 8: The large box Ss, 1 is decomposed into (2k)?-many small boxes Soz 1 (i, j)
separated by the grid S’ (see the dashed lines). The large box Ss,+1 is endowed with
linear boundary condition of slope s;. The blue boxes are endowed with an affine
boundary condition of slope sy, and the red boxes with slope s5. In the figure k£ = 3.

Remark 3.17. The proof follows a standard argument for the uniform case and is based
on buckled height functions (see e.g. [44]).

Proof of Lemma 3.16. We shall prove that for any choice of fixed coordinates
S1y.++38i—1;8i41,.--Sm € [_]-a 1]1’7’7,—17

the single-variate functions s; — entan((s1,- .., Si—1, Si; Sit1,-- -, Sm) are convex. It follows
from elementary analysis that s — entan(s) is a convex function on the m-dimensional
domain [—1, 1]™. To simplify notation, we state the proof in the case m = 2, The proof
generalizes to higher dimensions.

We choose ug, uy, us,v € [—1, 1] such that such that

1
Uy = QUO + §UQ.
Our goal is to prove that
1 1
entan((ug,v)) < 3 entan((ug,v)) + 3 entan((uz,v)), (3.18)

from which the desired convexity follows.
We proceed as follows. First, let us consider the box

S2n+1 = {777% cee 777’}27
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-2 1

Figure 9: Illustration of buckling in one dimension. In the figure, the blue parts have
slope % and the red parts have slope i resulting in an average slope of %

which is centered at 0 and has side length 2n 4+ 1. On 55,11 we consider the negative
normalized log-partition function of height functions with linear boundary values of
slope s; = (u1,v). By definition this equals to the quenched microscopic surface ten-
sion ent, (s1,w). By Lemma 3.15 it holds lim,, ;o ent, (s1,w) = entan(s1), which recovers
the left hand side of the desired inequality (3.18).

Now, we subdivide S, ;1 into (2k)? many smaller boxes Sar11(i,5), —k < i,7 < k of
side length 2L + 1. The cubes are separated by the grid S’ := (2k + 2)Z. For details we
refer to the Figure 8. This decomposition implies the relation

n=k(2L +2). (3.19)

The grid S’ is introduced for convenience as it allows to work with centered sub-
boxes Say,+1(7,7) with odd side length. Centered boxes are a requirement of the ergodic
theorem that we used to prove Lemma 3.14 (the existence of the quenched local surface
tension) and Lemma 3.15 (the equivalence of the quenched and annealed local surface
tension). One could generalize those lemmas but the formulation and proof would
become more subtle. Instead, we choose to add the grid S’ to the decomposition of
the hypercube S5, 1. Because |S’| < 2(2k + 1)n, the effect of S’ will be asymptotically
negligible.

On the colored boxes Sor4+1(4,7), —k+1 <4,j < k — 1, we define a buckled boundary
condition via a piece-wise affine boundary height function g that alternates between the
slope sg = (up,v) and ss = (usg, v) from left to right. We will give the precise definition of
the boundary height function g in the next paragraph. The boundary height function g
buckles around the slope s; = (u;,v) = (3ug + 3u2,v) on a macroscopic scale. We
refer to Figure 9 for an illustration of buckling. In the block decomposition of Figure 8,
boxes with boundary slope sy are colored in blue whereas boxes with boundary slope s»
are colored in red. The quenched entropy of every inner box Say,+1(4,7) is therefore
either given by entar,+1(so, 7i jw) or entar41(s2, 7 ;w) for an appropriate shift operator 7; ;,
depending on the position of the box.

In this paragraph, we explicitly construct the buckled boundary height function g. In
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the first read-through, this construction might be skipped. We define the set M,, as

My = Sony1—200+2) N | S"U U 0S9141(4,7)
k1<ij<k—1

The set M,, consists out of the boundary of the colored boxes and the grid S’ that is
contained in the centered box of side length 2n + 1 — 2(2L + 2). We now construct a
function g : M,, — Z as a piece-wise affine height function. We assume w.l.0.g. that k — 1
is even. We start with the left-most vertical line of M,,, and define for —(k — 1)(2L +2) <
y < (k—1)(2L 4+ 2) (cf. Definition 2.7)

9(—=(k=1)(2L +2),y) = [vy — a](_(x—1)(2L+2).4) mod 2 >

where a = £ (ug +u2)(k —1)(2L+2) = uy (k — 1)(2L +2). For —k+1 <1 < k — 1 we define
the number

b(l) = ui(k —1+1)(2L + 2), if Kk —1+411is even,
| u(k—=141—1)(2L +2) + uo(2L +2), if k—1+1is odd.

Now, for (z,y) € M, such that [(2L +2) <z < (I + 1)(2L + 2) we set

i(z,y) = {[“0(”3 — 1L +2) +b(l) + vy — a](, ) moa 2, iflis even,

[uz(@ = U(2L +2) + b() + vy — al(; ) moa 2 if L is odd.

By definition, the map g is a height function on the set M,,. The buckled boundary height
function g is defined as the restriction of § onto the boundaries of the colored boxes.

Let us turn to the question of how to relate ent,, (s1,w) to the right hand side of (3.18).
We claim that there exists a height function g : Ss,+1 — IN on the large box S3,11
with the following properties: On the boundary of S5,; the function g is the linear
boundary height function with slope s;; and on the boundary of the colored boxes,
i.e. on U_kJrlSi’Kk_1 0551,+1(%, j)), the function g coincides with the buckled boundary
height function g. Indeed, the buckled boundary height function g extends by con-
struction to the height-function g on the set M,,. Then, § can be extended to a height
function on Ss,4; with the desired properties using Kirszbraun theorem. Consider
an arbitrary height function h : U7k+1§i,j<k71 Sor+1(4,7j) — Z that is defined on the
colored boxes with buckled boundary condition g. This height function can be ex-
tended to a height function h on the large box Ss, ;1 such by setting h(z,y) = g(z,y)
for (x,y) € Sont1\ U_k+1§i7j<k_1 Sar+1(%,j). By construction, the extended height func-
tion A will satisfy a linear boundary condition on Sy, ;1 with slope s;. This allows to
under-count the number of height functions on Ss,,+1 and deduce, similar to the proof of
Lemma 3.3, the following estimate:

(2L + 1)? Z

ent, (s1,w) < 3

entar,+1(so, 7i,jw)
—k+1<i,j<k-—1
7 is even
2L + 1)?
A

n2 ent2L+1(82,Ti’jW)
—k+1<i,j<k—1
1 is odd

2L+ 1)n

22k +1)n
2 n2

+C, C +C, C

The first and second term counts the contribution of the blue and red boxes, respectively.
The third term estimates the energetic effect of under-counting on the grid S’. The last
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term estimates the energetic effect of under-counting on the outer ring of uncolored
boxes Sar,+1(4, j) with either ¢ € {—k,k} or j € {—k, k}. By Lemma 3.15 we observe that

lim ent,(s1,w) = entyn(s1),
n—oo

lim ento;y1(so, Ti jw) = entan(so), and
L—oo

lim ento;y1(s2, Ti jw) = entgn(s2).

L—oo

Therefore, a combination of (3.19) and taking the limit k£, L — oo yields the desired
inequality (3.18). O

4 Profile theorem

Before proving the profile theorem, Theorem 2.22, in its full generality, it is useful

to prove a special case of the theorem with the extra assumptions that the asymptotic
height function is piecewise affine, on a domain which is of a collection of simplices. In
this special case it is not difficult to relate the microscopic entropy Entg, (B(R,, hg,d),w)
to the quenched microscopic surface tension ent, (s, w), and then to derive the desired
conclusion (2.4). The special case is stated in Lemma 4.3 below, after some necessary
notation is introduced in Definitions 4.1 and 4.2.
Definition 4.1 (Simplices of scale /; cf. [31, Definition 27] and [44, Section 5.2.1]). Let
Sym(m) denote the group of permutations on {1, ..., m}, and forw = (w1, ...,w,) € R™,
let |w| denote the integer point |w] := (|w1],..., |wn]). Letv € Z™, let o € Sym(m),
and let ¢ > 0. Define C(v, o) to be the closure of the set

{w eR™ | LwJ = v and Wea(1) — Lwa(l)J > > Weo(m) — Lwo(m)J} P
and define the simplex of scale /¢ to the scaled set
C(v,0) :={lw|w € C(v,0)}.

Definition 4.2 (Piecewise affine asymptotic height functions). Let Ay, ..., Ay be simplices
of scale ¢ and let K = A; U---U Ay be their union. We say that an asymptotic height
function hx € M(K) is piecewise affine if each restriction hx|a, is an affine function,
i.e. if there exist s; € [-1,1]" and b; € R such that hk|a,(z) = s; -z +b; forall x € A,.
We write

Mast(K) = {hx € M(K) | hk is piecewise affine}
Matt (K, hor ) = Mare(K) N M (K, hox) -

Lemma 4.3 (Profile theorem, simplicial case). Let A+, ..., A, be simplices of scale { and
let K = A1 U---UAy be their union.

For any hix € M,ss(K, hox) and any n > 0, there exists ¢ = ¢o(hgk,n) such that, for
any ¢ € (0,e0] and any ppax € (0, 1), there exists ng = ng(hx,n, €, pnax) Such that for all
n 2 no,

11>( ‘EmK” (B(K, hic,2t),w) — EntK,an(hK)‘
4.1)
> 0+ Cubhy () + cwehxyg(%)) < Dnax -

Proof. We will prove two bounds on the dquenched microscopic entropy
Entg, (B(Kp, hk,,cl),w): an upper bound

P <EntKn (B(Kn, hK, 65), w) > EntK,an(hK)
(4.2)
11+ Cobi (&) + Cubie e (£)) < Onsene (2)
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and a lower bound
]P(EntKn (B(K, hic,l),w) < Ent g an(hi)
_n_Cwehx() CHhK;( ))<9hK7’75(1)'

Assuming that both (4.2) and (4.3) hold, the conclusion (4.1) follows immediately by
taking ng large enough based on the two 0y, ,, 5( ) terms and applying the union bound
on probabilities. So first let us verify the upper bound (4.2), and later we will verify the
lower bound (4.3). For (4.2) we undercount the set of height functions B(K,, hk, ,l).

We choose a fine mesh of hypercubes Q) ,, that approximate K, and consider only those
height functions that agree with the canonical boundary height functions th”f“;b on
0Qin, where s; € [-1,1]™ and b; € R are chosen such that s; -  + b; = hi|g,. The mesh
size is small enough that every such height function is in B(K,, hk, , ().

To be precise, let ¢ = %d be the mesh size. Let 1,...,Qr C R™ enumerate the set
of hypercubes in R that have side length ¢, have vertices in ¢Z™, and lie entirely in one
of the simplices A;. That last property ensures that there exist s; € [-1,1]™ and b, € R

such that

(4.3)

hg(x) =s;-x+b; forallz € Q;.

Forn € N, let Q;, := {2z € Z'| %z € Q;}. Then as desired, for any choice of height
functions

(hCL n)iz1 € H M Qz n h;bxtb ) )
i=1
there exists at least one extension hg, € M(K,) to the whole of K,, (i.e. hk, |q,., = hq,..
for each ¢ = 1,...,k), and any such extension lies in B(K,,hk,el) by choice of q.
Therefore,
1k
Ent K, hi,el),w) < = nt N an W
K( ( K kZ an M(Qi, Qi n ‘) ) (4.4)

+ Cwem(5> + Cwem,e,f(%) )

where the 6 error terms come from the contribution of the set K, \ Ule Qin. For
eachi=1,...,k, let us abuse notation and write “gn” to denote the side length of the
hypercube @);,. (In fact, the actual product ¢ - n is generally not an integer, but the
quantity we call gn satisfies |gn — ¢ - n| < 1.) Consider Q) ,, as a translate Q; ., = v; + Sgn
for v; € Z™. Then the boundary values th"”b are close to the translated values of i3y ;
in particular, for z € 95,,,

hgiQttb (vi+2) — (hgsqn (2) + 8- vi + anJ)’ <4. (4.5)

(A non-zero error occurs when s; is irrational, or more generally when gns; is not integral
or has the wrong parity.) By Corollary 3.11 it follows that

Entg, , (M (Qin, hgb“;b ),w) = entgn (i, Ts;vinb; @) + Coblm (L) - (4.6)
Combining (4.4) and (4.6) and abbreviating 7; ,, := T s;-vitnb; | yields

Entg, (B(Km hK,d),w)

4.7)
% Zentqn Siy T, nw) + C. em( ) + Cwem,e,é(%) .

EJP 30 (2025), paper 2. https://www.imstat.org/ejp
Page 35/52


https://doi.org/10.1214/24-EJP1236
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Homogenization of the variational principle

We note that the sequences {enty,(s;, 7.nw) }new may not necessarily converge to
entan(s) as n — oo, despite the almost-sure convergence result of Lemma 3.15, due to
the potential shifts 7; ,. However, since each enty, (s;,-) — entan(s;) in L', we can apply
the Markov bound:

> n)

<‘ E entqn 57,7'“7w g entan 51

. (4.8)
< I ot )  entn(o
=1

= ahk,n,a,f(%) .

The last step in verifying (4.2) is to compare Entx an(hx) to a sum involving entan(s;).
This is straightforward: because hg is affine on each hypercube @Q;, the integrand
x > entan(Vhi(x)) in the macroscopic entropy is constant on each @;, so

-1
Entr an(hic) w/ entan(Vhg (x)) dr
K

1< 1
:%Z@ .entan(

Zentan )+ 0k(e).

The only error is from the contribution of the region K \ Ule Q;. Combining inequali-
ties (4.7), (4.8), and (4.9) proves the desired upper bound (4.2), i.e.

P (EntKn (B(Kn, hk, 56), OJ) > EntK,an(hK)

114+ O (&) + O (3)) < Oniene ().

Now we turn to the lower bound (4.3). Similar to before, let ¢ = e'/2¢ and let
@1, ...,Qr enumerate the hypercubes that have side length ¢, have vertices in ¢Z™, and
lie entirely inside of one of the simplices A;. Note that the side length ¢ is different now
compared to above when we were justifying the upper bound (4.2), and hence Q1,...,Qk
denotes a different set of hypercubes.

To prove (4.3) we overcount height functions, using the same idea as in the companion
article [31]. In summary, define a subset of “exceptional” points F,, C K, as follows: let

k k
Gn=J0Qin, Un=K,\|JQin, and E,=G,UU,.

i=1 i=1

Informally, GG,, is the “grid” formed by the boundaries of the hypercubes and U,, is the
“uncovered” region, i.e. the part of K, that is not covered by the hypercubes. We group
height functions hg, € B(K,, hk,el) based on their values on the set E,,. For each fixed
assignment of heights g, |g, € M(E,), the entropy of the set of extensions to the hyper-
cubes U’f Q. ~ K, \ E, is asymptotically equal to the macroscopic entropy Ent an(hx).
The set E,, is not too large, so even after counting all admissible assignments hg, |g,,
the resulting asymptotics match (4.3).

To make the above argument rigorous, let Adm(F,,) denote the set of admissible
height functions on F,,, i.e. those height functions hg, € M(E,) that admit an extension
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to a height function in B(K,, hk,el). There is an obvious injection from B(K,, hk,el)

into .
] 1M Qi e,

hp, €Adm(E,) i=1

9Qin) (4.10)

where “l4” denotes the disjoint union (so for distinct height functions hg, and hg, in
Adm(E,), the product sets [} M (Qi.n, b5, |00, .,) and [T} M(Qin, hi,|oq,..) are consid-
ered disjoint inside the set from (4.10)). It follows that

Zw(B(Kn,hK,Ef),w)

< Z Zw<rk[M(Qi,n7hEn|Qi,n)>

hi, €Adm(E,) i=1

)

k
< |Adm(E,)| max 7, ( H M(Qin, hE,
=1

h, EAdm(E,)

Therefore

Entg, (B(Kn, hi,el), w)

Qi
>
hi, GAdm(E Z

_log |Adm( n)|
| K '

( (Qi,ﬂ) hEn|Qi,n)’w) (411)

Clearly ‘&RH =1+ 0(8) + Omee(2).

To control |[Adm(E,)|, ’ ‘K ‘ = 0n(q) = 0,n(¢) and I‘Ilé:‘l =
0. (¢). Second, for an arbitrary base point zg € En, there are at most 2¢/n + 1 admissible
values for hg, (29) if hg, € Adm(E,), since hg, must extend to a height function in
the ball B(K,, hk,ef). Third, the set E, is connected, so for each of the admissible
values of hp, (20), there are at most 2/| height functions in Adm( ) taking that
value at z. Putting these observations together, we conclude that K log |Adm(E,)| =

em(g) + em,a,é(%) .
Applying these asymptotic results in (4.11) yields

Entg, (B(Kn, hi,el), w)

- : Ent h 4.12
- hEn Ggl(lirrln(E Z n Q1 n QZ ny B, |Ql n) ) ( )

- 0m<5) - em,e,f(%) .
Whenever hg, € Adm(E,),

max \hi(£2) — +hp, (2)] < el,

so foreach ¢ =1,...,k, by analogy to (4.5),

(hE, (v + 2) — |si - vi + qnb;]) — hgisqn (z)‘ <eln.

max
z€0Syn

We apply Theorem 3.8 to the height function

(2 hg, (vi+2) = [s; - vi + qnb;]) € M(Sgy)
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to conclude that
EntQi,n (M(Qi,na hEn 6Qi,n>7 w)
> entgqn (si, TLSi-vi+qnbiJw) —C,0(e).
The two almost-sure inequalities (4.12) and (4.13), the probability estimate (4.8),
and the macroscopic bound (4.9) together imply the desired lower bound (4.3), which
completes the proof of Lemma 4.3. O

(4.13)

The remainder of the proof of the profile theorem (Theorem 2.22) for general asymp-
totic height functions follows closely the proof in Section 6 of the companion article [31].
Below we state an approximation result (Theorem 4.4), which concludes that any asymp-
totic height function hi admits a “good” approximation hy satisfying the hypotheses
of Lemma 4.3 above. Following that result are three robustness lemmas (Lemma 4.5,
Lemma 4.6, and Lemma 4.7). With these tools it is straightforward to reduce the general
case of Theorem 2.22 to the special case of Lemma 4.3. The approximation result
(Theorem 4.4) is unchanged from the companion article, which should be expected
because the random potential in the current model does not affect the class of limit
objects that our model admits, i.e. domains satisfying Assumption 2.1 and asymptotic
height functions. It is similar to [13, Lemma 2.2] or [43, Theorem 1]. A proof of it is
given in the companion article [31].

Theorem 4.4 (Simplicial Rademacher theorem). Let R C R™ be a region satisfying
Assumption 2.1, and let hyp € M (R, hypr) be an asymptotic height function on R. For
any € > 0 and any ¢ > 0 sufficiently small (depending on ), we may choose a simplex
domain K = Ay U---UA, C R of scale ¢ (see Definition 4.1) and a piecewise affine
asymptotic height function hx : K — R (that is, an asymptotic height function such that
each restriction hi|a, : A; — R is affine) that satisfy the following properties:

1. |[R\ K| < ¢ and dy (K, R) < ¢, where we recall that for subsets of R™, || denotes
the Lebesgue measure and dy(-,-) denotes Hausdorff metric;

2. maxxeK\hK(x) - hR(JS)| < %e’:‘f; and

3. on atleast a (1 —¢) fraction of the points in K (by Lebesgue measure), the gradients
Vhi(z) and Vhp(z) agree to within ¢, Le. z7|{x € K | [Vhi(z) — Vhp(z)|, >
e} <e.

Now we turn to the robustness lemmas, which will be used when applying Theo-

rem 4.4 to approximate hr by another asymptotic height function. The three lemmas
below are almost direct analogues of Lemmas 35, 36, and 37 from [31] respectively.

Lemma 4.5 (Robustness of macroscopic entropy under approximations). Let € > 0, and

let RCRC R™ be sets meeting the assumptions from Assumption 2.1 with |R\ R| <e.
Let hj € M(R) and hg € M(R) be such that
eré‘ !Vhfz(m)—VhR(x)}Q ZEH <e. (4.14)

Then,
EntR,an(hR) = Entﬁ’an(hé) + Gm(s) .

Proof. Recall from Definition 2.21 that
1
Entgan(hr) = —/ entan (Vhg(z)) do,
\R| Jr

and likewise for Ent . (h). The conclusion follows from three observations: first that
the domains of integra{tion are bounded sets with small symmetric difference, second that
the function s — entyn(s) is continuous, and third that the functions Vhg and Vi £ almost
agree (as per (4.14)) on most of the intersection of their domains (by measure). O
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Lemma 4.6 (Robustness of microscopic entropy under change in profile). Let ¢ > 0 and
n € N. Let R C R™ satisfy Assumption 2.1, and let R,, C Z™ satisfy %Rn C R. Let
hr,hr € M(R) be two asymptotic height functions such that sup, . z|hr(z) — hr(z)| < e.
Then,

Entg, (B(Rn, hg,2¢),w) < Entg, (B(Ry, hpr,¢),w).

Proof. For any fixed w, the functional Entg, (-,w) : M(R,) — R is monotonic, and it
follows from Definition 2.3 that

B(Ry,,hg,€) C B(Ry, hg,2¢). O
Lemma 4.7 (Robustness of microscopic entropy under domain approximations). Let

c€ (0,1, e € (0,1, andn € N. Let R C R C R™ and R, C R, C Z™ satisfy these
assumptions:

1R, CR, whn C R,
dir (3R, R) = Or(e) Ao (5 Fons R) = Or(e)
‘Rn| 1 |Rn| 1
=1+060r(e)+0 e\n)> = =1+0 €+057’
’nm|R| R( ) R, (n) nm‘R| R( ) R, (n)
|R|
— =1 +9R(E).
|R|

Let hg € M(R) be an asymptotic height function with Lip(hr) < 1 — ce. Then,

Entf%n (B(Rn, hg, E), w) — CWHR(e) — CWHR’E (%)
< Entg, (B(Rn, hr,€),w) (4.15)
< Entg (B(Rn, hg,5€%),w) + Cubr(c) + Cubre(L).

Proof. We prove the two inequalities in (4.15) separately. For the first inequality, observe

that the map B
B(Ry,hr,e) = B(R,, hg,€)

hR — hR|R

is not generally an injection, but it is at most (2|Rn\Rn \ )-to-1 (by the graph homomorphism
property and connectedness of R,,). For any hr, € B(Ry,hg,¢),

Hme(hRn) < HR",W(hRn|En) + CW|R7L \ Rn| )

SO
Zo(B(Ry, hg,e)) < 2B\l Z (B(R,, hg,e)) exp(Cu| Ry \ Rnl)

and
EntRn (B(Rn, hR, 6), UJ)

> :gn Ent]-:s‘/n (B(Rn,hR,E),w)
~tog(2) el cuim, \ R

= Entp (B(]:Zn, hms),w) — C,0g(e) — CWGRE(%) .
To prove the second inequality in (4.15), we first note that thNere exists an injection
from B(R,, hg, §¢?) into B(R,, hg, ). Aheight function hz € B(Ry, hg, §¢?) is extended
to hg, € B(Rn,hr,¢) in such a way that |hg, (z) — nhR(Tle)| < 1 when z is in R,, and

n
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sufficiently far away from R,,; the parameter value %52 is chosen so that such an extension
is admissible by the Kirszbraun theorem. For details, see the proof of [31, Lemma 37].
For this injection hp + hg,,

HRn w(hRn) < HRn,w(hRn) + Cwan \ Rnl )

s

SO
Zw (B(Rny hRa %52)) < Zw (B(Rna hRa 5)) exp(Cw|Rn \ RnD

and

Ent; (B(Rn,hr, §¢),w)

> 1B, | Entg, (B(Ry, hr,€),w)

|
|Bo \ B
—log(2) ——=——

= Entg, (B(Rm hR7E)7w) — C,0g(e) — CWGR’E(%) .

=
3

— Cu|Rn \ Ryl

To prove the profile theorem, we reduce to the special case of Lemma 4.3, where the
domain is a collection of simplices and the asymptotic height function is piecewise affine.
Before that, in order to apply Lemma 4.7, we reduce to the case where hy has Lipschitz
constant strictly less than 1. Both reductions are simple applications of the robustness
results above.

Proof of the profile theorem (Theorem 2.22). For the reader’s convenience we recall the
conclusion of the theorem that we are about to prove, namely:

limsup P <’EntR" (B(Rn, hgr,9), w) — Entan(R, hr) ‘
n—oo

(4.16)
>n+ CwehR((S) + CwehR,é(,ll)) =0.

For the first step of the proof, we reduce from the case of an arbitrary asymptotic
height function hr € M (R, hsr), i.e. a continuous function hp : R — R with Lipschitz
constant at most 1 (with respect to the ¢! norm on R), to an asymptotic height function
with Lipschitz constant strictly less than 1. Indeed, let ¢ := (2diam; R)~! A 1, where
diam; R denotes the diameter of R under the ¢! norm. By translation invariance of the
random field w, we assume that there exists xg € R with hr(z) = 0. Define

hp:=(1—cd)hg.
We make the following observations. First,
Lip(hg) = (1 —cd)Lip(hg) < 1—¢d.
Second, for any = € R,

\hR(a:)—izR(xﬂ < cb|lhr(z)] < bl — ol < g. 4.17)

Third, for any x € R,
|Vhgr(z) — Vhg(z)| <. (4.18)

Lemma 4.5, together with (4.18) and the choice of constant ¢ = ¢(R), yields

EntR,an(hR) = EIltR’an(]NIR) + GR((?) . 4.19)
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Similarly, Lemma 4.6 and (4.17) imply that almost surely,

Entg, (B(Ry, hg,26),w)
< Entg, (B(Rn, hg,0),w)
< Entg, (B(Rn, hg, 16),w).
Assume for the sake of the proof that (4.16) holds for h r. Then almost surely,
Entg, (B(Rn, hg,d),w) < Entg, (B(Ry, hg,3),w)
< Entpan(hr) + 1 + Cuby, (3) + Cuby, 55(2)
=Entran(hr) + 7 + Cubny(8) + Cubnps(L),

where in the last line, we combine the 0z(§) term from (4.19) together with the
Cwﬁ;m(g) term above; this is admissible since C, > 1 by definition (recall that C,, :=
1V sup.cpz) |we|) and since the various factors of % do not affect the asymptotics. The
reverse inequality is similar, and so we have reduced to the problem of proving (4.16)
with the added assumption that Lip(hr) < 1 — ¢d for ¢ = ¢(R) € (0,1).

We reduce further to the special case from Lemma 4.3, i.e. a piecewise affine asymp-
totic height function defined on a collection of simplices. First, we choose parameter
values ¢ = ¢(J) and ¢ = (e, §) satisfying three criteria:

1.e—>0asd—0,

2. 6 =¢f,

3. / is sufficiently small so that the simplicial Rademacher theorem (Theorem 4.4)
applies.

The choices of € and ¢ may be realized as follows, from [31]: Choose a sequence
€k \( 0 arbitrarily, e.g. e, = % Let /5 be the largest admissible / value based on ¢, but
not larger than 1. For any given § choose the smallest ¢ such that ¢;f; > §; this ensures
the first criterion. Set e = ¢, and ¢ = % < /}; this ensures the last two criteria.

For the remainder of the argument, fix 6 > 0. Let ¢ and ¢ satisfy the above criteria,
and let K C R C R™ be a simplicial domain and hx € M(K) an asymptotic height
function satisfying the conclusions of the simplicial Rademacher theorem (Theorem 4.4).
Since Vhg = Vhp (cf. conclusion (3) of Theorem 4.4) and since the macroscopic entropy
is robust (Lemma 4.5),

’EntR,an(hR) —Ent[gan(hK) S GR(E) = 93(5), (420)

where we use the fact that e — 0 as 6 — 0 in order to replace ¢ by ¢ in the 6 error term.
Similarly, by conclusions 1 and 2 of Theorem 4.4 and the microscopic entropy robust-
ness,
EntRn (B(Rn, hR, 66), w)
(Lemma 4.7) 9 1
< Entg, (B(Kn, hrlk, 5(e0)?),w) + Co(c) + Cube (1) (4.21)
(Lemma 4.6)
< Entg, (B(Ky, hi, £(e0)?),w) + C,0(e) + Cub. ()
and
Entgr, (B(Rn, hg, EZ), w)
(Lemma 4.7)
> Entg, (B(Kn, helk,el),w) — C,0(c) — Cy,b=(2) (4.22)
(Lemma 4.6) 1 1
> Entg, (B(Kn, hi, §5£),w) —Cl(e) — Cﬁs(;) .
Combining (4.20), (4.21), (4.22), and the special case of the profile theorem proved
in Lemma 4.3 completes the proof. O

EJP 30 (2025), paper 2. https://www.imstat.org/ejp
Page 41/52


https://doi.org/10.1214/24-EJP1236
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Homogenization of the variational principle

5 Variational principle

In this section we prove the variational principle (Theorem 2.23). The proof follows
the steps of the corresponding proof for the uniform case in [31]. The main difference
and the step that needs attention is that the deterministic convergence needs to be lifted
to a convergence in probability. The two main inequalities in the proof follow from first
comparing the set of height functions M (R,, hor, ,d) to the subset B(R,,h},d) for a
well-chosen asymptotic height function A%, and second from comparing to a superset
Ule B(R,, h%), d;) for a collection of asymptotic height functions hg), ce hg;’;). Especially
in the second part of the argument, some care is needed in regards to the asymptotic
parameters. In particular:

e The choice (and number) of height functions h%) depends on 6,
* the radii §; of the balls around these height functions depends on 7,

* the probability that the profile theorem fails (i.e. the probability that the quantities
Entg, (B(Rn, h%), d0;),w) and Ent R,an(h%)) differ by a large amount due to the exact
configuration w of the random potential) depends not just on the error tolerance 7
but also on the number of height functions h%).

Proof of Theorem 2.23. Let n > 0 and ppax > 0. First we will establish that

lim sup limsup P ( Entg, (M(Ry,, hog,,6),w)

6—0 n— 00

(5.1)
> inf  Entga(h ) < Dnax
hREA}r(lR,haR) " R,an( R) + 1) = Pnax
We choose h}, € M(R, hor) such that
Ent hy) < inf Ent h 1, 5.2
10 R,an( R) > hRelv}r(lR,haR) o} R,an( R) + 1 ( )
Forany 6 > 0and n € IN, B(R,,, h};,0) € M(R,, hor,,,6). Hence almost surely,
Entp, (M(Rn, haRn75),W) < Entg, (B(Rn,h}},é),w) . (5.3)
By the profile theorem (applied to %),
IP(]EntR“ (B(Rn, by, 8),w) — Entpan(h}))|
(5.4)

> 1+ Colns () + Cw‘ghiz"s(l))n—_fooo'

n

Let us spend a part of the available probability ppax to establish a bound on C,.
Specifically, since C,, € L', Markov’s inequality implies that

2||C.,
P<Cw > M) < %pmax .

DPmax

Therefore as long as ¢ is small enough so that the 0+ (0) term is less than 7 - 5/

2[|Cully”
and as long as n is large enough that the Hh;%_(;(%) term is less than 7 - 2”@“” and the
; ol
probability in (5.4) is less than %pmax, we have
IP(EntRn (B(Ru, iy, 6),w) > Ent g an(h) + %”’) < Drax - (5.5)

The first desired inequality (5.1) follows immediately from (5.3), (5.5), and (5.2).
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Now we turn to the second half of the variational principle, namely:

lim sup lim sup P(EntRn (M(Rn, hor,,,0), w)
6—0 n—00

(5.6)

< inf  Entga(he) — )< :
hREA/}r(IRﬁaR) nR’an( R) 1) = Prax

In order to establish (5.6), we overcount the set M(R,,, hor,d) using compactness of
the space of asymptotic height functions M (R, hor, d) (with respect to the topology of

uniform convergence). Indeed, choose asymptotic height functions hg), ey h%f) such
that
k .
M(R, hor.8) € | BRI, 6, (5.7)

i=1

where the values §; > 0 are such that the 9h< )(6;) terms from the profile theorem

(Theorem 2.22) are each less than 7 - pma*”
As in the first part of the proof, we restrict to the event

QO — {Cw < 2ch||1}7

Pmax
which has P(Q') > 1 — P&, Furthermore, we assume implicitly that n is large enough
that:
¢ each of the 0 h s, ( ) terms from the profile theorem is less than 2H”C“J““H , and
wll

* the except10nal events

Ei = 0 {[Bntn, (B(Ra, by, 6),0) = Entran(hy)] > 31}

satisfy P(E; ) < &= fori=1,...,k.
Then for sufficiently small § and sufficiently large n, the “good” event
Qs :=UNE;, N---NE},
satisfies P(€25,,) > 1 — ppax and, for w € Qs ,,
‘EntRn (B(Ro, B\, 6,),w) — Ent g an (A ))’ < (5.8)

Assume in the sequel that w € Qs ,,. By the set inclusion (5.7),
1 b :
EntRn (M(Rn, haRn ’ 5)7 W) 2 7|1%7| 10g <Z Zw (B(Rna h%)a 51))) . (59)
n i=1

To handle the sum inside the logarithm, we compare each summand Z,(B(R,,, hg), 8:))
against inf,, Entg an(hgr). Indeed,

i (5.8) i 3
Entg, (B(Rn, hY,6),w) > Entg (b)) - Z”
. 31
> f Ent hr) — —
= hReA}r(lR,haR) ntr,an(hp) 4’
and so ‘
Z(B(Rn, b, 8,)) < [Rn (— inf  Entpan(h 347)]
(B(Rn,hy,6:)) < exp||Rny| B S ntpan(hr) + 2
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and
k

ZZUJ (B(Rvuhg)vdi)) < k:exp |:|Rn|(_h inf EntR,an(hR) + %)} .
p REM(R,hoR)
Returning to (5.9), this yields
EntRn (M(Rn, hBRn s 5), w)
logk  3n

> inf Ent hr) — .
= hREJ\/}(RJlaR) R,an( R) ‘Rn| 4

As long as n is large enough (depending on &, which in turn depends on ¢), we have

loghk 7, and so

[Fn]

Entg, (M(Rn, hog,,0),w) > inf Entgan(hr) — 7,

- hr€EM(R,hor)

n?

for any w € €5,. This establishes (5.6) and thereby proves the variational principle
(Theorem 2.23). O

6 Open problems

* A natural question is whether in the profile theorem (Theorem 2.22) and the
variational principle (Theorem 2.23), the mode of convergence can be improved
from convergence in probability to almost-sure convergence. The obstacle to
achieving almost-sure convergence via the method of proof above is the shifted
environments 7; ,w in (4.7). Without the shifts 7; ,,, almost sure convergence would
follow from the ergodic theorem, applied individually for each index ¢ with n — oco.
It is possible that the ergodic theorem can be modified to account for such shifts,
or that another method of proof can be used to improve the convergence result.

e The proofs in this article assume that the random potential w is almost surely
bounded, and simulations provide evidence that the model does not homogenize
for some distributions of w that are unbounded. We conjecture that the model fails
to homogenize when additionally to our Assumption 2.9, sup.c gz, |we| = 0o almost
surely. Alternatively, find the correct conditions on w that ensure homogenization.

* We prove that the local surface tension is convex (cf. Lemma 3.16). This is sufficient
to conclude that the infima in the variational principle and large deviations principle
are attained (as long as the set of height functions A in the large deviations
principle (1.6) is closed). It would be useful to prove that the local surface tension
is, moreover, strictly convex. Indeed, if the local surface tension is strictly convex,
then it follows that the minimizing height function in the variational principle (1.5)
is unique, and hence is a limit shape. Many random surface models are known
to have a strictly convex local surface tension, e.g. domino tilings [13] and SAP
models [44]. For other models it is known that the local surface tension is not
strictly convex, e.g. the asymmetric five vertex model (a degenerate case of the
six-vertex model) [15].

* Characterize the fluctuations of the perturbed probability measure p,,. This is likely
a complex problem. By analogy to the dimer model studied in [28], we expect that
fluctuations may exhibit different asymptotics in different parts of the domain (even
asymptotically away from the boundary), and by analogy to the random bridge
model of [23], we expect non-trivial influences from the random potential.

e Simulations suggest that the arctic circle phenomenon is universal, i.e. that the
shape of the boundary between the frozen and non-frozen regions does not depend
on the realization of the random field or on the statistics of the random field. This
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universality may even extend to unbounded random fields; cf. Figure 2. A promising
method for studying the arctic circle is the tangent method described in [14].

* We conjecture that concentration of measure holds, at least in an appropriate
asymptotic sense, e.g. with high probability in the realization of the random field w.
It might be possible prove concentration by adapting the idea of the harmonic
embedding and corrector from the study of random walks in random environment,
as explained in e.g. [5].

A Ergodic theorem

Ergodic theory is a rich field of modern mathematics with an extensive literature.
This includes several variants of the superadditive (or subadditive) multidimensional
ergodic theorem, such as [45, 38, 2], which all propose technically different definitions of
superadditivity in the multidimensional setting. The definition of superadditivity in [2] is
a close match for our application (i.e. establishing that the limit almost surely exists in our
definition the quenched local surface tension). However we actually need a version of the
ergodic theorem with weaker hypotheses, to allow for asymptotically negligible errors
in the superadditivity inequality (3.11) and in the translation property (3.12). These
differences are not major or novel, but neither are they so trivial that we are comfortable
with omitting the proof of the ergodic theorem under these weaker hypotheses. At the
time of writing we have not been able to find this version of the ergodic theorem (or
a stronger version) in the literature, so we include a proof here. The proof follows [2]
closely; for each step in the argument below, we cite the corresponding step in [2].

Definition A.1 (Boxes in Z™). Forn € N, let S,, denote the box
Sp:=1[0,n)"NZ™.
Let B denote the set of boxes

B= {([al,bl) X o X [y b)) ﬂZm|
a; < b; for all i, where a;,b; € Z.},

and for k € IN, let B;, denote the set of boxes

By = {([a1,b1) X -+ X [am; b)) NZ™ € B
all a; and b; are divisible by k}.

Lemma A.2 (A covering lemma; cf. [2, Lemma 3.1]). Let Z be a finite subset of Z. For
each z € Z let n(z) > 1 be an integer. Then there is a set Z' C Z such that {z +S,(.) |z €
Z'} is a family of disjoint sets and such that

3m Z ‘Sn(z)| > |Z|
zeZ'’

This is a modification of a common covering lemma due to Wiener. The proof is
standard.

Theorem A.3 (A maximal inequality; cf. [2, Theorem 3.2]). For a > 0, let E,, denote the

event
1
E, = {limsustn > Oz} .
n>1 ‘Sn|
Then m
P(E,) < —~(F).
(Ba) < = 7 V(F)
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Proof. For N < M € NN, set

En o = { sup

FS >«
N<n<M |5 \ }

Clearly E, = Nn>o0 UnsN BN, Mm,q. SO it suffices to prove that

m
ajz’

Fix for now a larger integer K > M. We will soon take K — oo. But first, consider a
single w € Q. Define the set Z as follows:

P(EN, ) < (F) + o(N). (A1)

Z=Zw):={z€ Sk_m|Tw € ENma}

We make two claims about Z: first, that 1 ‘E|Z | is less than or equal to the right

hand side of (A.1) in the limit (see (A.3) for the precise inequality), and second, that
B ‘]E|Z | > P(EN, M) in the limit (see (A.4) for the precise inequality). After establishing
these two claims, the result will follow quickly.

Towards the first claim, consider any z € Z. There is an integer n(z) (implicitly
depending on w) such that N < n(z) < M and

1
m an(z) (TZW) > Q.

By (A.7), there exists Ny € IN (independent of z and w) such that, whenever N > N,

1
m Fois, ., (w)>

0] B

(A.2)
Apply the covering lemma (Lemma A.2), to pick z1,...,2 € Z (again, implicitly

depending on w) such that the boxes z; + S,,.,) are disjoint but 3™ 22:1 1Snizo| > 12].
Combining this with (A.2) we get

l
m 3771
2] <3™ |Sn(a| < ZFzﬁsm )
i=1

and since F' > 0 is almost superadditive,

l

Fspo + A(w) > [08nz,)l.

z1< 2
/ 1=1

Let e(N) = sup,>y ||S ‘l Note that £(V) — 0 as N — oco. Since the boxes z; + 5,
are disjoint and contained in Sk,

(2i)

m

3
Z| <

Taking expectations and dividing by |Sk| yields the first claim, namely

Fg, + A(w)e(N) |Sk]-

1 3™ E[Fs, ]
LRz < 2.
S TS O T8k

+ Al Lx (). (A.3)

Towards the second claim, observe that as random variables,

|Z| = Z ]-EN,M,a 0Tz

2€SK-—M
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By translation invariance of the measure P on the random potential (cf. Assumption 2.9),

E|Z| = Z IP(TZW S ENJV[’Q)

zESK_-M

= Z IP((JJ (S EN7M,Q)

Z2ESK_—M

= |Sk_m|P(ENM.a)-

In other words,
|SKk—m|

S22 Ts

P(En Ma)- (A.4)
\S |
Combining the two claims that were just established, namely (A.3) and (A.4), we have

ﬁ ]E[FSK]
a/2 |Skl

ISk —n|
|Sk|

Send K to infinity:

P(EN M) < + [[All Ly e(N).

P(ENM.a) < V() + (Al e(N).

3"
a2
This proves the desired inequality (A.1) and completes the proof of Theorem A.3. O

Lemma A.4 (Convergence of expectations; cf. [2, Lemma 3.4]).
1
v(F) = lim — E[Fs,]. (A.5)

Moreover, if H = (Hp)peg, is almost superadditive but defined only on boxes in By,
the same equality holds (except that both in the definition of y(H) and in the right-hand
side above, we only consider values of n that are divisible by k as we take n — c0).

Proof. By definition v = limsup,_ . ﬁE[an], so it suffices to show that
liminf,,_ o ﬁ]E[FS] > ~. Let k € IN. For n > k, we can subdivide the large box .S,, into
r > 1 translates of Sy, and s > 0 translates of Sy, say S, = U;_, (ui + S) UUj_, (v; + S1).
By the superadditivity property (A.6),

r

Fs, > Fus, + Y Fors, — A(r[0Sk] + s051]).

n —

i=1 j=1

, we have

r
> E[F F
= |Sn‘ [ Sk] |S | [ Sl]

r|0Sk|  s]0S1|
‘Emm5|+|&|

(rE|Fs, — F.ys,| 4 sE|Fs, — F.1g,])

— sup
ZEL™ |S |

1
|Sk| [Fsk] (n) - O(k)

Thus for every k > 1,

lim inf ; E[Fs, ] > E[Fs, ] — o(k),

n—oo |5y,

|5k|
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and (A.5) follows by taking k£ — oc.

Let us deal quickly with the case where the almost superadditive process H =
(Hp)Ben, is defined only on boxes in By, i.e. only on boxes whose vertices lie on points
of Z™ whose every coordinate is divisible by k. We may define a process F' = (Fg)pen
by scaling, i.e. Fg = ﬁHkB, where kB = {ku|u € B} is the k-fold rescaling of B. Then

1 1 1

o LS, Hs,, = wa—Fs.
|Sn| |SnHSk‘ g ‘Skn‘ *

so that v(F) = v(H), and the result just proven for F' also carries over (via linearity of
the limit) to H. O

Theorem A.5 (Ergodic theorem for almost superadditive random families). Let (2, F, P)
be a probability space, let T = (7y)uczm be a family of measure-preserving transfor-
mations on (Q, and let F = (Fp)pep be a family of L' random variables satisfying the
following three conditions:

e I is almost superadditive, i.e.

Fp > Fp —AY |0Bj| (as.), (A.6)

i=1 i=1

where A = A(w) : Q — [0,0) is an L' random variable.
e ForalluecZ™,

=0, (A.7)

lim sup —— L)

1
F, — Fg o,
n—00 4 c7m |Sn| u+Sn Sn “

where u + B = {u+ x|z € B} is the translation of B by u.
* The quantity y(F) = limsup,,_,, 15— E[Fs,] is finite.

Then the limit lim,,_, o |Slf‘

ergodic, then the limit is

Fs, exists almost surely and in L'. If moreover {7, },czmn is

lim —
n—oo |Sn|

Fs, =~(F).

Proof of Theorem A.5. The proof is in four steps.

Step 1 (reduction to /' > 0) Consider the to the additive process

C5() = Y Furs, (@) — AW)|B|.
ueB

By the superadditivity property (A.6), F’ = F'— G > 0. The desired convergence result

is known for additive processes, so it suffices to prove that ﬁFén converges almost

surely. So, from this point on we shall assume that the process F' is non-negative.

Step 2 (alternate rates of convergence) Let f = f(w) and f = f(w) denote respec-
tively the pointwise lim sup and lim inf of |571n|F5n' We shall show that, for m fixed, these

two functions are also the pointwise lim sup and lim inf of WI\FSW as k — oo.
e
. .. =(m) . . .
For convenience, we write f for the pointwise limsup of the sequence g—Fs,,,

as k — oo. Clearly f(m) < f. We must prove the opposite inequality. Consider first any
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two boxes B C B’. Since F is almost superadditive and non-negative, we have Fg/ >
Fp — O(|B']). In particular, when k = [ ],

O SWLTL m
Lo (Smpn/m1l)

}? _
5 EN EX

@ m[n/m] Z
Since |Sy.[n/m1l/|Sn| — 1, the left-hand side converges to f(m) as n — oo, and the
right-hand side converges to f. The corresponding result for f is proved similarly.

Step 3 (approximating F) Fix o > 0. Let £ = {w : f(w) — f(w) > a}. In order
to show that P(E) = 0, let ¢ > 0. By Lemma A.4, there exist k arbitrarily large such
that 5r |E[Fsk] > v — 5. Define an additive family H on By, (which, we recall, is the set of
boxes whose vertices all lie in the sub-lattice kZ™ C Z™) by

Hp= Y Fups, — A|BNKZ™||0S|.
ueBNkZ™

By almost superadditivity (A.6),
Fg> > Fups,—|Al > 10(u+Sk)| = Hp.
ueBNkZ™ uw€ BNkZm
Now let F/ = F' — H, so that F’ is a non-negative random family defined on By. It

holds that

fw) = f(w) :=limsup ——

n—o00 |Skn|

()

——Fg,  —liminf ——FYg
kn — 00 ‘Sk"‘ kn

1
= limsup —— F lim inf —— F!
n~>oop |Skn| Skn n—oo lSkn‘ Sn
(%) 1
< sup —— (A.8)

n—o00 ‘Skn‘ Sien”

In particular, () holds because H is additive, so it converges pointwise almost surely,
and (*x) holds because F’ > 0.

Next, we compute v(H) and v(F’). Applying Lemma A.4:

, 1
() = tim (L, )
lim (ZUESknﬁkzm E[Fu-*-sk} E[A] ‘Skn NkZ™| 8Sk|>

. 1 |0Sk| )
= lim Fs ] —E[A —o(k) | .
"—>°°(|Sk BlFs,] ~El4] | Sk *)

Note that n no longer appears in the final expression. Taking & — oo, we conclude
that v(H) > v(F) — e. Additionally from Lemma A.4, we can write y(F’) as a limit.
Importantly, + is linear, so y(F') = v(F) —v(H) < e.

By (A.8) the event E := {f — f > a} is contained in {sup,-, ﬁFZ@kn > a}. By

Lemma A.3,
3m (F’) < 3Me

P(F) < —
(E) < a2 T )2
Taking € — 0, we see that ]P(E) = 0. Since o > 0 was arbitrary, we conclude that f = f
almost surely, and thus that s ‘FS converges pointwise almost surely. O
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