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Directional relational event data, such as email data, often contain uni-
cast messages (i.e., messages of one sender toward one receiver) and multi-
cast messages (i.e., messages of one sender toward multiple receivers). The
Enron email data that is the focus in this paper consists of 31% multicast mes-
sages. Multicast messages contain important information about the roles of
actors in the network, which is needed for better understanding social interac-
tion dynamics. In this paper a multiplicative latent factor model is proposed
to analyze such relational data. For a given message, all potential receiver
actors are placed on a suitability scale, and the actors are included in the re-
ceiver set whose suitability score exceeds a threshold value. Unobserved het-
erogeneity in the social interaction behavior is captured using a multiplicative
latent factor structure with latent variables for actors (which differ for actors
as senders and receivers) and latent variables for individual messages. The
model is referred to as the multicast additive and multiplicative effects net-
work (mc-amen) model. A Bayesian computational algorithm, which relies
on Gibbs sampling, is proposed for model fitting. Model assessment is done
using posterior predictive checks. Numerical simulations show that the model
is widely applicable for various scenarios involving multicast messages. Fur-
thermore, a mc-amen model with a two-dimensional latent variable can accu-
rately capture the empirical distribution of the cardinality of the receiver set
and the composition of the receiver sets for commonly observed messages in
the Enron email data. In the Enron network, actors have a comparable (but
not identical) role as a sender and as a receiver in the network.

1. Introduction. Social behavior between individuals in a network can often be charac-
terized by short communication messages of one actor toward another actor or several other
actors. In an information network of employees in an organization, a relational event can be
an email message sent by an employee to one or several fellow employees (e.g., Mulder and
Leenders (2019), Perry and Wolfe (2013)), in a classroom a relational event can be a teacher
hushing one or several students (DuBois et al. (2013)), and in a military convoy a relational
event can be a soldier giving a command to one or more fellow soldiers (Leenders, Contractor
and DeChurch (2016)). Such relational data are becoming increasingly available due to the
technical innovations, e.g., email, instant messaging apps, or radio communication, which
have resulted in further development of statistical models for time-stamped social interaction
data (e.g., Arena, Mulder and Leenders (2022), Brandes, Lerner and Snijders (2009), Butts
(2008), Meijerink-Bosman et al. (2022), Meijerink-Bosman, Leenders and Mulder (2022),
Quintane et al. (2014), Stadtfeld and Block (2017)).

A key property of these relational data is that they contain unicast messages (i.e., messages
sent from one actor to another actor) as well as multicast messages (i.e., messages sent from
one actor to multiple other actors). The Enron email data (Cohen (2009)), as compiled by
Zhou et al. (2007) with M = 21,635 messages among N = 156 actors, which is the focus in
this paper, consists of 69% unicast messages and 31% multicast messages (Supplementary
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F1G. 1. Empirical distribution of the number of receivers per message in the Enron email data (Cohen (2009),
Zhou et al. (2007)).

Material). The empirical distribution of the cardinality of the receiver set over the entire data
is presented in Figure 1. The distribution of the number of receivers has a typical shape that is
often observed with email data in practice (e.g., see also the email data from Eckmann, Moses
and Sergi (2004) and Mulder and Leenders (2019)) where unicast messages are observed
most frequently, and the observed number of multicast messages tends to decrease as the size
of the receiver set grows.

Even though multicast relational data have not received a lot of attention in the statistical
literature, multicast messages reveal important insights about social relations between actors,
about social hierarchy of actors, and about the unique role of actors in a network. To make
this more concrete, we consider a subset of the messages sent between actors 26, 49, 53, 59,
and 130 in the Enron email network (all from the legal department) who sent 24, 77, 13, 408,
and 102 messages among each other, respectively, out of which 70.5% are unicast messages
and 29.5% multicast messages (similar as in the full data set). The observed frequencies of
the receiver sets of the most active sender (actor 59), with 408 sent messages, can be found
in Figure 2. First, we see that actor 130 is mainly popular as a receiver in unicast messages
and this actor is practically absent in multicast messages. This suggests that actor 130 has
a unique relation with this sender which is different from the other actors. It may be that
actor 59 and actor 130 are both involved in a specific project or topic which is not relevant
for the other actors. Second, we see that actors 49 and 53 have a similar role in terms of their
relative popularity in unicast messages (where actor 49 is slightly more popular) as well as in
multicast messages (where they generally appear both in frequently observed receiver sets,
namely, {49, 53} and {26, 49, 53}). This suggests that actors 49 and 53 have a similar role or
hierarchical level in the network in relation to actor 59. Third, we can see that actor 26 has a
somewhat subordinate role (relative to actor 49 and actor 53), as actor 26 is mainly popular
as a receiver when actors 49 and 53 are also in the receiver set, but actor 26 is not a popular
receiver in unicast messages.

Because most statistical approaches for modeling relational data are designed for dyadic
observations involving two actors, one could split all multicast messages into multiple unicast
messages of the sender to the different receivers. Effectively, we would then be left with the
frequencies of how often each actor appears as a receiver for every given sender and thereby
loose the unique information about the specific roles of actors contained in multicast mes-
sages. For example, for the above mentioned subset of messages that were sent by actor 59,
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FI1G. 2. Observed frequencies of the receiver sets of messages sent by actor 59 in a subset of the Enron data
consisting of actors 26, 49, 53, 59, and 130.

this separation step of the multicast messages would have resulted in observed inclusion pro-
portions of 0.25, 0.61, 0.55, and 0.22 for actors 26, 49, 53, and 130, respectively. Based on
these proportions, we can only conclude that actors 26 and 130 are less popular receivers
than actors 49 and 53. We no longer see the unique role of actor 130, the similar roles of
actor 49 and 53, or the subordinate role of actor 26 relative to actors 49 and 53. Another
issue of the separation step is that no information is available any more about the empirical
distribution of the number of receivers in the data (such as in Figure 1), making it problem-
atic (or practically impossible) to capture this property of the data when fitting a statistical
model. This separation step would also unduly blow up the number of observations result-
ing in a possible overestimation of our statistical certainty. For example, the 408 messages
sent by actor 59 would result in 666 unicast messages after separation. Finally, note that
directly modeling all possible compositions of the receiver set of multicast messages for a
given sender in a network of N actors will become computationally infeasible as the number
of compositions becomes tremedous (namely, 2V ~! — 1 when excluding the empty receiver
set). In sum, modeling email data (or relational data in general) with multicast messages is
challenging but important for applied social network research.

To address this problem, this paper presents a multicast additive and multiplicative effects
network (mc-amen) model for directly modeling unicast and multicast relational observa-
tions. The latent factor structure builds upon the amen model (Hoff (2015)). In the mc-amen
model, for a given message of a given sender, all potential receivers are placed on a latent
suitability scale where a higher (lower) suitability score makes it more (less) likely that the
actor will be included in the receiver set in a message. Next, a threshold value is drawn from a
truncated normal distribution that is bounded by the largest suitability score. Only the actors
whose suitability score exceed the threshold value are included in the receiver set of the mes-
sage. As will be shown, a truncated normal distribution for the threshold value results in the
typical distributional shape of the number of receivers as in Figure 1. Moreover, the mc-amen
model uses a multidimensional latent variable for the actors as well as for the messages to
capture unobserved heterogeneity in the data. A multiplicative approach is considered due
to its ability to capture unobserved interaction behavior between the actors, as implied by a
latent distance model (Hoff, Raftery and Handcock (2002)) and as implied by a stochastic
block model (DuBois, Butts and Smyth (2013), Nowicki and Snijders (2001)); for example,
see Hoff (2008, 2009). As the interaction behavior of actors be be different as a sender and
as a receiver, each actor has a the latent variable as a receiver and a latent variable as sender.
When viewing each dimension of a latent dimension as a different topic (or working project),
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these latent variables can be seen as a quantification of an actors’ interest or involvement in
this topic, either as a sender or as a receiver. Furthermore, the latent variables of the messages
then quantify the degree of whether each topic is covered in a given message. Consequently,
an actor is likely to become a receiver for a given message if the latent variables of this poten-
tial receiver, the latent variables of the sender, and the latent variables of the message are all
large (in absolute manner) and have an equal sign. Additionally, the average popularity of ac-
tors is modeled using a random effect and the effects of known covariates are modeled using
fixed effects. Finally, a normal error is added to the latent suitable scores, similar as a probit
regression model, to allow a straightforward posterior computation using Gibbs sampling in
a Bayesian framework.

The mc-amen model avoids potential limitations of related approaches for multicast mes-
sages. First, Perry and Wolfe (2013) extended the Cox proportional hazard model to relational
observations using a partial likelihood formulation for the actors in a receiver set for a given
sender, the observed time, and the number of receivers in a message. When conditioning on
the cardinality of the receiver set, it is implicitly assumed that an actor first chooses the size
of the receiver set and then chooses who to include as receivers in the message. This does not
seem to be a realistic mechanism in real life applications. Furthermore, their approach does
not provide a data generative mechanism for the number of receivers in a message, which is
a key stochastic property in the data. Furthermore, their approach does not include any latent
variables to capture potential unobserved heterogeneity. The mc-amen model on the other
hand provides a data generative mechanism of both the size of the receiver set and the actors
that are included in the receiver set. A flexible latent variable approach is implemented to
capture unobserved heterogeneity regarding the interaction behavior between actors.

Second, Shafiei and Chipman (2010) proposed a mixed membership stochastic block
model for the inclusion probabilities of the actors in the receiver set of a message sent by a
given sender. In their latent variable approach, actors have the same latent variable as sender
and receiver. This may not always be realistic, however. For example, a manager may be
likely to receive updates from his/her team members about a certain topic or working project
just to stay informed, but he/she may not be likely to send messages about this working
project him/herself. Moreover, by not considering latent variables for the messages, the po-
tential variability of topics in the messages is not captured. As will be shown in this paper, the
latent variables of the messages are effective to capture the composition of the receiver sets in
multicast messages. Another potential limitation of their approach is that the use of inclusion
probabilities for each potential receiver results in a strictly positive probability of an empty
receiver set. This contrasts with the observed data which only consists of receiver sets with
at least one receiver. These limitations are automatically handled by the mc-amen model.

The paper is organized as follows. Section 2 presents the multiplicative latent factor model
for relational data with multiple receivers. To fit the model, a Bayesian implementation is
considered. Prior specification and posterior predictive checks for model assessment are dis-
cussed. Next, Section 3 describes numerical simulations to assess the behavior of the mc-
amen model under different scenarios. Section 4 presents two analyses of the Enron email
network. First, an empirical analysis is discussed of the subset of actors 26, 49, 53, 59, and
130 that was also discussed in this Introduction. Second, an empirical analysis of the full data
set is discussed. The goal of the empirical analyses is to assess how well the mc-amen model
can capture: (i) the empirical distribution of the cardinality of receiver sets of the entire data
set (Figure 1) and (ii) the multicast interaction behavior between actors in the Enron network.
We end the paper with a discussion in Section 5.

2. A multiplicative latent factor model for relational events with multiple receivers.
We start with some notation. A network is considered for a set of actors denoted by A of
size | A| = N. The binary vector y,; of length N captures the receiver set of the ith message
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sent by actor a, where y,;,» = 1 if actor a’ is in the receiver set, and y,;,» = 0 if @’ is not in
the receiver set, fori =1, ..., m,, where m, is the number of messages sent by a. The total
number of messages in the data is denoted by M = Zfl\/:l my. The receiver set of message
i of actor a is then written as R,; = {a’|y4iwr = 1}. We assume that an actor cannot send a
message to one’s self (even though the model would allow for this if needed). The reason
is that messages sent to one’s self do not contain any information about the relationships
between actors.

We propose the following generative model for the binary receiver vector y,; for message i
sent by actor a:

Zgi,—a ™ N(oai,—a» In-1),

2
Cai |zai,—a ~ TN(/J“Ca 0., —0Q, Zai(N)),

(1)
- 1 if 2450 > Cai,
Yaia! = 0 elsewhere,

where the latent variable z,;, quantifies the suitability of message i for potential receiver ac-
tor @’ sent by actor a on a latent suitability scale, 6,;, is the mean suitability, c,; is a threshold
parameter for message i sent by a which follows a truncated normal distribution with mean
e and variance 062 in the subspace (—00, z4i(n)), and where z4;(n) is the Nth ordered value
of the latent suitability scores, that is, z4;(n) = max, {24, }. By using a truncated distribution
with upper bound z,;(n), the receiver set will never be empty. The mean . and the variance
JCZ of the distribution of the threshold parameters control the distribution of the number of
receivers across messages.

An additive and multiplicative latent effects model is considered for the mean suitability
score according to

() Oia’ = X;ll—ia/ﬂ + by + u(;r’va + u;rlwais
3) bar ~ N(1p. 03),

where x,;, is a vector of K observed predictor variables (e.g., exogenous or endogenous),
B contains the K unknown coefficients that quantify the relative importance of these predictor
variables, the random effect b, quantifies the average popularity of actor a’ as a receiver,
which follows a normal distribution with mean jt;, and variance obz, u, is a vector containing
the Q latent variables of actor a’ as a receiver, v, is a vector containing the Q latent variables
of actor a as sender, and w,; is a vector containing the Q latent variables of message i by
sender a.

Each latent variable can be viewed as a theme or topic on which an actor can be (in)active
as a sender or as a receiver or which is (not) important in a message. If a latent variable of
actor a as sender, vqq, is large in absolute value and of the same (opposite) sign as the latent
variable of a potential receiver actor a’, u,, it becomes likely (unlikely) for the sender to
include this potential receiver in the receiver set. Furthermore, the inner product of the latent
vectors imply that the multiplicative function is added for the different latent dimensions, that
18, u}va =Ug'1Vq1 + -+ Uy Vq- Similarly, if a latent variable of message i, wqiq, is large
in absolute sense and of the same (opposite) sign as the latent variable of a potential receiver
actor, uy/y, it becomes likely (unlikely) to include this potential receiver in the receiver set of
message i. By also including a latent variable for each message, the suitability scores of the
potential receivers are not conditionally independent, given the latent variables of the sender
and the potential receivers, the fixed effects, and the random popularity effects. Finally, note
that by assuming different latent variables of each actor as a receiver and as a sender, the
model allows for different roles of an actor as a receiver and as a sender on the latent topics.
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FI1G. 3. Graphical representation of the inclusion of the actors 3 and 5 in the receiver set for a message sent by
actor 2 based on the random threshold value c. The index of the sender actor a and message i are omitted.

Based on the fitted model to the data at hand, it can be investigated of course how strong the
latent variables of the actors as senders and as receivers correlate with each other.

In sum, the model builds on the following intuition. When an actor decides to send a
message, the sender actor determines the mean suitability for all potential receivers for the
given message which is based on observed predictor variables (e.g., observed past interactions
between actors or common locations where the actors work), the average popularity of the
actors as a receiver, the multiplicative function of the latent variables of the sender and the
potential receiver, and the multiplicative function of the latent variables of the message and
the potential receiver. Random normal errors with a variance of 1 are added to the suitability
scores. The suitability scores are placed on a latent scale. Subsequently, a threshold value
is drawn from a truncated normal distribution where the upper bound equal to the largest
suitability score. This ensures that the receiver set will always contain at least one actor, and
the actor with the largest suitability score will always be included (Figure 3). All actors are
included in the receiver set whose suitability score exceeds the drawn threshold value. Given
the suitability scores of potential receivers, z,;, 4, the inclusion probability for actor @’ in the
receiver set R; is then given by

Zaiq! —Mc
CI)( amg{ 6)

Pr(r € Ruilzai,—a, the, 0c) = m,
Oc¢

where ®(-) denotes the standard normal cdf.

Because the mean of the threshold values, 1., and the mean of the popularity parameters,
Wy, both define the location of the latent suitability scale, we fix u, = 0 and allow up to
be freely estimated to avoid identifiability issues. Moreover, the variance of the threshold
distribution, o2, is difficult to identify when the means of the popularity parameters, i1, are
freely estimated. This can be explained by the truncated normal distribution of the threshold
parameter (having an increasing shape as in Figure 3), which remains virtually identical for
specific combinations of the mean of the suitability scores and the standard deviation of
the threshold distribution. To avoid any identifiability issues as a result of this, the standard
deviation of the threshold distribution is fixed at o> = 1.

Given this truncated normal distribution of the threshold parameter having a mean param-
eter of 0 and a variance of 1, the distribution of the cardinality of the receiver set will follow
the typical decreasing shape we often see in email data with multicast messages (e.g., see
Figure 1 for the Enron email data) when the means of the suitability scores are all negative
(as in Figure 3). Consequently, the popularity parameters, b,, which serve as intercepts for
the mean of the suitability scores of each actor, will be negative when fitting the mc-amen
model to such data.
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2.1. Prior specification and posterior computation. For all free parameters, vague conju-
gate priors are considered to facilitate easy posterior sampling and to ensure that the posterior
is completely dominated by the data,

B~ N(By, W),
oy ~1G(ep, ),
ol ~IG(ac, ve).
Va, Uy, Wai ~ N(0,D),

where the hyperparameters are set to B =0, ¥o = 1e3lx, ap = yp = 0tc =y = 1, and
D = DIy. For the analysis of the Enron email data, a large prior variance is set for the latent
variables of D = 1e3.

The conditional posterior distributions for 8, b, u,, vy, and wg; then follow multivariate
normal distributions, the random effects variance abz follows inverse gamma distribution, and
the threshold parameters c;; follow truncated normal distributions N (i, (7(;2) in the interval
(max;.y;, =0{zsir}, min,.y, —1{zsir}). Finally, the conditional posterior for the latent suitabil-
ity scores is proportional to

7T(Zsi,—r|0si, Ysii—r» Csi) X N(osi,—r» Ip_1)

Zsi(P) — Mc)_l

X 1_[ 1(z5ir < Csi)l_YSir 1(zsir > Csi)ysirq)< .
C

r#s

To sample zg —,, first a candidate z;"i’_r is drawn from a multivariate truncated normal
NOsi,—r Xp—1) [ 125 1(zsir < i) TV 1(zgir > €)%, and the draw is accepted with prob-
. (@) —e) o) (-1
ability mm(W, 1), where z;
Metropolis—Hastings step. These conditional distributions can be used to obtain a MCMC
algorithm from which it is relatively straightforward to sample from, yielding posterior draws

from the fitted model.

is the previous (“/ — 17th) draw, using a

2.2. Assessing model fit using posterior predictive checks. Posterior predictive checks
are flexible to assess whether a model captures certain key characteristics of the data (e.g.,
Gelman et al. (2004), Meng (1994), Van Kollenburg, Mulder and Vermunt (2015)). Moreover,
in the presence of latent variables, posterior predictive checks are generally easier to apply
(and perhaps easier to interpret) than traditional model fit indices, which assess global fit
while correcting for model parsinomy, such as the BIC. For this reason posterior predictive
checks are used for evaluating the fit of the mc-amen model and, specifically, to determine
the number of dimensions of the latent variable for the actors and messages. Replicated data
sets are generated from the posterior predictive distribution using the posterior draws of the
unknown parameters from the fitted mc-amen model. These replicated data sets have the
same sample size as the observed data. Next, it is assessed whether certain characteristics of
interest, referred to as test statistics, are similar between the replicated data and the observed
data. If the differences are deemed to be too large, this suggests that the model badly captures
this characteristic of the observed data.

The following test statistics are used for the posterior predictive checks of the mc-amen
model:

1Based on our analyses, all results were virtually independent of the exact choice of the hyperparameters of the
inverse gamma priors.
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e The frequency of a specific combination of a sender and the receiver set in the observed
data (either for unicast messages or multicast messages). This will be done for the most
frequently observed combinations of senders and receiver sets.

e The distribution of the cardinality of the receiver sets over the entire data set. This will
show whether the distributional form of the size of the receiver sets in the observed data
is well-captured by the model, such as the typical decreasing trend as in the Enron data in
Figure 1.

e The transitivity in the entire data set, given by

1n(Y) = Z Z €s,j€j,r€s,r»

s#r je A\{s,r}

n(Y) = Z Z €s,j€j,rér,s,

s#r je A\{s,r}

where €5, = Y ; Vs.ir — ﬁ > i Vs.ir» that is, the difference between the total number
of messages sent by s to r receiver and the average number of receivers of messages sent
by s. For the current paper, we consider a posterior predictive check for transitivity, which
captures the tendency of actor s to send messages to actor r as a function of the number of
messages sent by s to other actors than r and the number of messages sent by these other
actors to r. Transitivity is often phrased as “the friends of my friends are my friends,”
an example of structural balance theory (Cartwright and Harary (1956), Heider (1946)).
Transitivity can also be seen as a form of “broker-skipping,” as it captures the tendency of
actors to skip intermediate actors in a communication network (e.g., Leenders, Contractor
and DeChurch (2016)). Multiplicative latent factor models, such as the mc-amen model,
are known to capture such higher-order dependency structures in the data (Hoff (2005,
2009)).

Note that the first quantity, that is, the number of observed messages of a specific sender to
a specific receiver set, is preferred over the number of messages of a specific sender to a
specific receiver based on all receiver set for this given sender, that is, the relative popularity
of an actor as a receiver for a given sender, when assessing model fit for relation with with
multicast messages. For example, if actor 1 sent 100 unicast messages to actor 2, 100 unicast
messages to actor 3, and no multicast messages to actors 2 and 3, the relative popularity of
actors 2 and 3 would be the same for this sender as when actor 1 had send 100 multicast
messages to both actors 2 and 3, and no unicast messages to actors 2 and 3 separately. Thus,
by solely looking at the relative popularity, we would not be able to see whether the multicast
behavior of actors in the observed data is well captured by the model.

3. Numerical simulations.

3.1. Simulation 1: Parameter recovery and model fit under different populations. Nu-
merical simulations were performed to get insights about the recovery of the parameters and
the performance of the model fit indicators. A network of 30 actors was considered hav-
ing a one-dimensional latent variable. Table 1 (Population O, first row) shows the parameter
values in a reference population, and the parameter values for six other populations. In Pop-
ulations la and 1b, the variances of the latent variable of the sender and the messages were
different (var(v,) < var(wyg ;) or var(v,) > var(w, ;)). In Populations 2a and 2b, the corre-
lations of the latent variables of actors as a sender and receiver differed (cor(u,, v,) = 0.7
or cor(uy, vg) = —0.7). In Population 3, the effects of the covariates was increased with a
factor of 4 making the latent variables relatively less important. In Population 4 there were
10 out of 30 actors having a larger standard deviation for the threshold parameter (namely,
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TABLE 1
Population values of the parameters for a network of 30 actors with a one-dimensional latent variable. For empty
cells the parameters are identical to the reference population (Population 0, first row). In Population 4 the
standard deviation of the threshold parameter was 1 for 20 actors and 5 for 10 actors

B (up,0p)  var(uyg) var(vyg) cor(upg,vig) var(wyg;)  Oc
Population 0 (—4.-10.1. 1) (~7,025) 1 1 0 1 1
Population 1a 0.1 10
Population 1b 10 0.1
Population 2a 0.7
Population 2b -0.7
Population 3 (-2,-1,0,1,2)
Population 4 lor5

o. = 5) resulting in considerably larger receiver sets for these 10 sending actors. Thus, under
Population 4, the model is misspecified, as the variance of the threshold parameters is fixed
at 1 for all actors under the mc-amen model. From each population, 25, 50, or 150 observa-
tions were generated from every sending actor. The covariates were generated from standard
normal distributions. In the generated data, the proportion of multicast messages varied be-
tween 55% and 75% across the different populations. Models were fitted with Q =0, 1, or
a two-dimensional latent variable. To assess model fit, the posterior predictive distributions
were considered for the frequencies of the 20 most commonly observed combinations of
senders and receiver sets as well as the frequencies of the cardinality of the observed receiver
sets. When fitting the models, we did not observe any label switching for the latent variables
with for the model with a two-dimensional latent variable. Note that the labels of the two
dimensions are arbitrary for this model type.

The 95% credibility intervals of the parameters and latent variables and posterior predic-
tive distributions can be found in the Supplementary Material (Mulder and Hoff (2024)).
The model with zero, one, and two latent variables are displayed in black, red, and green,
respectively. For Population 0 to Population 4, Figures S.1-2 show the credibility intervals
of the fixed effects, the random popularity parameters, and the latent variables of the actors
as senders and receivers. Figures S.8—14 show the posterior means of the latent variables
as a sender and as a receiver for the first latent dimension and for the second latent dimen-
sion (which is only available for the model with a two-dimensional latent variable). Finally,
the posterior predictive distribution of the cardinality of the receiver sets and the frequen-
cies of the 20 most commonly observed messages can be found in Figures S.15-21 and
Figures S.22-28, respectively. Under Population 0 we can see that the parameters can be
well-recovered (Figure S.1). Furthermore, we see that all three models (with Q = 0, one-,
and two-dimensional latent variables) are able to capture the distribution of cardinality of
the receiver set in the generated data (Figure S.15). Furthermore, Figure S.22 shows that
the model with no latent variables cannot capture the observed frequencies of the 20 most
commonly observed messages, while the model with a one-dimensional latent variable re-
sults in a satisfactory fit as well as the model with a two-dimensional latent variable shows
hardly any improvement. Based on these plots, we would conclude that the model with a
one-dimensional latent variable is preferred (as the fit is not improved for the mode with a
two-dimensional latent variable).

Under Populations 1a and 1b, the results are very similar to the results under Population 0.
Thus, different variances of the latent variables seem to be well-captured by the model (Fig-
ures S.19 and S.20). Under Populations 2a and 2b, the results are also comparable implying
that positive and negative correlations between the latent variables can be well-captured by
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the model. Under Population 3 all three models (with O =0, 1, or 2) fit the data approxi-
mately equally well (Figure S.23). This can be explained by the fact that the latent variables
have a much smaller impact in comparison to the fixed effects. In this situation the model
with zero latent variables would be preferred. Finally, under Population 4, the messages sent
by the 10 actors with o, = 5 had receiver sets with an average size of 11 and a standard
deviation of 10, and the messages sent by the other 20 actors with o, = 1 had receiver sets
with an average size of 1.4 with a standard deviation of 0.8. Figure S.28 shows that the
models with a zero- or one-dimensional latent variable result in a poor fit, which can be ex-
plained by model misspecification. Interestingly, however, the model with an additional latent
dimension (Q = 2) results in an acceptable fit. This implies that the additional latent dimen-
sion is able to pick up on this specific characteristic of the data. This can also be seen from
Figure S.14, which shows that the estimated latent variables of the actors as sender (v) are
clustered for these 10 actors and for the other 20 actors for one dimension under the model
with Q = 2. Furthermore, the model with a two-dimensional latent variable is also able to
capture the distribution of the cardinality of the receiver sets, unlike the model with zero- or
a one-dimensional latent variable (Figure S.21). In conclusion, these simulations show that
the mc-amen model is able to capture a wide range of populations.

3.2. Simulation 2: Simulations based on the Enron email network. A simulation study
was conducted to show the performance of the mc-amen model for analyzing network data
with multicast messages and to determine the dimensionality of the latent variable using pos-
terior predictive checks under a controlled situation. Network data were generated based on
the characteristics of the Enron email data, which consisted of 156 actors who sent a total of
21,635 messages among each other varying from zero to 1597 with a median of 56 messages.
To assess the effect of the sample size, three different sample sizes were considered in the
simulation: the same number of messages as sent by the actors in the Enron data, half the
number of messages as sent by the actors in the Enron data, and a quarter of the number
of messages as sent by the actors in the Enron data. A two-dimensional latent variable was
considered for the actors and messages where the latent variables of the actors as a receiver
were generated using a bivariate normal distribution with zero means and a variances of 1.8
and a covariance of 0.9, the latent messages of the actors as sender were independently gen-
erated from a uniform distribution in the interval (—1, 1), and the latent message variables
were independently drawn from a discrete distribution having a value of O or 0.5 both with a
probability of 0.5. These different distributions were considered to check how well the model
can handle such different types of latent variables. Finally, the 32 random predictors were
generated from normal distributions and the corresponding 32 coefficients (fixed effects) var-
ied from —0.7 to 0.5 for B to B3», respectively, which is the same as the mc-amen model we
will consider for the Enron email data (Section 4). Finally, the random popularity parameters
were generated using a normal distribution with mean —8.7 and a standard deviation of 1.
This resulted in a distribution of the cardinality of the receiver sets in the generated data that
is similar as in the Enron data (Figure 1). Thereby, the simulation serves as a proof of concept
for the analysis of the entire Enron email data.

For all three generated data sets, 600,000 posterior draws were obtained after burn-in of
which every 100th draw was stored to correct for autocorrelations. For one generated sample,
Figure 4 shows the posterior draws of the first five 8 coefficients and the five popularity
parameters and latent variables as sender and receiver of the first five actors based on a fitted
model with a three-dimensional latent variable for one data set (plots were made using the
“bayesplot” package; Gabry and Mahr (2017)). Overall, the trace plots show convergence.
The trace plots for the other parameters and other data sets looked similar.

Figure 5 shows the Bayesian credibility intervals of the 32 coefficients (top panels) and the
156 popularity parameters (lower panels, ordered by size) for a quarter of the sample size (left
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FI1G. 4. Trace plots of the posterior draws for a model with a latent variable with Q =0, 1, 2, and 3 dimensions
fitted to the simulated data.

panels), half the sample size (middle panels), and the full sample size (right panels). For ev-
ery parameter the intervals are displayed in batches of the fitted model with O =0, 1, 2, and
3 dimensions for the latent variable, displayed in black, blue, purple, and red, respectively.
Overall, the plots show that the relative magnitude of the parameters is fairly consistent for
the different models with Q =0, 1, 2, and 3 dimensions of the latent variable. We see that
for larger dimensions the popularity parameter becomes smaller on average. This can be a
consequence of the variance of the suitability scores which increases for larger dimensions
of the latent variable (because the mean suitability is modeled using model variance compo-
nents). By accordingly decreasing the means of the suitability scores (which is controlled the
popularity parameters), a similar distributional for the cardinality of the receiver sets can be
obtained.

To assess model fit, predictive distributions of different statistical quantities were sampled
under all fitted four models for all three data sets. To keep the presentation of the results as
concise as possible, Figure 6 shows the posterior predictive distributions for the number of
messages sent among the 40 most frequently observed combinations of senders and receivers
for the three different sample sizes (quarter sample size in the panels in the first column, half
the sample size in the second column, and the full sample size in the third column), the first
transitivity for the full sample size (fourth column), and the distribution of the cardinality of
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the receiver set in the full data (fifth column). The plots of the transitivity and the cardinality
for half the sample size and the quarter of the sample size looked similar and are, therefore,
omitted here. We see that the model without any latent variables (Figure 6, first row) does
not capture the observed frequencies very well. The first transitivity statistic is also poorly
captured by this model (fourth column). The distribution of the cardinality of the receiver
sets however is well-captured by this model (fifth column), which illustrates that the mc-
amen model is able to capture this property of the data very well, even when the model
shows a poor fit based on the frequencies. We see an improvement of the fit of the mc-amen
with a one-dimensional latent variable (second row), both in terms of the frequencies (in
particular, the first few most frequently observed dyads) and in terms of transitivity. There is
still some misfit though based on the observed frequencies for certain messages. This misfit
seems no longer present when a mc-amen model with a two-dimensional latent variable is
used (third row). This confirms our expectation because the data was also generated using a
mc-amen with a two-dimensional latent variable. Model fit only improves very slightly more
when further increasing the latent variable to Q = 3 dimensions (fourth row). Thus, to keep
the model as parsimonious as possible, the mc-amen model with a two-dimensional latent
variable seem to be preferred for all three data sets.

4. Analyses of the Enron email data.

4.1. Analysis of a subset. First we consider the subset of actors 26, 49, 53, 59, and 130
from the Enron email network discussed in the Introduction in this paper. The goal of this
analysis is to see whether the mc-amen model is able to properly capture the multicast behav-
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in the observed data.

ior between the actors, to give some insights about the importance of latent variables to model
multicast messages, and to show a comparison with existing approaches in a simple setup.
No covariates were included in the analysis. In total, 624 were send among these actors with
most messages (408) sent by actor 59 (see the receiver sets and in Figure 2). We fit a mc-amen
model with no latent variables, a mc-amen model with a one-dimensional latent variable only
for the actors and not for the messages (so without using w,; ), a mc-amen model with a one-
dimensional latent variable for all actors as well as messages, and a mc-amen model with a
two-dimensional latent variable for all actors and messages. The first model with no latent
variables is comparable with the model of Perry and Wolfe (2013), which also does not con-
tain any latent variables. The second model with a one-dimensional latent variable for only
the actors and not the messages is comparable with the model of Shafiei and Chipman (2010)
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(their model was more restrictive, however, because the latent variables of the actors were
equal as sender and as receiver).

Figure 7 shows the trace plots of the posteriors of the popularity parameters and latent
variables of the actors for the model with a one-dimensional latent variable for the actors and
messages (the other models showed comparable results). Overall, the plots show reasonably
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FI1G. 8. Posterior predictive distributions of the frequencies of the receiver sets of messages sent by actor 59
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messages (second row), a model with one latent variable for all actors and messages (third row), and a model
with a two-dimensional latent variable for all actors and messages (fourth row). The crosses and vertical lines
correspond to the respective quantities in the observed data.

good mixing based on 500,000 draws of which every 100th draw is stored. Moreover, we see
that the posteriors of the latent variables for the actors as receivers (u,) differ from the latent
variables as sender (v, ), which suggests that actors have different roles as sender and receiver
regarding the unobserved heterogeneity.

Figure 8 (left column) shows the replicated frequencies for the nine observed receiver sets
of messages sent by actor 59 and the remaining possible receivers sets (denoted by “other”)
using the four fitted models. We see that the first model with no latent variables and the second
model with only a one-dimensional latent variable for the actors and not for the messages
both badly fit the observed data, while the latter two models with latent variables for both
the actors and messages fit the data quite well. Figure 8 (middle panels) shows the posterior
predictive distributions of the first transitivity statistic for the four models (the plots for the
second statistic looked comparable). We see that only the mc-amen model with no latent
variables results in a poor fit while the other models fit this property of the data quite well, in
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particular, the model with a two-dimensional latent variable. Figure 8 (right column) shows
that all four models capture the cardinality of the receiver sets over all messages in the data
quite well. This again illustrates that the mc-amen model (also without any latent variables)
is able to capture the observed distribution of the number of receivers per message in the
complete data. Based on all these results, the third mc-amen model with a one-dimensional
latent variable for the actors and messages seems to be preferred, as it results in an accurate
fit to the data and the it is more parsimonious than the fourth model with a two-dimensional
latent variable.

To give some insights of the importance of the latent variables of the messages to model
multicast interaction behavior, Figure 9 displays the posterior means of the latent variables
of the 408 messages sent by actor 59 where the nine different numbers (with different colors)
refer to the nine different observed receiver sets for sender 59 (see left panels in Figure 8),
for example, “1” refers to receiver set {49, 53}, “2” refers to receiver set {130}, etc. As can
be seen the posterior means of the latent variables are practically equal for the same receiver
sets. This shows that the latent variables of the messages play an important role when fitting
the observed receiver sets. It is also interesting to see that for second receiver set “2,” that is,
{130}, the estimated latent variables are negative causing a large decrease of the suitability
scores of actors 26, 49, and 53, due to their large and positive latent variables as receiver,
that is, uoe, 149, and us3 (Figure 7), and thus making only actor 130, with an estimated
latent variable of approximately 0, to be a very suitable receiver. Similar explanations can be
provided for the other receiver sets based on these results.

4.2. Analysis of the full Enron email data. The full Enron email data consisting of 21,635
messages which were sent among 156 actors between November 13, 1998, and June 21, 2002.
The employees’ genders (male, female), seniority (junior, senior), their type of work (‘“Legal
Trading, Other”), title (‘Specialist, Administrator,” etc.) and their department (“ENA Gas
Financial, Energy Operations,” etc.) were also available. Following Perry & Wolfe (2013), we
considered seven different inertia and reciprocity statistics for seven different time intervals,
dummy covariates for all 16 combinations of senders and receivers working in “Legel” (1 =
yes, 0 = no), working in “Trading” (1 = yes, 0 = no), being junior (1 = yes, 0 = no),
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FI1G. 10. Trace plots of the first five coefficients (first row), the popularity parameters of the first five actors
(second row), the first latent variable of the first five actors as receiver (third row), and the first latent variable of
the first five actors as sender (fourth row).

being female (1 = yes, 0 = no). We also added two dummy covariates of whether sender
and receiver have the same title and whether they work in the same department. In total, this
resulted in 32 covariates. All these covariates were standardized over the entire dataset.

A mc-amen was fit to these data with Q =0, 1, 2, 3, and 4 dimensions. In the MCMC
sampler, every 100th draw was stored. After burn-in, the trace plot of the posterior draws
of the first five coefficients, the popularity parameters of the first five actors, the first latent
variable of the first five actors as receiver, and the first latent variable of the first five actors as
sender in the model with Q = 2 dimensional latent variable are displayed in Figure 10. The
trace plots of the other parameters and other models were comparable and omitted to keep
the results concise. Overall, the mixing looks acceptable.

Figure 11 shows the posterior credibility intervals of the coefficients (first row) and the
popularity parameter (second row) for a mc-amen model with a latent variable with Q = 0,
1, 2, 3, and 4 dimensions fitted to the Enron email data. Again, we see that the relative size
of the estimated coefficients is fairly consistent over all 32 parameters for the five different
models with differing latent dimensionality. This suggests that conclusions about the rela-
tive importance of the covariates are largely unaffected of the dimensionality of the latent
variable of the fitted mc-amen model. Furthermore, we see that the posterior intervals of the
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FI1G. 11. Posterior credibility intervals of the coefficients (upper panel) and the popularity parameter (lower
panel) for a mc-amen model with a latent variable with Q =0, 1, 2, 3, and 4 dimensions fitted to the Enron email

data.

popularity parameters become lower on average as the dimensionality increases, similar as in
the simulated data.

Next, Figure 12 displays the posterior predictive distributions of the number of messages
for the 20 most frequently observed combinations of senders and receivers in the observed
data, the 21 to 80 most frequently observed combinations, the cardinality of the receiver sets
over all data, and the two transitivity measures. In the first two columns the red and blue
crosses denote the observed frequencies of the unicast and multicast messages, respectively.
The model without latent variables (Figure 12, first row) clearly shows the worst fit. The
model badly captures the frequency even of the most often observed messages (from actor 20
to actor 131) and also badly captures the frequencies of certain multicast messages (specifi-
cally of actor 20 to actors {61, 122, 131} and of actor 20 to actors {61, 113, 122, 131}). The
misfit of the frequency of the number of messages of actor 20 to actor 131 can be explained
by the fact that 131 is a popular receiver of messages sent by actor 20 for both unicast mes-
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FI1G. 12. Posterior predictive distributions of the frequencies of the one to 20 most frequently observed messages
(first column), the frequencies of the 21 to 80 most frequently observed messages (second column), the distribution
of the cardinality of the receiver set over all messages (third column), the two transitivity measures (fourth and
fifth column) for a model with zero, one, two, three, and four dimensions of the latent variable (first to fifth row).
The crosses and vertical lines correspond to the respective quantities in the observed data.

sages as well as multicast messages. Because the model assumes that unicast messages are
on average more likely than multicast messages (because this is suggested from the data),
the predicted frequencies of unicast messages of actor 20 to actor 131 become overestimated.
This misfit considerably decreases for the mc-amen with a one-dimensional latent variable
(Figure 12, second row), even though the frequencies of some of these 20 most commonly ob-
served messages still show some misfit. This misfit has largely disappeared for the mc-amen
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FI1G. 13. Posterior means of each latent variable of an actor as receiver (ug) vs. the latent variable as sender
(vg) for all latent variables in a mc-amen model with Q = 1, 2, 3, and 4 dimensions for the latent variable.

model with a two-dimensional latent variable (Figure 12, third row). For the 20 most fre-
quently observed messages, the fit does not become much better for the mc-amen with a
three-dimensional latent variable (Figure 12, fourth row) or a four-dimensional latent variable
(Figure 12, fifth row). The same conclusion can be drawn when looking at the cardinality of
the receiver set in the complete data set (Figure 12, third column) and the first transitivity
measure (Figure 12, fourth column). For the second transitivity measure, the misfit may still
be considered too large for the mc-amen with two dimensions. Based on this measure, a mc-
amen model with three or four dimensions may be preferred. To avoid an overly complex
model, while still maintaining a reasonable fit, the mc-amen model with a two-dimensional
latent variable may be preferred based on these posterior predictive checks.

Next, we investigate how strong the latent variables of the actors as sender and as receiver
are correlated. For this purpose the posterior means of latent variables under all models are
computed. The results are displayed in Figure 13. The plots show the anticipated positive
correlations for all latent variables under all models. Moreover, we see that the variability of
the latent variables of actors as sender is considerably larger than the variability of the latent
variable of actors as receiver. This, however, does not imply that actors vary more in their
tendency to send messages in comparison to their tendency to receive messages because the fit
is invariant to the scale of the latent variables, that is, uZ,va = (huy) " (h~'v,) and qua,- =
(ha,) T (h~'wy;), for any constant & > 0. In the fitted model, the standard deviations of the
estimated latent variables of the messages were approximately 30, which is comparable to
the variability of the latent sender variables.
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Based on these results, we can conclude the following. First, the mc-amen model is able
to capture the (typical) decreasing shape of the empirical distribution of the cardinality of the
receiver set in the Enron data (Figure 1) quite well. Second, the multiplicative latent factor
structure in the mc-amen model is able to capture the multicast interaction behavior between
actors quite well. Third, increasing the dimensionality of the latent variables generally result
in an improved fit to the data. To avoid an overly complex model for the Enron data, the mc-
amen model with a two-dimensional latent variable would be preferred. Fourth, the relative
magnitude of the coefficients (fixed effects) depends little on the dimensionality of the latent
variables.

5. Discussion. A multicast additive and multiplicative effects network (mc-amen) model
was proposed for analyzing relational data that contain unicast messages (i.e., an observation
of one actor toward another actor) and multicast messages (i.e., an observation of one actor
toward multiple other actors). The multicast behavior is captured by placing the potential
receivers of a given message sent by a given receiver on a suitability scale where a larger
suitability score of a potential receiver results in a larger probability of being included in
the receiver set. The suitability score is modeled using probit regression model of observed
predictors variables and latent variables. Subsequently, a threshold parameter is drawn from
a truncated normal distribution with an upper bound that is equal to the largest suitability
score. Actors are included in the receiver set who have a larger suitability score than the
threshold parameter. To capture any unobserved heterogeneity regarding the social interaction
behavior in the network, a multiplicative approach is considered for the latent variables. This
multiplicative approach encompasses both the discrete stochastic block model as well as
the continuous latent distance model (Hoff (2008)). The mc-amen includes separate latent
variables for the actors as sender and as potential receiver. Thereby, actors are allowed to
have a different (latent) tendency to send messages as to receive messages. Furthermore, by
including latent variables for the individual messages, it is possible to capture heterogeneous
interaction behavior between a given sender and potential receivers.

The analyses of the Enron email data showed that the mc-amen model can accurately cap-
ture the empirical distribution of the cardinality of receiver sets that is typically observed in
email data (where the probability tends to decrease as the cardinality increases, making uni-
cast messages more likely than messages to two receivers, which in turn is more likely than
messages to three receivers, etc.). Furthermore, the model is able to capture heterogeneous
interaction behavior between actors in unicast messages as well as multicast messages. Fur-
thermore, the data showed a positive correlation between the latent variables of the actors as
receivers and as senders, which suggests that actors have a similar (but not identical) inter-
action behavior as a sender and as a receiver. To assess model fit posterior predictive checks
were use based on the observed frequencies of the most commonly observed combinations of
senders and receivers, the transitivity in the data, and the distribution of the cardinality of the
receiver sets. This resulted in preference for a mc-amen model with a two-dimensional latent
variable for the Enron data (where a more parsimonious model with fewer latent variables
was preferred to avoid an overly complex model).

Different directions would be important to pursue for future research. In particular, it
would be important to improve the computational efficiency of the algorithm when fitting
the model. Because the mc-amen has many latent variables which depend on each other in
a complex manner, posterior mixing can be slow resulting large autocorrelations (for this
reason we used every 100th posterior draw in our analyses). Mixing could potentially be
improved using orthogonal transformations of the parameters and by sampling the parame-
ters in larger blocks where possible. Another potential computational improvement could be
achieved using variational Bayesian algorithms. Another interesting direction for future re-
search is to explore other distributions of the threshold parameters than the truncated normal
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distributions. This is important for data with other types of shapes for the empirical distribu-
tions of the cardinality of the receiver set, for instance, when multicast messages are more
frequently observed than unicast messages. A last interesting direction for future research we
mention here is to extend the mc-amen model with an additional clustering step, which will
allocate the actors in the same clusters if they show similar interaction behavior (e.g., similar
as was done by Handcock, Raftery and Tantrum (2007), for the latent distance model). This
could be done using a multivariate normal mixture model for the latent variables. Note that,
even though the current mc-amen model does not parameterize this clustering step explicitly,
it would of course be possible to identify clusters of actors if their estimated latent variables
are close to each other based on the fitted mc-amen model.
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