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Test-negative designs have rapidly become an appealing approach to as-
sess disease interventions when randomization is not feasible and specifically
used to measure the effectiveness of vaccines in the field (Vaccine 31 (2013)
2165–2168). An innovative extension of the test-negative design was recently
used to assess the impact of a mosquito intervention where the intervention
was applied at a cluster level with cluster assignment chosen at random, the
AWED (applying Wolbachia to eliminate dengue) trial. The primary anal-
ysis reported was intention-to-treat (ITT) (Trials 19 (2018) 302; N. Engl.
J. Med. 384 (2021) 2177–2186). However, the level of uptake of the inter-
vention on mosquitoes was routinely captured in all clusters over time, and,
furthermore, participants’ mobility across clusters was measured in the time
immediately preceding the onset of symptoms (whether test-positive or test-
negative). Combinations of these measurements provide proxies for the true
exposure to the intervention, thereby permitting an “as treated” assessment.
We consider the use of marginal generalized estimating equations (GEE) and
conditional generalized inear mixed models (GLMM) to estimate as treated
efficacy, contrasting both with the ITT. We illustrate the strengths and chal-
lenges of these methods in the context of the AWED trial, highlighting several
ways that common approaches to analysis of clustered data can yield incor-
rect results that can in turn be obscured and compounded by limitations in
routine software. In addition, we estimate a greater level of intervention effi-
cacy than shown in the ITT analysis.

1. Introduction. Cluster-randomized trials employing test-negative sampling (CR-TND)
aim to evaluate the efficacy of community-level interventions in an efficient and cost-effective
manner (Anders et al. (2018a), Jewell et al. (2019)). Similar to traditional cluster-randomized
trials (CRTs), clusters are randomized to either receive a community-level intervention or to
act as control. The intervention status for any individual is determined by cluster member-
ship such that intention-to-treat analyses classify individuals who live within treated clusters
as treated and individuals within control clusters as not treated. Unlike traditional CRTs that
require the enrollment and intensive longitudinal surveillance of cluster cohorts, test-negative
sampling utilizes existing surveillance systems to identify and enroll symptomatic health-care
seeking patients. Once enrolled, individuals are tested for the disease of interest, and cluster
membership is recorded. Those who test positive are classified as cases, and those who test
negative as controls. The process of sampling and enrolling individuals over the study period
thus resembles a variant of a case-control study design (technically closest to a case-cohort
design).
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Considerable work has been done to highlight the key assumptions necessary for unbiased
estimation of intervention efficacy in the setting of a test-negative design (Jackson and Nelson
(2013), Sullivan, Tchetgen and Cowling (2016)). These assumptions, and their criticisms,
have been reexamined for use in a CR-TND by Anders et al. (2018a). For convenience the
primary assumptions required are reiterated in the Supplementary Material (Fogelson et al.
(2024)).

In the following we focus on estimation of the true comparative population incidence rate
of testing positive across the two arms, the intervention relative risk. With no covariates,
inference of this relative risk can be based on a variety of estimation techniques including
the aggregate marginal odds ratio. When covariates are of interest and there are a reason-
able number of clusters, the intervention relative risk can also be estimated through classical
clustered modeling approaches such as marginal GEEs (Jewell et al. (2019)). Individual-level
GLMMs, with random effects varying across clusters, target a related but distinct population
parameter, a cluster-specific relative risk, as discussed in further detail in Section 3. A case-
only approach is described in Dufault and Jewell (2020), but validity depends crucially on
randomization if there is differential health-care seeking behavior across arms.

In some cluster-randomized designs, individual participant data may be available that cap-
ture adherence to the intervention. In such cases a secondary as treated analysis is often of
interest. We note here the distinction between an as treated analysis (where measures of ad-
herence are available at the individual level) and a per protocol analysis, which excludes
individuals who do not adhere to the full intervention for a variety of reasons; see Smith,
Coffman and Hudgens (2021) and Shrier et al. (2014). An as treated approach is possible for
the AWED trial, where data on both individual mobility and spread of Wolbachia-infected
mosquitoes allow consideration of contamination of control clusters and less than perfect
coverage for individuals residing in intervention clusters. A primary purpose of this paper is
to illustrate the necessity of going beyond typical marginal and mixed models approaches, as
naive regression structures in these techniques may provide misleading results. In particular,
we implement modelling approaches recommended in Neuhaus and Kalbfleisch (1998) and
Begg and Parides (2003) for modelling clustered data with covariates that vary within clus-
ters. Apart from the novel design of this trial, this allows broader consideration of potential
sources of bias in handling clustered data, including from widely-used models that do not
yield the estimands they intend.

These modeling issues are motivated by the World Mosquito Program’s balanced parallel-
arm CR-TND trial (AWED) that was designed to evaluate the efficacy of Wolbachia-infected
mosquito deployment in reducing the burden of symptomatic dengue transmission in Yo-
gyakarta City, Indonesia. With its population of approximately 400,000 persons, Yogyakarta
was divided into 24 contiguous clusters each measuring approximately 1 km2 in size. Twelve
of the clusters were randomly assigned to the intervention arm, which received releases of
Wolbachia-infected mosquitoes. Wolbachia successfully transinfected in nonnative hosts such
as Aedes aegypti mosquitoes, the primary vectors of dengue, has been shown to disrupt the
transmission of dengue and other flaviviruses by minimizing virus replication within the vec-
tor (Johnson (2015)). The remaining 12 clusters were assigned as control clusters (Figure 1).

Individuals who seek care at community health clinics who present with symptoms com-
patible with the clinical case definition of dengue and consent to enroll in the trial are sub-
jected to laboratory testing for dengue, which determines their test-positive (case) or test-
negative (control) status. Figure 1 shows the locations of the clinics. For further details of the
trial, see Anders et al. (2018a) and Jewell et al. (2019), which provide discussion on the key
assumptions.

Cavany et al. (2021) use the AWED trial as a case study and demonstrate how: (i) human
mobility, (ii) intervention dilution, and (iii) cluster size may result in conservatively-biased
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FIG. 1. Map of Yogyakarta City trial area showing cluster assignments and locations of enrolling primary care
clinics.

efficacy estimates. Their discussion anticipates the broad thrust of our as treated assessment
that examines the extent to which adjustment for human mobility and intervention dilution
leads to greater efficacy estimates than initially reported.

2. Lack of perfect intervention in AWED trial. The AWED data allows for the calcu-
lation of two potential metrics for capturing true Wolbachia exposure at the individual-level
(Anders et al. (2018b), Anders et al. (2020)). The first, “WEI Activity” (WEI-A) is based on:
(i) human activity and (ii) Wolbachia prevalence in mosquitoes in all locations. The activ-
ity component takes into account self-reported locations where study participants spent time
during daylight hours (5 a.m. to 9 p.m.) for the 10 days prior to reporting to a clinic with a
febrile illness as well as the duration of the visits. In addition, for each cluster an aggregate
Wolbachia prevalence was calculated monthly, based on mosquito trap surveillance data at
several locations in each cluster. A continuous individual exposure index between 0 and 1 was
then constructed by multiplying these cluster-level prevalence data during the month that the
participant was recruited by their time spent at locations within any cluster. Calculation of
individual exposure indices was carried out blinded to case/control status to remove observer
bias. For further details, see Anders et al. (2018b).

An alternative exposure index was based solely on the individual’s place of residence and
measurements of the cluster-level Wolbachia prevalence in the participant’s cluster of resi-
dence (for the calendar month of enrolment). We refer to this metric as “WEI Residence”
(WEI-R). This metric ignores a participant’s recent travel history, reflecting the possibility
that dengue exposure risk is likely higher at home vs. other locations (Anders et al. (2018b)).
Both exposure measures were predetermined in the study protocol (Anders et al. (2018b)).

Figure 2 shows crude histograms for observed WEI-A and WEI-R measurements for each
participant (whether test-positive or test-negative) for each cluster, differentiated by inter-
vention arm. WEI-A and WEI-R exposure indices for intervention and untreated clusters are
clearly concentrated at higher and lower levels, respectively, more so for WEI-R in both arms.
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FIG. 2. WEI-A (top left and top right) and WEI-R (bottom left and bottom right) by cluster number, divided by
intervention status.

These phenomena are expected by design. The distribution of WEI-R in control clusters is in-
fluenced by some contamination by Wolbachia-infected mosquitoes over time, also reflected
in WEI-A, the latter measure also capturing potentially impactful human mobility.

3. AWED as treated analyses using Wolbachia exposure indices. Initially, three sim-
ple models were fit to the data for both exposure indices that reflect common approaches to
the modelling of clustered data: (i) a population-averaged logistic regression based on gener-
alized estimating equations (GEE) methods, (ii) a logistic link generalized linear mixed model
(GLMM) with random intercepts, and (iii) this GLMM supplemented by random slopes. For
the GEE analysis we use both independent and exchangeable working correlation structures
with robust standard errors. Under certain assumptions the choice of different working corre-
lation structures may influence the efficiency of intervention effect estimates but not change
the estimand of the estimates themselves. To illustrate methodological challenges, for sim-
plicity we focus here on treating the exposure indices of the previous section as continuous
explanatory variables with linearity assumptions on a logit scale for the infection outcome.
Dufault et al. (2023) take a simpler approach using a categorical version of a closely related
exposure index, thereby avoiding any linearity assumption. We return to these choices in the
discussion.

Note that GLMM models yield cluster-specific effect estimates, while GEE methods pro-
vide marginal, or population-averaged, estimates that are directly comparable to previous ITT
estimates. Due to the noncollapsibility of the odds ratio, these two methods target different
population parameters. That is, the odds ratio conditioned on some factor (here cluster iden-
tity) differs from the marginal odds ratio obtained by collapsing over clusters (Daniel, Zhang
and Farewell (2021)). In principal, we might anticipate the cluster-specific effect to be farther
from the null than the marginal effect (Diggle et al. (2002)), assuming the former is based
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TABLE 1
GEE results for WEI-A and WEI-R, odds scale

Marginal effects (GEE) for WEI-A and WEI-R

Working correlation Odds ratio estimate (SE; p-value; 95% CI)

WEI-A Independence 0.19 (0.06; <0.001; 0.11–0.34)
Exchangeable 0.71 (0.20; 0.21; 0.41–1.22)

WEI-R Independence 0.21 (0.05; <0.001; 0.13–0.35)
Exchangeable 0.58 (0.23; 0.17; 0.26–1.26)

on a GLMM with random intercepts only. Regression estimates for both of these approaches
are reported in Tables 1 and 2 for both WEI-A and WEI-R, where coefficients have been
transformed to Odds Ratios for ease of interpretation.

3.1. Naive model results. The GEE estimate with an independent working correlation
structure shows that exposure to Wolbachia, based on WEI-A, yields an estimated odds ratio
of 0.19, reflecting an estimated reduction in the odds of contracting symptomatic dengue of
81%, when comparing no exposure (WEI-A = 0) to perfect exposure (WEI-A = 1), an effect
that is highly statistically significant. This is very similar to the ITT estimated odds ratio of
0.23 (Utarini et al. (2021)) and to the as treated analysis provided in their Supplementary
Figure S9A, which compared the highest WEI-A category from [0.8–1.0] to the lowest [0.0–
0.2] yielding an estimated odds ratio of 0.75.

On the other hand, using an exchangeable working correlation structure, the estimated odds
ratio is 0.71, or only a 29% reduction in risk associated with the intervention, without reach-
ing statistical significance (p = 0.21). This is in marked contrast to both the ITT estimate
and that achieved above with an independent working correlation. As anticipated, precision
in estimation of the log-odds ratio (and thus the odds ratio) is somewhat greater when us-
ing exchangeable correlation. Similar results are found with the WEI-R index, although the
difference between the point estimates using the two working correlation structures remains
notable it is slightly more muted.

Of course, it is possible that the simple regression structure of Table 1 is misspecified,
and we return to this below in Section 4. A more fundamental explanation arises from un-
derstanding the conditions required to obtain consistent GEE estimates that are robust to
misspecification of the working correlation structure. Pepe and Anderson (1994) show that,
in longitudinal settings, the selection of a working correlation structure may affect proper-
ties of estimates obtained by GEE methods. The issue occurs similarly with clustered data as
here. Specifically, they note that a key condition for the consistency of GEE estimates is that
a marginal expectation of the outcome equals a partly-conditional expectation,

(1) E(Ytj |Xtj ) = E(Ytj |Xtj ,Xij , i �= t),

TABLE 2
Naïve conditional effects (GLMM) for WEI-A and WEI-R, odds scale

Model Odds ratio estimate (SE; p-value; 95% CI) SD of slope (SE; 95% CI)

WEI-A Random Int. 0.70 (0.24; 0.30; 0.35–1.38) N/A
Random Int. and Slope 0.63 (0.23; 0.21; 0.30–1.31) 0.68 (0.37; 0.23–1.99)

WEI-R Random Int. 0.50 (0.23; 0.13; 0.20–1.22) N/A
Random Int. and Slope 0.98 (0.54; 0.97; 0.33–2.88) 1.77 (0.49; 1.03–3.06)
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where Y and X are the outcome and covariate(s), respectively, and j indexes clusters and t

and i individuals within a cluster.
For cluster-constant covariates, (1) is automatically satisfied. However, the modified score

estimating equation used in GEE does not have mean 0, as required, if (1) fails to be true,
except with a diagonal working correlation structure such as independence. In other words,
when (1) fails, use of a nondiagonal structure, such as exchangeability, results in biased GEE
regression estimates, even asymptotically. The literature often refers to this phenomenon as
GEE bias.

The validity of (1) in the AWED trial is questionable since with an infectious agent such as
the dengue virus, an individual’s risk of infection may be influenced by other individuals’ risk
levels when those individuals are in close geographic proximity, such as living in the same
cluster. This observation explains the similarity of the ITT estimate with the GEE effect based
on an independence working correlation and, simultaneously, suggests that the exchangeable
correlation regression results may be unreliable. We note that the rule of thumb of comparing
naive and robust standard error (SE) estimates to assess adequacy of the working correlation
structure does not identify the issue with exchangeability here. For example, for WEI-A,
with an independent structure, the naive SE on the log odds scale is 0.17, compared to a
robust SE of 0.30. With an exchangeable structure, the naive SE is 0.25, compared to a robust
SE of 0.28, suggesting incorrectly that the exchangeable correlation working structure is
reasonable.

We now turn to estimates based on a logistic GLMM which are, of course, not subject
to GEE bias. We focus first on a simple random intercept model. The cluster-specific effect
estimate for the same change in WEI-A (comparing WEI-A = 0 to WEI-A = 1) yields an
estimated odds ratio of 0.70 (Table 2), or only a 30% reduction in the cluster-specific risk
of infection, with a nonsignificant p-value of 0.3. Note that this cluster-specific estimate is
naturally interpreted as the reduction in odds comparing no exposure (WEI-A = 0) to perfect
exposure (WEI-A = 1) within any specific cluster, conditional on the random effect. How-
ever, this interpretation requires a leap of faith as most of the information for this estimate
arises from between-cluster comparisons, an issue we explore in greater depth in Section 4.
Similar results are found for WEI-R with an estimated cluster-specific odds ratio of 0.50,
although again the difference between the marginal and GLMM estimated odds ratios are
somewhat less pronounced. A χ̄2 test for the variance of the random intercepts yields a p-
value < 0.001 for both exposure indices. After accounting for the covariate, this test assesses
whether there is evidence for statistical clustering of the outcome variable (here, dengue in-
fection), thereby confirming the implicit suggestion of substantial within-cluster correlation
from the GEE model (as shown by the need for a robust variance estimator). The χ̄2 test is
based on the likelihood ratio (LR) statistic whose asymptotic null distribution must be modi-
fied from standard LR methods since the null value (zero variance of the random intercepts) is
on the boundary of the parameter space. The true asymptotic distribution involves a mixture
of χ2 distributions (Stram and Lee (1994)).

Based on an independent working structure, the estimated marginal effect of WEI-A is
much farther from the null than the cluster-specific GLMM estimate, contrary to theory if the
random intercept model is correct. This occurs also for WEI-R, although the difference is
somewhat reduced. Some light is shed on this issue if one adds random slopes to the model.
Neuhaus and Kalbfleisch (1998) showed that the property that cluster-specific effects are
farther from the null than marginal effects does not hold, in general, in the presence of clus-
ter variation in slopes. Here the estimated “average” odds ratio across clusters (obtained by
exponentiating the average log-odds ratio) is 0.63 (Table 2), which is slightly closer to the
estimated marginal effect although still considerably closer to the null. For WEI-R the “aver-
age” odds ratio across clusters is only 0.98, very close to the null but with a high estimated
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standard deviation for the slope distribution, presumably because there is so little variation
in WEI-R in many of the clusters (particularly the intervention clusters). Use of either an
Akaike or Bayesian Information Criterion indicates a slight preference towards the random
intercepts only approach (we discuss more formal approaches to inference briefly below).

We make two observations: (i) there is little statistical evidence for the need for random
slopes so that the latter only partially explain why the marginal effect is so much farther
from the null, and (ii) the random slopes GLMM (for WEI-A) suggests that 25% of the
cluster-specific slopes yield an odds ratio > 1, that is, a deleterious within-cluster effect of
the intervention. The latter necessarily moves the average odds ratio closer to the null, thus
empirically explaining part of the reason we see a cluster-specific effect that is less pro-
nounced than the marginal effect. In this regard, what does one make of several clusters
apparently reflecting a deleterious effect of exposure within the cluster? Individual logistic
models, fit separately for each cluster, confirm this finding with more than half the clusters,
13 out of 24, suggesting a detrimental effect of the intervention based on the exposure index
WEI-A. However, the individual cluster approach makes no use of information that compares
infection patterns across clusters, the level at which the intervention is randomized.

In summary, irregularities in both the GEE and GLMM analyses suggest a more nuanced
analysis of exposure through a decomposition of exposure effects within and between clus-
ters, particularly in contexts like here where exposure varies far more between than within.
We pursue this in the next section.

We end this section by noting some software challenges in conducting formal inference
of the impact of adding random slopes to a random intercept logistic GLMM model. Stata
17 does not carry out χ̄2 tests with the appropriate degrees of freedom to test additional
random effects terms. A recently developed R package, vartestnlme, provides the capability
to inferentially compare more complex models using the appropriate mixture distribution.
However, common functions for fitting mixed models with binary outcomes in R, such as
lmer and glmer, do not support adequate numerical integration estimates for models with
random slopes—when adding random effect terms beyond random intercepts; these models
are limited to a single adaptive Gaussian quadrature point, the Laplacian estimator, which is
unsatisfactory.

4. Decomposing within- and between-cluster effects of Wolbachia exposure. To ad-
dress concerns from the last section, we focus on two estimands simultaneously: (i) the effect
of living in a cluster with a high level of Wolbachia as opposed to living in a cluster with a
low level, the “between-cluster effect” (as captured by a covariate X̄j that captures the mean
exposure index for cluster j ), and (ii) the effect of having greater or lesser Wolbachia expo-
sure than the average for one’s cluster of residence, the “within-cluster effect,” as captured by
the covariate Xij for the ith subject in the j th cluster. These effects can either be estimated
marginally (through GEE) or as cluster-specific effects based on a GLMM.

Neither of these cluster-specific estimands are the same as those obtained from the ap-
proaches of Section 3, which fail to differentiate these two effects. Neuhaus and Kalbfleisch
(1998) call into question the conventional use of mixed models for clustered data based on
solely modeling within-cluster-varying covariates. Coefficients from such models are typi-
cally treated as providing cluster-specific effect estimates, ignoring that between-cluster and
within-cluster effects of a variable may be different, as is possible for the AWED interven-
tion, where the protective effect of living in a high-Wolbachia cluster may be far greater than
the impact of changes in exposure for an individual who lives in a protected area (or a control
area for that matter).

This distinction is discussed further by Begg and Parides (2003) who argue that a key
advantage of clustered data is the ability to assess these distinct estimands. In addition, for
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observational longitudinal data, the effect of an individual-constant covariate is likely subject
to confounding by other individual characteristics (known or unknown), whereas the within-
person effect is less likely to suffer such bias. We shall argue that the reverse is true here with
clustered data, in part, because of the randomisation of the clusters to intervention.

Begg and Parides highlight several possible models that differentiate within- and between-
cluster covariate effects, using what they refer to as cluster-level centering, and it is their judg-
ment that the model proposed by Neuhaus and Kalbfleisch, using X̄j for the between-cluster
effect and Xij − X̄j for the within-cluster effect, should be avoided because of the likelihood
of misinterpreting these parameters; they favor a model that simply uses the cluster-level
mean exposure, X̄j , and the exposure of a single unit within the cluster, Xij . Using the con-
structed variable Xij − X̄j leaves one open to misinterpreting the within-cluster effect.

We thus focus on the following model:

(2) h
(
E[Yij |Xij , X̄j ]) = β0 + βWXij + βBX̄j ,

where h is the usual logistic link function. This represents a marginal model, but the same ap-
proach is immediately adaptable to the analogous GLMM. For example, a random-intercept
GLMM may be specified as follows:

Yij |b0j ∼ Bernoulli(πij ),

logit(πij ) = β0 + βWXij + βBX̄j + b0j ,

b0j ∼ N
(
0, σ 2

b0

)
.

Clusters are indexed by j = 1, . . . , n, and individuals within clusters are indexed by i =
1, . . . ,mj , where mj is the number of individuals in cluster j . Yij is the dengue status of
person i in cluster j , with their probability of dengue infection modeled as πij .

We assume here an understanding of the underlying assumptions of both the marginal and
GLMM logistic regression models noted above. While the GEE marginal approach does not
depend on any assumption about within-cluster correlation (after adjustment for covariates),
regression model specification remains critical, as illustrated by our discussion of GEE bias
above, as does the assumption of cluster independence. For GLMM models, model specifica-
tion and cluster independence are also key assumptions while this approach further assumes
conditional independence after adjustment for the random effects and included covariates;
that is, the GLMM model assumes that within-cluster correlation can be entirely accounted
for by including the appropriate random effects and covariates. For further discussion and
examples of these two modeling approaches, see Begg and Parides (2003).

After decomposing the exposure indices in this fashion, new GEE and GLMM models
were fit to assess and differentiate cluster-constant and within-cluster effects of Wolbachia
exposure.

4.1. Results. From Table 3, using an independent working correlation, the decomposed
GEE estimates of the marginal model (2) for WEI-A estimates the population averaged
between-cluster effect of a one-unit increase in cluster-averaged Wolbachia exposure by an
odds ratio of 0.06 (95% CI 0.02–0.14), holding an individual’s exposure fixed. That is, this
odds ratio reflects a comparison between two individuals who share identical WEI-A values
but reside in either a cluster with all individuals having WEI-A = 1 vs. all having WEI-A = 0.
Of course, in a finite sample it is not possible for such a comparison to exist in the observed
data, so it is likely more interpretable to consider a smaller increase in the cluster average
WEI-A (say, 0.5, e.g.) for the cluster-constant average exposure variable (with a 0.5 increase
in X̄i , the estimated odds ratio is 0.24). This level of increase would marginally compare two
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TABLE 3
Partitioned marginal effects (GEE) for WEI-A and WEI-R, odds scale

Working correlation Between-cluster coefficient Within-cluster coefficient
(SE; p-value; 95% CI) (SE; p-value; 95% CI)

WEI-A Independence 0.06 (0.03; <0.001; 0.02–0.14) 1.56 (0.60; 0.25; 0.73–3.33)
Exchangeable 0.07 (0.03; <0.001; 0.03–0.17) 1.54 (0.54; 0.23; 0.77–3.08)

WEI-R Independence 0.02 (0.02; <0.001; 0.00–0.15) 7.17 (6.67; 0.03; 1.16–44.35)
Exchangeable 0.03 (0.02; <0.001; 0.00–0.16) 6.88 (6.09; 0.03; 1.21–39.00)

individuals with the same individual level of WEI-A but who reside in two clusters whose av-
erage WEI-A differs by 0.5 units. The evidence for a positive effect of increased cluster-level
exposure to the intervention is seen to be very strongly statistically significant (p < 0.001).
This effect is estimated to be somewhat stronger for WEI-R.

From the same GEE model, the marginal within-cluster effect of a unit increase in WEI-
A is captured by an estimated odds ratio of 1.56 (95% CI 0.73–3.33), holding the cluster-
averaged exposure fixed. This marginal effect compares two individuals who reside in clusters
with the same cluster average WEI-A (e.g., the same cluster) but whose individual WEI-A
exposure differs by one unit. Again, it might be advisable to report the odds ratio associated
with a smaller more realistic increase, smaller than one unit. This effect is seen to not be
statistically significant, although it qualitatively suggests a surprising negative effect of ex-
posure within clusters. We again see a similar effect for WEI-R with a very high odds ratio,
albeit with also a very high standard error. The very substantial uncertainty in estimating this
effect reflects far smaller within-cluster variation in WEI-R than WEI-A.

Using an exchangeable working correlation structure within GEE for WEI-A yields very
similar findings with the marginal between-cluster odds ratio of 0.07 (95% CI 0.03–0.17)
and within-cluster odds ratio of 1.54 (95% CI 0.77–3.08). It appears that condition (1) for the
absence of GEE bias may likely be satisfied when one includes both individual and cluster
average exposure measurements as covariates as shown in (2). The interpretation is then that
an individual’s risk of infection may be impacted by the average level of exposure in fellow
cluster members but not by any additional pattern of those exposures so that, in this case,
there is no longer a concern about GEE bias. Thus, this example illustrates that GEE bias
can be reduced or eliminated by careful choice of covariates. This phenomenon is also noted
when WEI-R is used.

Turning to the random intercept GLMM model, the conditional between-cluster effect of
a one-unit increase in WEI-A is associated with an estimated odds ratio of 0.06 (95% CI
0.03–0.14) or an efficacy of 94% (95% CI 86%–97%), holding individual exposure fixed;
see Table 4. This result is again highly statistically significant. The estimate for the within-
cluster effect of a one-unit increase in WEI-A, holding the cluster average exposure fixed,
yields an odds ratio of 1.58 (95% CI 0.74–3.34). While this result is not statistically signifi-
cant (p = 0.24), it again suggests a detrimental within-cluster effect of additional Wolbachia
exposure. For both estimates the confidence intervals are Normal-based but reflect a boot-
strap estimate of the standard errors. Overall, a likelihood ratio test with a null hypothesis
of equal between- and within-cluster exposure effects shows strong evidence in favor of the
modeling approach with decomposed effects (p < 0.001). An additional likelihood ratio test,
comparing the random intercept model with a model for WEI-A with a (i) a random slope
for the within-cluster exposure variable, shows no evidence of heterogeneous slopes across
clusters (p = 0.91). For WEI-R we also see similar results from the GLMM analysis as those
produced by the marginal approach, as shown in Table 4.
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TABLE 4
Partitioned Conditional Effects (GLMM) for WEI-A and WEI-R, odds scale (the degrees of freedom for both

models is four)

Between-cluster coefficient Within-cluster coefficient AIC BIC
Model (SE; p-value; 95% CI) (SE; p-value; 95% CI)

WEI-A Random Int. 0.06 (0.03; <0.001; 0.03–0.14) 1.58 (0.60; 0.24; 0.74–3.34) 2721.5 2748
WEI-R Random Int. 0.02 (0.02; <0.001; 0.00–0.16) 8.15 (8.56; 0.05; 1.04–63.81) 2708.6 2735

With this choice of covariates, the conundrum about the sizes of cluster-specific vs.
marginal effects has essentially disappeared. The cluster-specific and marginal effects are
almost the same, with the former being very slightly farther from the null than the latter for
both exposure indices. This suggests the the clusters do not vary substantially in their over-
all levels of dengue incidence (after adjusting for covariates), although random effects are
necessary to capture within-cluster dependence.

For interpretation we note that, in either the marginal or GLMM model, the striking
between-cluster effect is not likely to suffer from confounding by other cluster-constant co-
variates since average exposure is largely determined by the intervention status of cluster
of residence, which was randomly allocated (and moreover, used constrained randomization
due to the relatively small number of clusters). This view is supported by a comparison of
baseline cluster and individual characteristics across the intervention arms, as displayed in
Table S.1 in Utarini et al. (2021). However, within-cluster variation in individual exposure is
observational and not randomly determined and thus may suffer from factors that determine
why some individuals in intervention clusters have lower exposure indices with a similar
comment for control clusters. For example, more affluent individuals (and their children)
may have greater mobility (and thus lower exposures in intervention clusters) but be able to
have higher protection against mosquitoes in their place of residence. In this regard, we note,
however, that the unexpected positive association of within-cluster exposure and increased
dengue risk does not appear to differ between intervention and control clusters (as measured
by using an interaction term between exposure and within-cluster exposure in marginal or
GLMM models).

An additional source of temporal confounding may arise because of the way individual de-
viations in exposure are calculated within a cluster. If we consider that Wolbachia prevalence
is likely to only move in the direction of increasing prevalence, a month-to-month change in
cluster-level Wolbachia necessitates that earlier recruits will tend to have lower exposure in-
dices. It is also likely that variation will differ in the untreated and intervention clusters, with
untreated clusters having larger swings in aggregate Wolbachia prevalence (as they begin at
zero and slowly increase throughout the study period). There is considerable evidence from
the study data that supports this speculation, as illustrated by Figure 2 of Utarini et al. (2021),
in addition to increased dengue cases over the course of the study. To address the effect of
calendar time, all observations were assigned to four calendar time periods that cover the 26
months of the trial (the first three of six months length, and the final one of eight months).
Using indicator variables to include these time periods into the regression models produces a
substantial change in the within-cluster effect for both WEI-A and WEI-R. Specifically, the
GEE estimate of the marginal within-cluster odds ratio of a unit increase in WEI-A changes
from 1.54 to 1.02, whether independent or exchangeable correlation is used, with the former
having a 95% confidence interval of (0.55, 1.89), Similarly, the GLMM odds ratio estimate
changes from 1.58 to 1.00 (95% CI: 0.49, 2.04). The estimated between-cluster odds ratio
remains very low, at 0.09 (95% CI: 0.04, 1.18) under GEE with an independent working
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correlation (with very similar results under exchangeable correlation). The between-cluster
GLMM estimated odds ratio is 0.10 (95% CI: 0.04, 0.26).

Thus, the adjustment for calendar time has completely eradicated any suggestion of a
within-cluster effect of WEI-A. The effect of this time confounding is similar for WEI-R
where the GLMM odds ratio is now estimated at the lower value of 3.82 (95% CI: 0.86, 16.87)
with a p-value of 0.08. The marginal odds ratio estimates are similarly moved considerably
closer to the null than before, and slightly smaller than the GLMM estimate, but with larger
p-values that are greater than 0.3. In summary, it appears that any apparent impact of within-
cluster variation of exposure is no longer evident when the confounding effects of time are
removed.

We note that the exposure index, WEI-R, has no variation within a cluster over short time
windows by definition, contributing to the lack of precision of estimated effects using this
exposure measure. A cluster-averaged WEI-R also averages out variation over the course of
the study, for example, due to contamination, introducing information from other time points
with little relevance to risk of infection at a given time.

Finally, Neuhaus and Kalbfleisch (1998) provide further discussion of how regression co-
efficients from the naive models of Section 3 relate to the decomposed coefficients βB and
βW of Section 4, as determined by characteristics of the covariate distribution within cluster
and how such vary from cluster to cluster.

5. Discussion. The models show very high conditional and marginal between-cluster ef-
ficacy when considering increases in either WEI-A or WEI-R. For WEI-A, at a cluster level,
the intervention has very high efficacy. After addressing calendar time effects, there is little
to no evidence of a within-cluster effect for individual exposure changes. The results demon-
strate that the intervention is especially efficacious in cases where human mobility does not
result in significantly reduced exposure to Wolbachia-infected Aedes Aegypti, yielding no-
tably higher efficacy estimates than the ITT analysis. Specifically, efficacy is now always
estimated to be greater than 90%, as compared to the reported ITT estimate of 77%.

Further consideration of the assumption of linear effects on the log-odds scale for exposure
variables may be warranted, as the dose response may well not be linear across its full range.
Given that many of the exposure levels are concentrated where we might anticipate a reduced
dose response and that estimates of the between-cluster effects from the decomposed model
are so close to 100% efficacy, we might expect to see both a diminished dose response and
suspect extrapolation to larger changes of individual exposure. The latter reflects that we do
not observe large within-cluster changes in exposure in either intervention or control clusters.
This extrapolation also casts further doubt on the within-cluster exposure effects and explains
the large uncertainty around such estimates. Dufault et al. (2023) avoid a linear assumption
by using exposure categories, obtaining consistent results as ours for the between cluster
efficacy (although they do not discuss the decomposition described in Section 4).

The value of the more nuanced measures of exposure have served a purpose in showing that
the ITT estimate of the intervention efficacy is somewhat diluted, due to small deviations from
perfect adherence to the intervention caused by mobility of both mosquitoes and participants.
On the other hand, small deviations in individual estimated exposure for those living within
the same cluster appear to make little difference to the risk of clinical dengue infection.

The exposure measures used here doubtless suffer from measurement error, which will
only dilute intervention effects further. This adds to the attracation of exposure category com-
parisons, rather than relying on a continuous measure, as called for in the study protocol. We
focused here on continuous measures, as this approach more simply illustrates the highlighted
issues surrounding modelling; categorical analyses also yield similar findings, as noted.

Figure 2 illustrates extreme skewness of the exposure indices in either intervention or
untreated clusters. This suggests that using mean cluster exposure to contrast with individual
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exposure in the decomposition of Section 4 may not be the optimal choice. For example,
one could use the median cluster exposure as an alternative. Taking this issue further, other
cluster-constant proxies of “average” cluster exposure might be suitable choice to “center”
individual exposure, including cluster status (with regard to the intervention) itself. In the
example both exposure indices are highly correlated with intervention status (see Figure 2),
so this choice may be moot. But the general question deserves further research and illustration
in other examples.

Statistically, these analyses illustrate that assessment of as treated effects in cluster stud-
ies is challenging and requires nuanced approaches. Naive applications of GEE of GLMM
methods can lead to very misleading findings. The potential for GEE bias is substantial but
can be reduced, or eliminated, by a careful choice of suitable covariates when available. This
approach may allow an investigator to exploit potential precision gains by using nondiag-
onal working correlation structures without paying a price in bias. Further, decomposition
of within- and between-cluster effects will generally be essential in understanding the true
impacts of an intervention or exposure. Finally, an alternative intriguing causal inference ap-
proach to imperfect intervention adherence in cluster-randomized trials involves the use of
the randomization indicator as an instrumental variable; for an introduction to these ideas;
see, for example, Agbla, De Stavola and DiazOrdaz (2020), Agbla and DiazOrdaz (2018),
and Kang and Keele (2018).
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