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#### Abstract

In this paper, we propose the nonparametric empirical Bayes (NPEB) estimator based on the nonparametric maximum likelihood estimation (NPMLE) in Poisson mean vector estimation, also known as the $g$-modeling in the nonparametric empirical Bayes method. Due to the recent developments of highly scalable algorithms of empirical Bayes, it is more attractive to use $g$-modelling, while most of the studies have focused on the performance of $f$-modeling in the NPEB estimator. We study the theoretical properties of the NPEB estimator of Poisson mean vector based on $g$-modeling combined with the NPMLE, such as the convergence rate, and compare our result with some existing studies. Our simulation studies and real data examples of protein domain data show that the estimator based on the $g$-modeling outperforms existing $f$-modeling based estimators in both computational efficiency and accuracy.
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## 1. Introduction

In this paper, we consider the simultaneous mean vector $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{n}\right)$ estimation based on the observed data vector $\boldsymbol{X}=\left(X_{1}, \ldots, X_{n}\right)$. There are two general problems of estimation of Normal and Poisson mean vectors, and there has been tremendous effort to develop efficient estimators for both problems. Regarding the Normal mean vector, the most recent development of estimators includes the nonparametric empirical Bayes (NPEB) approach by [2] and general maximum likelihood estimation (GMLE) by [14]. These methods are shown to be better than classical linear estimators such as Stein's shrinkage estimator. [8] demonstrated two types of empirical Bayes approaches, called $g$-modeling and $f$-modeling: the former is based on estimating the prior distribution of mean values, while the latter is based on estimation of the marginal density. In fact, [2] and [14] are $f$-modeling and $g$-modeling, respectively. [14] included delicate theoretical results on $g$-modeling on estimation of the Normal mean vector, including risk-consistency for different scenarios. The extensive literature on the Poisson mean vector estimation has also been done along with this Normal mean vector. For example, the James-Stein type estimators in [12] and [5] and NPEB in [19], [24] and [7]. [25] and [23] originally proposed NPEB estimator based on $f$-modeling using estimate of the marginal probability function of $X_{i}$. In addition, [20] proposed a regularized Robbins type NPEB estimator and investigated the asymptotic performance of their regularized NPEB estimator. Meanwhile,
[3] showed the necessity of modifying the Robbin's estimator in their numerical studies and proposed modified version of the Robbin's estimator by smoothing the marginal probabilities and imposing monotonicity on the estimated decision function. Furthermore, they also considered a Normal approximation to the Poisson model.

To the best of our knowledge, most studies on estimating the Poisson mean vector have focused on the $f$-modeling and its theoretical properties. On the other hand, the $g$-modeling in the estimation of Poisson mean vector based on the nonparametric maximum likelihood estimation (NPMLE) [16] has not been investigated theoretically, although it has been used in practice, and there have been many studies on the Normal model [14, 15, 13].

Thanks to the development of some highly scalable algorithms, such as [18], the g-modeling based on the NPMLE is getting more attention in such estimation problems since it is more efficient in reflecting the structure of mean values, for example, bi-modality and sparsity, etc. With this motivation, we propose the Poisson mean vector estimator based on the $g$-modeling version of the nonparametric empirical Bayes method ( $g$-NPEB). In particular, we present theoretical results of our proposed $g$-NPEB from the view of the convergence rate of risk and provide numerical studies to compare with methods based on $f$ modeling such as [20] and [3]. Inspired by many previous kinds of research such as $[30,28,32,14]$, our theoretical development and proof techniques are based on the empirical process for evaluating the properties of a maximum likelihood estimator.

In terms of application, estimation of the Poisson mean vector has been paid relatively less attention than that of the Normal mean vector. However, since counting data in genetics, such as RNAseq and protein data, are becoming more common, it is more demanding to consider accurate and computationally efficient statistical inference for those types of count data. As real data examples, we provide protein domain data sets that consist of mutation counts from different positions in the protein domain. The numbers of mutation counts for different positions are modeled using Poisson distribution, and it is of interest to estimate the intensity of mutations for each position.

This paper is organized as follows. In Section 2, we present the $g$-NPEB estimator based on the NPMLE to estimate the mixing distribution. Section 3 includes the main results on asymptotic properties of the estimator, such as the convergence rate of the risk of the estimator and section 4 provides the detail of the proof of the main results. Section 5 and section 6 show simulation studies and real data examples of protein domains, respectively, and we also compare with some existing methods. We provide concluding remarks and proofs in Section 7 and Appendices, respectively.

## 2. Simultaneous Poisson mean vector estimation

Suppose we have independent bivariate random vectors $\left(X_{i}, \theta_{i}\right) i=1, \ldots, n$ such that $X_{i} \mid \theta_{i} \sim \operatorname{Poisson}\left(\theta_{i}\right)$ for a given $\theta_{i}$ under a probability measure $P_{n, \boldsymbol{\theta}}$
with deterministic $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{n}\right)$. When $\left(\theta_{1}, \ldots, \theta_{n}\right)$ is fixed, estimation of $\boldsymbol{\theta}$ is known as a compound decision problem in [25] On the other hand, when $\theta_{i}$ s are generated from an unknown distribution $G$, it is known as an empirical Bayes estimation problem. In the next section, we describe the relationship between a compound decision problem and empirical Bayes. Throughout this paper, we consider the compound decision problem for the unknown and deterministic parameters $\boldsymbol{\theta}$ which is also considered for Normal distribution in [14].

Based on the observed vector $\left(X_{1}, \ldots, X_{n}\right)$, one main goal is to present estimator of $\boldsymbol{\theta}$ by minimizing the square error $L_{n}(\widehat{\boldsymbol{\theta}}, \boldsymbol{\theta})=\frac{1}{n} \sum_{i=1}^{n}\left(\widehat{\theta}_{i}-\theta_{i}\right)^{2}$ or $E L_{n}(\widehat{\boldsymbol{\theta}}, \boldsymbol{\theta})$ for some estimator $\widehat{\boldsymbol{\theta}}$. There have been numerous studies on this estimation problem; James-Stein type estimators by [12] and [5] nonparametric empirical Bayes estimator (NPEB) by [19] and [24] and [7]. One most typical well known estimator is the Robbins estimator, which is the nonparametric empirical Bayes type estimator proposed by [24] which is

$$
\begin{equation*}
\widehat{\theta}=\widehat{E}(\theta \mid X=x)=\frac{(x+1) \widehat{p}_{G}(x+1)}{\widehat{p}_{G}(x)} \tag{2.1}
\end{equation*}
$$

where $p_{G}(x)=\int p(x \mid \theta) d G(\theta)$ for $p(x \mid \theta)=\frac{e^{-\theta} \theta^{x}}{x!}$ and its estimator $\widehat{p}_{G}(x)=$ $\frac{\#\left\{X_{i}=x\right\}}{n}$ is the relative frequency of $X_{i}=x$. The estimated Bayes rule in (2.1) depends only on estimator of the marginal probability $p_{G}(x)$. However, if $\widehat{p}_{G}(x)=$ 0 or $\widehat{p}_{G}(x) \approx 0$ and $(x+1) \widehat{p}_{G}(x+1)>0$, then the estimator (2.1) is not well defined or not stable. To avoid this, there are different ways of estimating $p_{G}(x)$ such as regularization of 2.1, for example [20] proposed to use

$$
\begin{equation*}
\widehat{\theta}=x+\frac{(x+1) \widehat{p}_{G}(x+1)-x \widehat{p}_{G}(x)}{\widehat{p}_{G}(x) \vee \rho} \tag{2.2}
\end{equation*}
$$

for some regularizing constant $\rho$ and $a \vee b=\max (a, b)$. [20] investigated some asymptotic performances of (2.2) such that the regularized estimator in (2.2) obtains the risk consistency, but not any result of rate of convergence. The numerical studies in [20] demonstrates that the estimator in (2.2) achieves slow convergence rate to the optimal risk. [3] also provided the convergence rate of the risk of (2.1). In fact, [3] does not discuss the theoretical property of their proposed estimator, which is based on the tuning parameter chosen by crossvalidation.

While [20] and [3] used the idea of $f$-modeling, we consider the NPEB using the NPMLE of $G$ which is based on the $g$-modeling in [8]. This idea in the simultaneous estimation problem has been used in [14] for Normal mean vector estimation. In Poisson mean vector estimation, it can be used similarly. However, the derivation of asymptotic properties is different from those in Normal mean vector estimation since the parameter of the Poisson distribution affects the variance as well as mean and the mean of the Normal distribution with fixed scale parameter is simply location parameter. It is attractive to use the $g$ modeling since the estimation of $G$ is expected to provide a more flexible fitting to the various structure of mean values.

## 3. Main results

In this section, we provide asymptotic results for Poisson mean vector estimation based on the NPMLE. Although there have been numerous studies on simultaneous estimation of Poisson means, theoretical studies such as optimality are limited. [20] provided the risk consistency of the regularized Robbins estimator under increasing parameter space as $n$ increases. [3] proposed the data splitting method to estimate a tuning parameter to improve the Robbins estimator. Both of these studies focus on the Robbins estimator, which is $f$-modeling in [8].

In particular, we discuss the asymptotic performance of the $g$-modeling which is based on estimating $G$ resulting in $\widehat{p}_{G}(x)=p_{\widehat{G}}(x)$. Throughout this paper, we assume the true underlying $G_{0}$ of mean values has a bounded support such that

$$
\begin{equation*}
G_{0}([0, b])=1, \tag{3.1}
\end{equation*}
$$

Moreover, we do not consider the trivial situation where the distribution $G_{0}$ degenerates to point 0 . That is, there exists constant $b_{1}>0$ such that $G_{0}\left(\left[0, b_{1}\right)\right) \leq \delta_{0}$ for some $\delta_{0}<1$ which implies

$$
\begin{equation*}
G_{0}\left(\left[b_{1}, b\right]\right)=w_{0} \geq 1-\delta_{0} . \tag{3.2}
\end{equation*}
$$

This bounded support condition (3.1) was also used in [3] in their theoretical study. For Normal distribution, [14] allowed support to be increased as $n$ increases while [6] considered a compact support for $G$. We investigate the situations where $b$ is an unknown positive constant or increases with the number of observations $n$. For the latter, we develop our theory by considering cases where the order of $b$ is up to $o\left(\frac{\log n}{\log \log n}\right)$.

Since we assume that $b$ is unknown, we use a support for estimator $\widehat{G}_{n}$ such that

$$
\begin{equation*}
\widehat{G}_{n}([0, M])=1 \tag{3.3}
\end{equation*}
$$

for an increasing sequence of $M$ depending on $n$. We take $M$ so that the support $[0, M]$ of $\widehat{G}_{n}$ can include $[0, b]$ of $G_{0}$ as $n$ increases. It is worth noting that the mean parameter $\theta$ in Poisson distribution is somewhat different from that in Normal distribution because one parameter serves as both mean and variance. Therefore, there must be a constraint on the support of the Poisson distribution. Specifically, we set the maximum value $b$ of the support only up to $o\left(\frac{\log n}{\log \log n}\right)$ to expect a similar theoretical result to that from Normal distribution [14]. Moreover, in the Normal case, there are many elegant properties (e.g., the probability density function with a sufficiently thin tail and no deformation depending on the average parameter), so a lot of previous studies have been accumulated that can be used to develop the theory of the Normal distribution model [30, 27, 33, 14]. On the contrary, in the Poisson case such nice properties cannot be expected and some careful and meticulous approaches are needed.

In the theoretical results described later, we point out a tricky part that arises from the Poisson model in Remark 4.1 and 4.2.

As in [23], the compound estimation of a vector of deterministic Poisson parameters is highly related to the Bayes estimation of a single random Poisson mean with proper prior. For deteministic $\boldsymbol{\theta}$, define the empirical distribution of $\theta_{i} \mathrm{~s}$,

$$
\begin{equation*}
G_{n}(u)=\frac{1}{n} \sum_{i=1}^{n} I\left(\theta_{i} \leq u\right) \tag{3.4}
\end{equation*}
$$

where $I(\cdot)$ is the indicator function, equal to one if the condition in parentheses is true and zero otherwise. Next, consider the following single random variable which has the Bayesian perspective structure,

$$
\begin{equation*}
Y \mid \lambda \sim P(\lambda), \quad \lambda \sim G_{0} \tag{3.5}
\end{equation*}
$$

If the prior distribution $G_{0}=G_{n}$ which is the empirical distribution (3.4), then for any separable rule $\widehat{\boldsymbol{\theta}}=t(\boldsymbol{X})$, the fundamental theorem of compound decisions [25] implies, under the squared error loss, the compound risk of a separable rule $t(\boldsymbol{X})=\left(t\left(X_{1}\right), \cdots, t\left(X_{n}\right)\right)$ and the Bayes risk of a $t(Y)$ with prior $G_{n}$ are same, i.e.,

$$
\begin{equation*}
E_{n, \boldsymbol{\theta}} L_{n}(t(\boldsymbol{X}), \boldsymbol{\theta})=E_{G_{n}}(t(Y)-\lambda)^{2} \tag{3.6}
\end{equation*}
$$

where $L_{n}(\widehat{\boldsymbol{\theta}}, \boldsymbol{\theta})=\frac{1}{n}\|\widehat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(\widehat{\theta}_{i}-\theta_{i}\right)^{2}$. Furthermore, the compound decision problem is not limited to the squared loss, but can also explain about the general loss function. See [33] for details. For any prior $G$, denote the Bayes rule as

$$
\begin{equation*}
t_{G}^{*}=\underset{t}{\operatorname{argmin}} E_{G}(t(Y)-\lambda)^{2} \tag{3.7}
\end{equation*}
$$

and the minimum Bayes risk as

$$
\begin{equation*}
R^{*}(G)=E_{G}\left(t_{G}^{*}(Y)-\lambda\right)^{2} \tag{3.8}
\end{equation*}
$$

Then, out of all separable rules, the compound risk is minimized by the Bayes rule along with the empirical distribution prior $G_{n}$ defined on (3.4), resulting in the oracle benchmark as,

$$
\begin{equation*}
R^{*}\left(G_{n}\right)=E_{n, \boldsymbol{\theta}} L_{n}\left(t_{G_{n}}^{*}(\boldsymbol{X}), \boldsymbol{\theta}\right)=\min _{t(\cdot)} E_{n, \boldsymbol{\theta}} L_{n}(t(\boldsymbol{X}), \boldsymbol{\theta}) \tag{3.9}
\end{equation*}
$$

Therefore, as in [14, 13], our goal is to derive an estimator $\widehat{t}_{n}(\cdot)$ of the general EB oracle rule $t_{G_{n}}^{*}(\cdot)$ such that minimize the regret for the square root of the MSE $\widetilde{r}_{n, \boldsymbol{\theta}}\left(\widehat{t}_{n}\right)$ which is defined as,

$$
\begin{equation*}
\widetilde{r}_{n, \boldsymbol{\theta}}\left(\widehat{t}_{n}\right)=\sqrt{E_{n, \boldsymbol{\theta}} L_{n}\left(\widehat{t}_{n}(\boldsymbol{X}), \boldsymbol{\theta}\right)}-\sqrt{R^{*}\left(G_{n}\right)} \tag{3.10}
\end{equation*}
$$

We now define the Bayes rule in the estimation of Poisson mean vector. For any distribution $G$ of $\theta_{i} \mathrm{~s}$, the Bayes rule is

$$
\begin{equation*}
t_{G}^{*}(\mathbf{X})=\left(t_{G}^{*}\left(X_{1}\right), \ldots, t_{G}^{*}\left(X_{n}\right)\right) \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
t_{G}^{*}(x)=\frac{(x+1) p_{G}(x+1)}{p_{G}(x)} \tag{3.12}
\end{equation*}
$$

Additionally, let $g_{G}(x)=(x+1) p_{G}(x+1)-x p_{G}(x)$ and define the regularized Bayes rule with regularizing constant $\rho$,

$$
\begin{equation*}
t_{G}^{*}(\mathbf{X} ; \rho)=\left(t_{G}^{*}\left(X_{1} ; \rho\right), \ldots, t_{G}^{*}\left(X_{n} ; \rho\right)\right), \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
t_{G}^{*}(x ; \rho)=x+\frac{g_{G}(x)}{p_{G}(x) \vee \rho} . \tag{3.14}
\end{equation*}
$$

However, an oracle estimator, $t_{G_{n}}^{*}(\cdot)$ is infeasible in practice as it requires information on the unknown $\theta_{1}, \cdots, \theta_{n}$ through the empirical distribution $G_{n}$ defined on (3.4). Therefore, [23] proposed the concept of the general empirical Bayes estimator, which aims to approximate the oracle rule $t_{G_{n}}^{*}(\cdot)$ without any assumptions about the prior.

Meanwhile, to derive an estimator $\widehat{t}_{n}(\cdot)$ of the general EB oracle rule $t_{G_{n}}^{*}$, we replace $G_{n}$ with the NPMLE estimator $\widehat{G}_{n}$ by Kiefer-Wolfowitz in [16] satisfying

$$
\begin{equation*}
\widehat{G}_{n}=\operatorname{argmax}_{G \in \mathcal{G}} \prod_{i=1}^{n} \int p\left(X_{i} \mid \theta\right) d G(\theta) \tag{3.15}
\end{equation*}
$$

where $\mathcal{G}$ is a certain class of $G$.
As in $[14,13,26]$, we allow approximate solutions to be used.
That is, the NPMLE is any solution of

$$
\begin{equation*}
\widehat{G}_{n} \in \mathcal{G}, \quad \prod_{i=1}^{n} \int p\left(X_{i} \mid \theta\right) d \widehat{G}_{n} \geq q_{n} \sup _{G \in \mathcal{G}} \prod_{i=1}^{n} \int p\left(X_{i} \mid \theta\right) d G(\theta) \tag{3.16}
\end{equation*}
$$

with $q_{n}=\frac{e}{n^{2}} \wedge 1$.
Remark 3.1. We can rewrite (3.16) as

$$
\begin{align*}
\frac{1}{n} \log q_{n}+\frac{1}{n} \sum_{i=1}^{n} \log \int p\left(X_{i} \mid \theta\right) d G_{n}^{*} & \leq \frac{1}{n} \sum_{i=1}^{n} \log \int p\left(X_{i} \mid \theta\right) d \widehat{G}_{n}  \tag{3.17}\\
& \leq \frac{1}{n} \sum_{i=1}^{n} \log \int p\left(X_{i} \mid \theta\right) d G_{n}^{*} \tag{3.18}
\end{align*}
$$

where $G_{n}^{*}$ is the optimal solution which maximize $\prod_{i=1}^{n} \int p\left(X_{i} \mid \theta\right) d G(\theta)$ among the class $G \in \mathcal{G}$. Due to the characteristics of $q_{n}$, our solution $\widehat{G}_{n}$ requires
that it exist within some error compared to the optimal solution $G_{n}^{*}$, so (3.17) and (3.18) is a relatively moderate condition. Specifically, we use this inequality (3.16) to quantify some regularized constant $\rho=\rho_{n}$ which connecting the $g$-NPEB and regularized version of $g$-NPEB defined defined below.

To find out $\widehat{G}_{n}$, we assume $\widehat{G}_{n}$ has the form of

$$
\begin{equation*}
\widehat{G}_{n}=\sum_{j=1}^{m} \widehat{w}_{j} \delta_{b_{j}}, \quad \widehat{w}_{j} \geq 0, \text { and } \quad \sum_{j=1}^{m} \widehat{w}_{j}=1 \tag{3.19}
\end{equation*}
$$

for given grid points $b_{j}, 1 \leq j \leq m, 0<b_{1}<b_{2}<\cdots<b_{m}=M$ and $\delta_{u}$ is a point mass function at $u$. There are various ways to determine $b_{i}$ and we determine $b_{i}$ based on $n$ observed data points $X_{1}, \cdots, X_{n}$. Specifically, as in $[14,6,9]$, we consider that $b_{i}$ s are equally spaced apart in the interval $\left[X_{(1)}=\right.$ $\left.\min \left(X_{1}, \ldots, X_{n}\right), X_{(n)}=\max \left(X_{1}, \ldots, X_{n}\right)\right]$ and proceed with simulation and case studies.
Remark 3.2. If $\theta_{i}=\lambda, i=1, \ldots, n$, for some fixed $\lambda>0,[17]$ showed that $P_{n, \boldsymbol{\theta}}\left(X_{(n)} \in\left(I_{n}, I_{n}+1\right)\right) \rightarrow 1$ as $n \rightarrow \infty$ where $I_{n} \sim \log n / \log \log n$. Therefore, considering $b=o\left(\frac{\log n}{\log \log n}\right)$ in our case, the interval support $\left[X_{(1)}, X_{(n)}\right.$ ] asymptotically covers the support $[0, b]$ of true $G_{0}$.

There are many approaches to solve the optimization in (3.15), for example, the EM algorithm, the convex optimization in [18] etc. In our numerical studies, we use the Pmix function in the R packages "REBayes" [11] to obtain $\widehat{G}_{n}$.

In our theoretical studies, we derive asymptotic results for a $\widehat{G}_{n}$ satisfying (3.16). In practice, we use $\widehat{G}_{n}$ estimated from the REBayes function which is assumed to satisfy $(3.16)$. See $[13,26]$ for a similar argument.

Therefore for any $\widehat{G}_{n}$ satisfying (3.16), we further define the proposed estimator based on the $g$-modeling version of the nonparametric empirical Bayes estimator ( $g$-NPEB) which is

$$
\begin{equation*}
\widehat{t}_{n}(\mathbf{X}) \equiv t_{\widehat{G}_{n}}^{*}(\mathbf{X})=\left(t_{\widehat{G}_{n}}^{*}\left(X_{1}\right), \ldots, t_{\widehat{G}_{n}}^{*}\left(X_{n}\right)\right) \tag{3.20}
\end{equation*}
$$

and its regularized version of $g$-NPEB is

$$
\begin{equation*}
t_{\widehat{G}_{n}}^{*}(\mathbf{X} ; \rho)=\left(t_{\widehat{G}_{n}}^{*}\left(X_{1} ; \rho\right), \ldots, t_{\widehat{G}_{n}}^{*}\left(X_{n} ; \rho\right)\right) . \tag{3.21}
\end{equation*}
$$

We investigate the accuracy of $t_{\widehat{G}_{n}}^{*}(\mathbf{X})$ as an estimate of $t_{G}^{*}(\mathbf{X})$ in detail with respect to the $L_{n}(\widehat{\boldsymbol{\theta}}, \boldsymbol{\theta})=\frac{1}{n}\|\widehat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}$ loss. The corresponding result is presented in Theorem 3.1 as the main result in this paper.

Remark 3.3. Related to the context of the empirical Bayes, the problem we consider in this paper is a special case when $G=G_{n}$ defined in (3.4) is considered as a prior of $\theta$. The Bayes rule under $X \mid \theta \sim \operatorname{Poisson}(\theta)$ and $\theta \sim G_{n}$ is $E_{G_{n}}(\theta \mid X=x)$, so this Bayes rule is the optimal among all separable rules under the loss $\frac{1}{n}\|\widehat{\boldsymbol{\theta}}-\boldsymbol{\theta}\|^{2}$.

Before presenting our theoretical results, we define some notations that will be used throughout the paper.

## Notations.

1. For any $r \in \mathbb{R},\lceil r\rceil(\lfloor r\rfloor)$ is the smallest (largest) integer greater (less) than or equal to $r$.
2. $a_{n} \asymp b_{n}$ denotes $a_{n} / b_{n}+b_{n} / a_{n}=O(1)$.
3. $a_{n} \lesssim b_{n}$ denotes $a_{n} / b_{n}=O(1)$.
4. $\|f\|_{h} \equiv\left\{\int f^{2}(x) h(x) d x\right\}^{1 / 2}$ is the $L_{2}(h(x) d x)$ norm for $h \geq 0$.
5. $\|h\|_{\infty, B} \equiv \sup _{|x| \leq B}|h(x)|$ is the seminorm with $B>0$.
6. For $\boldsymbol{x} \in \mathbb{R}^{p}$ and $\boldsymbol{y} \in \mathbb{R}^{p}$ with $p \in \mathbb{N}$

- $\|\boldsymbol{x}-\boldsymbol{y}\|_{1}=\sum_{i=1}^{p}\left|x_{i}-y_{i}\right|$.
- $\|\boldsymbol{x}-\boldsymbol{y}\|=\left(\sum_{i=1}^{p}\left(x_{i}-y_{i}\right)^{2}\right)^{1 / 2}$.
- $\|\boldsymbol{x}-\boldsymbol{y}\|_{\infty}=\sup _{1 \leq i \leq p}\left|x_{i}-y_{i}\right|$.

7. For any class $\mathcal{A}, \# \mathcal{A}$ denotes the cardinality of $\mathcal{A}$.
8. Let $d_{H}\left(p_{G}, p_{G_{0}}\right)$ be the Hellinger distance, i.e.,

$$
\begin{equation*}
d_{H}\left(p_{G}, p_{G_{0}}\right)^{2}=\sum_{x=0}^{\infty}\left(\sqrt{p_{G}(x)}-\sqrt{p_{G_{0}}(x)}\right)^{2} \tag{3.22}
\end{equation*}
$$

Now we provide our main theorem of this paper regarding an oracle inequality that gives upper bounds for the regret of the proposed $g$-NPEB as follows.

Theorem 3.1. Let $\left\{X_{i}\right\}_{i=1}^{n}$ be independent Poisson random variables such that $X_{i} \mid \theta_{i} \sim \operatorname{Poisson}\left(\theta_{i}\right)$ under $P_{n, \boldsymbol{\theta}}$ with a deterministic $\boldsymbol{\theta} \in[0, b]^{n} \subset \mathbb{R}^{n}$ for some unknown positive $b$ that can have up to an order of o $\left(\frac{\log n}{\log \log n}\right)$. Additionally, let $L(\widehat{\boldsymbol{\theta}}, \boldsymbol{\theta})=\frac{1}{n} \sum_{i=1}^{n}\left(\widehat{\theta}_{i}-\theta_{i}\right)^{2}$ be the average squared, and $t_{\widehat{G}_{n}}^{*}(\mathbf{X})$ be the proposed $g$-NPEB defined on (3.20) with $\widehat{G}_{n}$ satisfying (3.16). Then there exists some universal constants $C^{*}$ such that

$$
\begin{align*}
\tilde{r}_{n, \boldsymbol{\theta}}\left(t_{\widehat{G}_{n}}^{*}(\mathbf{X})\right) & =\sqrt{E_{n, \boldsymbol{\theta}} L_{n}\left(t_{\widehat{G}_{n}}^{*}(\mathbf{X}), \boldsymbol{\theta}\right)}-\sqrt{R^{*}\left(G_{n}\right)} \\
& \leq\left[C^{*}\left\{(\log n)^{3} \vee(\log n)^{2}\left(b_{1}\right)^{2}\right\} \epsilon_{n}^{2}\right]^{1 / 2} \tag{3.23}
\end{align*}
$$

where $b_{1}=b \vee 1$, and $n \epsilon_{n}^{2}=(\log n)^{3}$.
Proof. See Appendix.
Remark 3.4. Theorem 3.1 shows that, for $b=O(\sqrt{\log n})$, we have

$$
E_{n, \boldsymbol{\theta}} L_{n}\left(t_{\widehat{\boldsymbol{G}}_{n}}^{*}(\mathbf{X}), \boldsymbol{\theta}\right)-R^{*}\left(G_{n}\right) \leq M_{0} \epsilon_{n}^{2}(\log n)^{3}=O\left((\log n)^{6} / n\right)
$$

On the other hand, [3] claimed that the Robbins estimator in (2.1) achieves the convergence rate
$(\log n)^{2} /(\log \log n)^{2} / n$ which is a faster rate than $(\log n)^{6} / n$. The result in Theorem 3.1 provides the upper bound for the regret while
$(\log n)^{2} /(\log \log n)^{2} / n$ in [3] is the exact rate. There may exist a chance that the actual rate of the regret in (3.23) has a faster rate than $(\log n)^{2} /(\log \log n)^{2} / n$. Our numerical studies in section 5 demonstrate that the proposed $g$-NPEB $t_{\widehat{G}_{n}}^{*}(\mathbf{X})$ converges to the Bayes risk faster than two $f$-modelling based estimators in [3] and [20]. In fact, the Robbins estimator in (2.1) is unstable since the denominator $\widehat{p}_{G}(x)$ can be zero or fairly small, so (2.1) is not directly used without further modification in practice.

Regarding the proof of our Theorem 3.1, we refer to the proof process of Theorem 5 in [14], and the complete proof is represented in the appendix section. Here, we provide a simple overview of the proofs of our main results, Theorem 3.1. Since our proposed $g$-NPEB $t_{\widehat{G}_{n}}^{*}(\mathbf{X})$ defined in (3.20) can be unstable when the denominator of it closes to 0 , we replace $t_{\widehat{G}_{n}}^{*}(\mathbf{X})$ with the regularized version $t_{\widehat{G}_{n}}^{*}(\mathbf{X} ; \rho)$ defined on (3.21) in our theoretical development to exclude such circumstances. To justify this replacement step, we present Proposition 4.1 below which implies $t_{\widehat{G}_{n}}^{*}\left(X_{i}\right)=t_{\widehat{G}_{n}}^{*}\left(X_{i} ; \rho_{n}\right), i=1, \cdots, n$ with proper regularizing constant $\rho_{n}$. We define $A_{n}=\left\{d_{H}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right) \leq t^{*} \epsilon_{n}\right\}$, where $t^{*}=t_{*} \vee 1$ and $t_{*}$ is sufficiently large constant. The large deviation inequality in Theorem 4.2 implies $P_{n, \boldsymbol{\theta}}\left(A_{n}^{c}\right) \leq 1 / n$. Furthermroe, we define a $2 \eta^{*}$ net $\left\{t_{H_{j}}^{*}\left(\cdot ; \rho_{n}\right), j \leq N\right\}$ of $\mathcal{T}_{\rho_{n}} \cap\left\{t_{G}^{*}: d_{H}\left(p_{G}, p_{G_{n}}\right) \leq t^{*} \varepsilon_{n}\right\}$ under the seminorm $\|\cdot\|_{\infty, M}$ where $\mathcal{T}_{\rho}=\left\{t_{G}^{*}(\cdot ; \rho): G \in \mathcal{G}_{[0, M]}\right\}$ and $\eta^{*}$ defined in Theorem 4.3. Then we show that $N$ is manageable size by deriving the entropy bound of $N$ in Theorem 4.3.

Next, we show $\sqrt{n} \tilde{r}_{n, \boldsymbol{\theta}}\left(t_{\widehat{G}_{n}}^{*}(\mathbf{X})\right) \leq \sqrt{E_{n, \boldsymbol{\theta}}\left(\sum_{j=0}^{4}\left|\zeta_{j n}\right|\right)^{2}}$ where

$$
\begin{align*}
\zeta_{0 n} & =\left\|t_{\widehat{G}_{n}}(\mathbf{X})-t_{\widehat{G}_{n}}\left(\mathbf{X} ; \rho_{n}\right)\right\|  \tag{3.24}\\
\zeta_{1 n} & =\left\|t_{\widehat{G}_{n}}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\| I_{A_{n}^{c}}  \tag{3.25}\\
\zeta_{2 n} & =\left\{\left\|t_{\widehat{G}_{n}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\| I_{A_{n}}-\max _{j \leq N}\left\|t_{H_{j}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\|\right\}_{+}  \tag{3.26}\\
\zeta_{3 n} & =\max _{j \leq N}\left\{\left\|t_{H_{j}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\|-E_{n, \boldsymbol{\theta}}\left\|t_{H_{j}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\|\right\}_{+}  \tag{3.27}\\
\zeta_{4 n} & =\max _{i<N} \sqrt{E_{n, \boldsymbol{\theta}}\left\|t_{H_{j}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\|^{2}}-\sqrt{n R^{*}\left(G_{n}\right)} \tag{3.28}
\end{align*}
$$

To end the proof of Theorem 3.1, we control each of the four terms related to $\left\{\zeta_{j n}\right\}_{j=0}^{4}$ as follows.
0. $E_{n, \boldsymbol{\theta}} \zeta_{0 n}^{2}$ is bounded by $C_{0,0} n \epsilon_{n}^{2}$ for some constant $C_{0,0}$ based on Lemma 4.1.

1. $E_{n, \boldsymbol{\theta}} \zeta_{1 n}^{2}$ is bounded by $C_{0,1} n \epsilon_{n}^{2}$ for some constant $C_{0,1}$ using Theorem 4.2, Lemma 4.4 and some elementary calculations.
2. $E_{n, \boldsymbol{\theta}} \zeta_{2 n}^{2}$ is bounded by $C_{0,2} n \epsilon_{n}^{2}$ for some constant $C_{0,2}$ using the nonrandom net $\left\{t_{H_{j}}^{*}\left(\cdot ; \rho_{n}\right), j \leq N\right\}$ with size $N$ is asymptotically less then $\left\{\log \frac{1}{\eta}\right\}^{2}$ from Theorem 4.3.
3. $E_{n, \boldsymbol{\theta}} \zeta_{3 n}^{2}$ is bounded by $C_{0,3}(\log n)^{2} n \epsilon_{n}^{2}$ for some constant $C_{0,3}$ using the isopherimetric inequality for Poisson process case in Lemma 4.5 in addition to Theorem 4.3.
4. $E_{n, \boldsymbol{\theta}} \zeta_{4 n}^{2}$ is bounded by $C_{0,4}\left\{(\log n)^{3} \vee(\log n)^{2}\left(b_{1}\right)^{2}\right\} n \epsilon_{n}^{2}$ for some constant $C_{0,4}$ using Theorem 4.1 which implies upper bound of the regret of not knowing the empirical distribution $G_{n}$.

In the following section 4, we present relevant lemmas and theorems for the upper bounds of $E_{n, \boldsymbol{\theta}} \zeta_{j n}^{2}, j=1, \cdots, 4$ to completes the proof of Theorem 3.1.

## 4. Proof of Theorem 3.1

This section consists of subsections which are used to show the connection between g-NPEB in (3.20) and regularized version of g-NPEB (3.21) with specific regularized constant and computation of upper bounds for $E_{n, \boldsymbol{\theta}} \zeta_{j n}^{2}$. For the upper bounds of $E_{n, \boldsymbol{\theta}} \zeta_{j n}^{2}$, we investigate the properties of regularized Bayes rule and deliver the Hellinger consistency of the NPMLE to exploit the large deviation inequality. Finally, we demonstrate the important theoretical development by showing the entropy bound of the regularized Bayes rule.

### 4.1. Relationship between $g-N P E B$ and regularized version of $g-N P E B$

The following proposition provides the connection between our $g$-NPEB in (3.20) and the regularized version of $g$-NPEB in (3.21). The proof of the following proposition is described in Proposition 2 of [14]. Although [14] dealt with the Normal case, they provided a general proof for all parametric families.

Proposition 4.1. Let $\left\{X_{i}\right\}_{i=1}^{n}$ be given data. Let $\widehat{G}_{n}$ be an approximate NPMLE of a mixing distribution satisfying (3.16) with $q_{n}=\frac{e}{n^{2}} \wedge 1$. Then for all $j=$ $1, \cdots, n$,

$$
\begin{equation*}
p_{\widehat{G}_{n}}\left(X_{j}\right) \geq \frac{q_{n}}{e n} \sup _{u}\left\{p\left(X_{j} \mid u\right)\right\}=\frac{q_{n}}{e n}\left\{p\left(X_{j} \mid X_{j}\right)\right\} \tag{4.1}
\end{equation*}
$$

Remark 4.1. Proposition 4.1 shows that the lower bound of $p_{\widehat{G}_{n}}\left(X_{j}\right)$ depends on $p\left(X_{j} \mid X_{j}\right)$, which is a random quantity in Poisson distribution while the lower bound in case of Normal distribution in [14] does not depend on the data. As stated in the following lemma, we can take a deterministic sequence as a low bound leads to asymptotic equivalence between $t_{\widehat{G}_{n}}^{*}\left(X_{i}\right)$ and $t_{\widehat{G}_{n}}^{*}\left(X_{i} ; \rho_{n}\right)$.

Lemma 4.1. Let $\left\{X_{i}\right\}_{i=1}^{n}$ be independent Poisson random variables such that $X_{i} \mid \theta_{i} \sim \operatorname{Poisson}\left(\theta_{i}\right)$ under $P_{n, \boldsymbol{\theta}}$ with a deterministic $\boldsymbol{\theta} \in[0, b]^{n} \subset \mathbb{R}^{n}$ for some unknown positive $b$ that can have up to an order of o $\left(\frac{\log n}{\log \log n}\right)$. From the Proposition 4.1, we show that, for $i=1, \cdots, n$, the probability of the event in which the proposed estimator $t_{\widehat{\widehat{G}}_{n}}^{*}\left(X_{i}\right)$ and its regularized version $t_{\widehat{G}_{n}}^{*}\left(X_{i} ; \rho_{n}\right)$ being different is asymptotically 0 provided $\rho_{n}=\frac{q_{n}}{e n} \frac{1}{\sqrt{2 \pi \log n}}$, i.e.,

$$
\begin{equation*}
P_{n, \boldsymbol{\theta}}\left(t_{\widehat{G}_{n}}^{*}\left(X_{i}\right) \neq t_{\widehat{G}_{n}}^{*}\left(X_{i} ; \rho_{n}\right)\right) \leq n\left(\frac{e b}{\lfloor\log n / e\rfloor}\right)^{\lfloor\log n / e\rfloor} \rightarrow 0 \tag{4.2}
\end{equation*}
$$

Proof. See Appendix.
With a proper choice of $\rho_{n}$, we use the Lemma 4.1 in the proof of Theorem 3.1.

### 4.2. Properties of the regularized Bayes rule

In this subsection, we show several properties of the regularized Bayes rule, which play crucial roles in the proof of Theorem 3.1. First, we show the isopherimetric inequality of the Bayes rule of our Poisson setting. Meanwhile, in [14], they used the isopherimetric inequality for Normal distributions which is presented in [28]. For Normal case, [28] used the Wiener process to construct a semigroup operator. In a similar way, we use Poisson process to generate a semigroup operator to derive the following lemma.
Lemma 4.2. Let $\boldsymbol{Z}$ be a n-dimensional random vector with the Poisson distributions where $Z_{i} \mid \theta_{i} \sim \operatorname{Poisson}\left(\theta_{i}\right), i=1, \cdots, n$, under $P_{n, \boldsymbol{\theta}}$ with a deterministic $\boldsymbol{\theta} \in[0, b]^{n} \subset \mathbb{R}^{n}$ for some unknown $b>0$. Then for every Lipschitz function $f: R^{n} \rightarrow R$ with $\|f\|_{L i p} \equiv \sup _{x \neq y} \frac{|f(x)-f(y)|}{|x-y|} \leq 1$, for some $\kappa_{b}=(3-e) b>0$, we have

$$
\begin{equation*}
P_{n, \boldsymbol{\theta}}\left(f(\boldsymbol{Z})-E_{n, \boldsymbol{\theta}} f(\boldsymbol{Z})>\lambda\right) \leq \exp \left(-\frac{\kappa_{b} \lambda^{2}}{2}\right) \tag{4.3}
\end{equation*}
$$

Proof. See Appendix.
The following lemma shows the bound of $\left|g_{G}(x)\right| / p_{G}(x)$ when $\theta$ is bounded by some constant. It will be shown that the bound of $\left|g_{G}(x)\right| / p_{G}(x)$ depends on the upper bound of $\theta$ as well as $\rho$ while the similar bound for Normal case depends only on $\rho$. As mentioned, this is because the parameter of Poisson distribution also affects the scale of Poisson distribution while the parameter of Normal distribution in [14] determines only location.

Lemma 4.3. If $G([0, b])=1$ for some unknown $b>0$ then we have

$$
\begin{equation*}
\frac{\left|g_{G}(x)\right|}{p_{G}(x)} \leq L\left(p_{G}(x) ; b\right) \tag{4.4}
\end{equation*}
$$

where $L(\rho ; b)=-\log \rho+b_{1}$ for $b_{1}=b \vee 1$.

Proof. See Appendix.
The following lemma shows the upper bound of the absolute value distance between the regularized Bayes estimator (3.14) and the MLE estimator, which is mainly used in the proof of Lemma 4.5 presented below.

Lemma 4.4. If $G([0, b])=1$ for some unknown $b>0$ and $0<\rho<1$, we have

$$
\begin{equation*}
\left|x-t_{G}^{*}(x ; \rho)\right|=\frac{\left|g_{G}(x)\right|}{p_{G}(x) \vee \rho} \leq L(\rho ; b), \tag{4.5}
\end{equation*}
$$

where $L(\rho ; b)=-\log \rho+b_{1}$ for some $b_{1}=b \vee 1$.
Proof. See Appendix.
Based on Lemma 4.2, 4.3 and 4.4, we derive the following lemma regarding the isopherimetric inequality to be used for $E_{n, \boldsymbol{\theta}} \zeta_{3 n}^{2}$ 's upper bound where $\zeta_{3 n}$ is defined in (3.27)
Lemma 4.5. Suppose that $X_{i} \mid \theta_{i} \sim \operatorname{Poisson}\left(\theta_{i}\right), i=1, \cdots, n$, under $P_{n, \boldsymbol{\theta}}$ with a deterministic $\boldsymbol{\theta} \in[0, b]^{n} \subset \mathbb{R}^{n}$ for some unknown $b>0$ and let $t_{G}^{*}(x ; \rho)$ be the regularized Bayes rule with $G$ satisfying $G([0, b])=1$ for some constant $b>0$, then for some $0 \leq \rho<1$, we have

$$
\begin{equation*}
P_{n, \boldsymbol{\theta}}\left(\left\|t_{G}^{*}(\mathbf{X} ; \rho)-\theta\right\| \geq E_{n, \boldsymbol{\theta}}\left\|t_{G}^{*}(\mathbf{X} ; \rho)-\theta\right\|+x\right) \leq \exp \left(-\frac{\kappa_{b} x^{2}}{2 A_{\rho, b}^{2}}\right) \tag{4.6}
\end{equation*}
$$

where $A_{\rho, b}=1+2 L(\rho ; b)$ with $L(\rho ; b)$ defined in Lemma 4.4 and $\kappa_{b}$ in the Lemma 4.2.

Proof. See Appendix.
Remark 4.2. Lemma 4.2-4.5 includes upper bounds, which depend on $b$, the maximum value of $\theta$. [14] has similar results, however they do not depend on the upper bound of $\theta$. In particular, unlike the case of the Normal model case in [14], the upper bound of exponential inequality (4.6) for the difference between the loss and risk of regularized Bayes rules depends on the maximum value $b$ of the support of the mean parameter. Furthermore, as $b$ increases, the upper bound of inequality (4.6) converges to 1 . So for this upper bound to be meaningful, $b$ should not be incremented in any order, and we need to constrain the order of $b$ properly. Throughout the paper, we show that $b$ can increase up to $o\left(\frac{\log n}{\log \log n}\right)$ order.

### 4.3. Upper bound of a regularized Bayes estimator discrepancy with a misspecified prior

Now we present the Theorem 4.1, which provides the upper bound of the regret using the regularized Bayes rule (3.14) due to the lack of the knowledge of the true $G_{0}$. Theorem 4.1 provides the bound for $E_{n, \boldsymbol{\theta}} \zeta_{4 n}^{2}$ where $\zeta_{4 n}$ is defined
in (3.28). First, we define the following notation $\|f\|_{g}^{2}$ be the $L^{2}$ norm of $f$ with respect to $g$, i.e.,

$$
\begin{equation*}
\|f\|_{g}^{2}=\sum_{x=0}^{\infty} f(x)^{2} g(x) \tag{4.7}
\end{equation*}
$$

Theorem 4.1. Suppose that (3.5) holds with $G_{0}$ where $G_{0}$ is any distribution that satisfies $G_{0}([0, b])=1$ for some unknown $b>0$. Additionally, let $t_{G}^{*}(y ; \rho)$ be the regularized Bayes rule as defined on (3.14), where $G$ is any distribution with support $[0, M]$ and $M$ is any constant greater than $b_{1}=b \vee 1$. Then, we have the following results.

1. Let $D=4(M+1)$ and $L(\rho ; M)=-\log \rho+M$ then for $a>M+2$, we have

$$
\begin{aligned}
& \left\{E_{G_{0}}\left(t_{G}^{*}(Y ; \rho)-\theta\right)^{2}-R^{*}\left(G_{0}\right)\right\}^{1 / 2} \\
\leq & 2 \sqrt{D}\left(a d_{H}\left(p_{G}, p_{G_{0}}\right)+\sqrt{8 M^{2} e^{-M} \frac{(e M)^{a-2}}{(a-2)^{a-2}}}\right) \\
& +2 \sqrt{2} L(\rho ; M) d_{H}\left(p_{G}, p_{G_{0}}\right)+\left\|\left(1-p_{G_{0}} / \rho\right)_{+} g_{G_{0}} / p_{G_{0}}\right\|_{p_{G_{0}}}
\end{aligned}
$$

2. Let $a=C\left(-\log d_{H}\left(p_{G}, p_{G_{0}}\right)\right)$ with constant $C>1$ satisfying $\frac{a-2}{e^{3} M}>1$, and assume that $b=o\left(\frac{-\log \rho}{\log (-\log (\rho))}\right)$. Then for constant $K$ defined in Lemma A.7.1 we have,

$$
\begin{align*}
& \left\{E_{G_{0}}\left(t_{G}^{*}(Y ; \rho)-\theta\right)^{2}-R^{*}\left(G_{0}\right)\right\}^{1 / 2} \\
\leq & \left\{2 \sqrt{D}\left(C\left(-\log d_{H}\left(p_{G}, p_{G_{0}}\right)\right)+\sqrt{K}\left(d_{H}\left(p_{G}, p_{G_{0}}\right)\right)^{C-1}\right)\right. \\
& +2 \sqrt{2} L(\rho ; M)\} d_{H}\left(p_{G}, p_{G_{0}}\right)+\rho^{1 / 2} b_{1} \tag{4.8}
\end{align*}
$$

Additionally, if $D \asymp-\log d_{H}\left(p_{G}, p_{G_{0}}\right)$, then for $\epsilon_{0}$ satisfying
$d_{H}\left(p_{G}, p_{G_{0}}\right) \leq \epsilon_{0} \leq e^{-3 / 2}, \rho \leq|\log \rho|^{2} \epsilon_{0}^{2}$ and some constant $M_{0}$, we have

$$
\begin{align*}
& E_{G_{0}}\left(t_{G}^{*}(Y ; \rho)-\theta\right)^{2}-R^{*}\left(G_{0}\right) \\
\leq & M_{0}\left(\left|\log \epsilon_{0}\right|^{3}+\left|\log \epsilon_{0}\right| \epsilon_{0}^{C-2}+\left|\log \epsilon_{0}\right| L(\rho ; M)^{2}+|\log \rho|^{2}\left(b_{1}\right)^{2}\right) \epsilon_{0}^{2} \tag{4.9}
\end{align*}
$$

Proof. See Appendix.

### 4.4. Hellinger consistency of the NPMLE

Our main Theorem 3.1 uses a large deviation inequality for the Hellinger distance $d_{H}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right)$ at a certain convergence rate $\epsilon_{n}$ represented in Theorem 4.2. For the large deviation inequality, we need to derive the entropy bounds
of the class $\mathcal{P} \equiv\left\{p_{G}: G \in \mathcal{G}_{[0, M]}\right\}$ where $\mathcal{G}_{[0, M]}$ is the class of all probability distributions supported on $[0, M]$. We present Lemma $4.6 \sim 4.8$ for the proof of Theorem 4.2 which will be used in the upper bound of $E_{n, \boldsymbol{\theta}} \zeta_{1 n}^{2} .$.

The following Lemma 4.6 implies that we can approximates a Poisson mixture $p_{G}(x)=\int p(x \mid \theta) d G(\theta)$ by $p_{G^{*}}(x)$ where $G^{*}$ is a distribution function with a finite support.

Lemma 4.6. Let $0<\eta<1$ be given, and $B$ be an any positive integer. For any distribution $G$ with support $[0, M]$ where $M=L \log \frac{1}{\eta}$ for some constant $L \geq 1$, there exist a discrete distribution $G_{m}$ on $[0, M]$ with at most $m \leq\lceil 4.32 M\rceil+B+2$ support points such that

$$
\begin{aligned}
\left\|p_{G}-p_{G_{m}}\right\|_{\infty, B} & \leq C_{1} \eta \\
\left\|g_{G}-g_{G_{m}}\right\|_{\infty, B} & \leq C_{1} \eta(B \vee M)
\end{aligned}
$$

for some constant $C_{1}>0$.
Proof. See Appendix.
Lemma 4.7 below follows Lemma 4.6 and provides a covering bound for the family of all convolution functions with distributions bounded on $[0, M]$ for some $M>0$. This result will be used in the proof of Theorem 4.2. We first introduce the well-known definition in the empirical process field and then state Lemma 4.7.

Definition 4.1. For any metric $d$, the $\eta$-covering number $N(\eta, \mathcal{P}, d)$ is the minimal number of $\eta$-balls $\{g: d(g, p) \leq \eta ; p \in \mathcal{P}\}$ of radius $\eta$ needed to cover the set $\mathcal{P}$.

Lemma 4.7. Let $\eta>0$ be given and $B$ be an any positive integer. Define $\mathcal{P} \equiv\left\{p_{G}: G \in \mathcal{G}_{[0, M]}\right\}$ where $\mathcal{G}_{[0, M]}$ is the class of all probability distributions supported on $[0, M]$ with $M=L \log \frac{1}{\eta}$ for some constant $L \geq 1$. Then we have $\log N\left(\eta, \mathcal{P},\|\cdot\|_{\infty, B}\right) \lesssim(\lceil 4.32 M\rceil+B+2) \log \left(\frac{1}{\eta}\right)$.
Proof. See Appendix.
As the last lemma for Theorem 4.1, we provide the following Lemma 4.8 which also plays an important role in the proof of Theorem 4.2.

Lemma 4.8. Let $X_{i} \mid \theta_{i} \sim \operatorname{Poisson}\left(\theta_{i}\right), i=1, \ldots, n$, under $P_{n, \boldsymbol{\theta}}$ with a deterministic $\boldsymbol{\theta} \in[0, b]^{n} \subset \mathbb{R}^{n}$ for some unknown $b>0$. Then, for any positive integer $B$ satisfying $B-1>b_{1}=\max (1, b), 0<\lambda \leq 1$ and $a>0$,

$$
\begin{equation*}
E_{n, \boldsymbol{\theta}}\left\{\prod_{i=1}^{n}\left(a X_{i}\right)^{I\left\{X_{i} \geq B\right\}}\right\}^{\lambda} \leq \exp \left[a^{\lambda} n B^{\lambda-1} b^{B} e^{-b}\left(\frac{e}{B-1}\right)^{B-1}\right] \tag{4.10}
\end{equation*}
$$

Proof. See Appendix.

We now present the following theorem for our Poisson case corresponding to Theorem 1 in [34] for Normal case. This shows the convergence rate of the hellinger distance between the NPMLE solution $\widehat{G}_{n}$ and the empirical distribution $G_{n}$ as defined on (3.4). We consider any approximate the NPMLE satisfying

$$
\begin{equation*}
L_{n}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right)=\prod_{i=1}^{n} \frac{p_{\widehat{G}_{n}}\left(X_{i}\right)}{p_{G_{n}}\left(X_{i}\right)} \geq e^{-2 t^{2} n \epsilon_{n}^{2} / 15} \tag{4.11}
\end{equation*}
$$

While [14] showed that the $\widehat{G}_{n}$ from the EM algorithm satisfies a similar condition to (4.11), [34] and [13] assume that any solution $\widehat{G}_{n}$ satisfying a similar condition to (4.11) can be obtained from the EM algorithm or the REBayes package. We also assume that well known methods such as the EM algorithm and the REBayes pacakge provide the solution $\widehat{G}_{n}$ satisfying (4.11) as in [15, 13, 26]. Then the following theorem provides the large deviation inequality for $d_{H}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right)$. Using this result, we can ignore the event where $d_{H}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right)$ deviates from zero and then we can derive the upper bound of $E_{n, \boldsymbol{\theta}} \zeta_{1 n}^{2}$ where $\zeta_{1 n}^{2}$ is defined in (3.25).

Theorem 4.2. Let Let $X_{i} \mid \theta_{i} \sim \operatorname{Poisson}\left(\theta_{i}\right), i=1, \ldots, n$, under $P_{n, \boldsymbol{\theta}}$ with a deterministic $\boldsymbol{\theta} \in[0, b]^{n} \subset \mathbb{R}^{n}$ for some unknown $b>0$. Additionally, let $G_{n}$ be an empirical distribution of $\theta_{i}$ s defined on (3.4) with satisfying $G_{n}([0, b])=1$. Then for $\widehat{G}_{n}$ is the NPMLE satisfying (4.11) with $\widehat{G}_{n}([0, M])=1$, there exits some universal constants $t_{*}$ such that for all $t \geq t_{*}$,

$$
\begin{equation*}
P_{n, \boldsymbol{\theta}}\left\{d_{H}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right) \geq t \epsilon_{n}\right\} \leq C_{0} \exp \left(-\frac{t^{2} n \epsilon_{n}^{2}}{2 \log n}\right) \tag{4.12}
\end{equation*}
$$

where $C_{0}$ is universal constant and $\epsilon_{n}=\frac{(\log n)^{3 / 2}}{\sqrt{n}}$.
Proof. See Appendix.

### 4.5. Entropy bound of the regularized Bayes rule

Now we provide an entropy bound for collections of regularized Bayes rules used to control $E_{n, \boldsymbol{\theta}} \zeta_{2 n}^{2}$ and $E_{n, \boldsymbol{\theta}} \zeta_{3 n}^{2}$ where $\zeta_{2 n}$ and $\zeta_{3 n}$ are defined in equations (3.26) and (3.27). The challenge is that the regularized version $t_{\widehat{G}_{n}}^{*}\left(X_{i} ; \rho_{n}\right)$ is not separable since the regularized version $t_{\widehat{G}_{n}}^{*}\left(X_{i} ; \rho_{n}\right)$ in (3.21) with $\rho=\rho_{n}$ includes the NPMLE $\widehat{G}_{n}$ which depends on all observed data $X_{1}, \cdots, X_{n}$. We choose a class of regularized Bayes rule with a nonrandom collection, say $\left\{H_{j}\right\}_{j=1}^{N}$, which has controllable size $N$. We can approximate $t_{\widehat{G}_{n}}^{*}\left(X_{i} ; \rho_{n}\right)$ by $t_{H_{j}}^{*}\left(X_{i} ; \rho_{n}\right)$ for some $j$. Our solution needs an entropy bound for this class of regularized Bayes rule for Poisson distribution as [14], [26] and [13] did for Normal distribution. The following theorem gives an entropy bound for class of all regularized Bayes rules defined in (3.11).

Theorem 4.3. For any $\rho>0$ and $0<\eta \leq \rho$, define $\mathcal{T}_{\rho}=\left\{t_{G}^{*}(\cdot ; \rho): G \in \mathcal{G}_{[0, M]}\right\}$ where $\mathcal{G}_{[0, M]}$ is the class of all probability distributions supported on $[0, M]$ with $M=L \log \frac{1}{\eta}$ for some constant $L \geq 1$. Then, for the integer $B=\lfloor M\rfloor$ the following holds,

$$
\begin{equation*}
\log N\left(\eta^{*}, \mathcal{T}_{\rho},\|\cdot\|_{\infty, B}\right) \lesssim\left\{\log \frac{1}{\eta}\right\}^{2} \tag{4.13}
\end{equation*}
$$

where $\eta^{*}=D^{*} \frac{\eta}{\rho}\left(\log \frac{1}{\eta}+L(\rho ; M)\right)$ for some constant $D^{*}>0$ and $L(\rho ; M)=$ $-\log \rho+M$.
Proof. See Appendix.

## 5. Simulation studies

In this section, we present numerical studies comparing our proposed estimator $g$-NPEB and the estimators in [20] and [3]. [20] considered various simulation settings to compared their NPEB estimator with linear shrinkage estimators such as [12] and [21]. Numerical studies in [20] show that their NPEB outperforms linear shrinkage estimators, so we do not consider those linear shrinkage estimators in our simulations.

We use the following settings which were used in [20].

- Simulation 1. $G_{0} \sim \operatorname{Gamma}(10,2)$
- Simulation 2. $G_{0} \sim \operatorname{Gamma}(10,5)$
- Simulation 3. $G_{0} \sim U(5,10)$
- Simulation 4. $G_{0} \sim U(1,5)$
- Simulation 5. $G_{0} \sim 0.8 \delta(0.5)+0.2 \operatorname{Gamma}(10,2)$
- Simulation 6. $G_{0} \sim 0.8 \delta(0.5)+0.2 \operatorname{Gamma}(10,5)$
- Simulation 7. $G_{0} \sim 0.8 \delta(0.5)+0.2 U(5,10)$
- Simulation 8. $G_{0} \sim 0.8 \delta(0.5)+0.2 U(1,5)$
where $\delta(\cdot)$ is the Dirac-measure, $\operatorname{Gamma}(\alpha, \beta)$ is a gamma distribution with probability density $f_{G}(x ; \alpha, \beta)=\frac{\beta^{\alpha}}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x} I(x \geq 0)$ and $U(a, b)$ is a uniform distribution with probability density $f_{U}(x ; a, b)=\frac{1}{b-a} I(a \leq x \leq b)$. Simulation 1-4 represent the situations that $\theta_{i} \mathrm{~s}$ form unimodal distributions while Simulation 5-8 bimodal distributions, which are mixture of point mass and some unimodal distribution. In particular, the latter four simulation settings may be useful in estimation when there are many small counts in the data, for example, protein domain data which will be demonstrated in our real data examples. The estimators of proposed method, [20] and [3] are referred to here as " $g$-NPEB", "Park" and "Brown" respectively. In addition, "Bayes" represents the oracle error rate which is theoretically the optimal error rate. Our numerical studies show that the proposed $g$-NPEB based on the $g$-modeling is efficient in detecting such multimodality of $\theta$ values compared to [3] and [20] based on $f$-modeling. We set the number of Poisson data observed in each simulation from $n=200$ to 2000 . For each $n$, we set the number of repetitions to 100 .

TABLE 1
Result table of the Simulation $1 \sim 4$ which assume the true parameter $\theta_{i} s$ distributed from some unimodal distributions.

|  | Simulation 1. |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600 | 1800 | 2000 |
| $g$-NPEB | 1.87 | 1.78 | 1.74 | 1.72 | 1.73 | 1.73 | 1.71 | 1.70 | 1.70 | 1.70 |
| Brown | 1.85 | 1.79 | 1.76 | 1.74 | 1.75 | 1.75 | 1.73 | 1.73 | 1.72 | 1.73 |
| Park | 4.73 | 3.94 | 3.28 | 2.93 | 2.91 | 2.80 | 2.71 | 2.56 | 2.47 | 2.43 |
| Bayes | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 | 1.69 |
|  | Simulation 2. |  |  |  |  |  |  |  |  |  |
| $n$ | 200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600 | 1800 | 2000 |
| $g$-NPEB | 0.41 | 0.37 | 0.36 | 0.35 | 0.35 | 0.35 | 0.35 | 0.34 | 0.34 | 0.34 |
| Brown | 0.38 | 0.36 | 0.36 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 | 0.35 |
| Park | 0.99 | 0.78 | 0.66 | 0.63 | 0.61 | 0.58 | 0.57 | 0.55 | 0.53 | 0.54 |
| Bayes | 0.34 | 0.34 | 0.34 | 0.34 | 0.34 | 0.34 | 0.34 | 0.34 | 0.34 | 0.34 |
|  | Simulation 3. |  |  |  |  |  |  |  |  |  |
| $n$ | 200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600 | 1800 | 2000 |
| $g$-NPEB | 1.86 | 1.75 | 1.74 | 1.71 | 1.68 | 1.69 | 1.66 | 1.66 | 1.67 | 1.67 |
| Brown | 1.83 | 1.76 | 1.74 | 1.73 | 1.70 | 1.71 | 1.68 | 1.69 | 1.68 | 1.69 |
| Park | 8.78 | 6.14 | 5.27 | 4.68 | 4.15 | 3.98 | 3.64 | 3.35 | 3.30 | 3.23 |
| Bayes | 1.62 | 1.62 | 1.62 | 1.62 | 1.62 | 1.62 | 1.62 | 1.62 | 1.62 | 1.62 |
|  | Simulation 4. |  |  |  |  |  |  |  |  |  |
| $n$ | 200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600 | 1800 | 2000 |
| $g$-NPEB | 1.00 | 0.96 | 0.95 | 0.94 | 0.93 | 0.93 | 0.92 | 0.92 | 0.92 | 0.92 |
| Brown | 1.00 | 0.97 | 0.98 | 0.97 | 0.96 | 0.96 | 0.95 | 0.96 | 0.95 | 0.96 |
| Park | 2.25 | 1.75 | 1.70 | 1.54 | 1.45 | 1.44 | 1.36 | 1.35 | 1.30 | 1.29 |
| Bayes | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 | 0.9 |

Table 1 and 2 show the results for Simulation 1-8. As displayed, we see that the proposed $g$-NPEB outperforms the other two methods. Furthermore, the risks from the proposed $g$-NPEB converge to the Bayes error rate faster than the other two $f$-modelling based estimators. Regarding computational efficiency, the proposed $g$-NPEB and the nonparametric empirical Bayes method in [20] are quite fast in computation. However the method proposed by [3] is computationally inefficient to be derived. Considering the risks and computational efficiency, the proposed $g$-NPEB based on $g$-modeling has superiority over two other methods in [20] and [3].

## 6. Real data examples

To study cancer at the molecular level, it is important to understand which somatic mutations are involved in tumor initiation or progression. [22] found that known cancer mutations tend to cluster more in specific locations than those associated with unrelated diseases. This finding implies that understanding the molecular mechanisms related to cancer may be achieved from protein domain hotspots. Protein domains are regarded as the structural and functional units of proteins, and it has huge potential to exhibit tumor variants. For our case study, we analyze the mutation data of 5,848 patients from The Cancer Genome Atlas (TCGA) http://tcga-data.nci.nih.gov/tcga/. These data were mapped to specific positions within protein domain models to identify

Table 2
Result table of the Simulation $5 \sim 8$ which assume the true parameter $\theta_{i}$ s distributed from some mixture of point mass and some unimodal distribution.

|  | Simulation 5. |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600 | 1800 | 2000 |
| $g$-NPEB | 0.92 | 0.86 | 0.86 | 0.84 | 0.84 | 0.84 | 0.82 | 0.82 | 0.82 | 0.83 |
| Brown | 1.06 | 1.00 | 0.98 | 0.96 | 0.97 | 0.96 | 0.91 | 0.90 | 0.93 | 0.91 |
| Park | 1.27 | 1.24 | 1.26 | 1.24 | 1.21 | 1.24 | 1.21 | 1.20 | 1.18 | 1.16 |
| Bayes | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 | 0.8 |
|  | Simulation 6. |  |  |  |  |  |  |  |  |  |
| $n$ | 200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600 | 1800 | 2000 |
| $g$-NPEB | 0.32 | 0.30 | 0.29 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 | 0.28 |
| Brown | 0.34 | 0.33 | 0.33 | 0.32 | 0.32 | 0.31 | 0.32 | 0.32 | 0.31 | 0.31 |
| Park | 0.48 | 0.44 | 0.42 | 0.41 | 0.40 | 0.40 | 0.39 | 0.39 | 0.38 | 0.38 |
| Bayes | 0.27 | 0.27 | 0.27 | 0.27 | 0.27 | 0.27 | 0.27 | 0.27 | 0.27 | 0.27 |
|  | Simulation 7. |  |  |  |  |  |  |  |  |  |
| $n$ | 200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600 | 1800 | 2000 |
| $g$-NPEB | 0.94 | 0.85 | 0.84 | 0.82 | 0.82 | 0.82 | 0.80 | 0.80 | 0.79 | 0.79 |
| Brown | 1.20 | 1.04 | 1.02 | 1.00 | 1.00 | 0.98 | 0.95 | 0.96 | 0.91 | 0.92 |
| Park | 1.77 | 1.71 | 1.62 | 1.67 | 1.56 | 1.55 | 1.57 | 1.55 | 1.50 | 1.52 |
| Bayes | 0.72 | 0.72 | 0.72 | 0.72 | 0.72 | 0.72 | 0.72 | 0.72 | 0.72 | 0.72 |
|  | Simulation 8. |  |  |  |  |  |  |  |  |  |
| $n$ | 200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600 | 1800 | 2000 |
| $g$-NPEB | 0.56 | 0.53 | 0.52 | 0.52 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 | 0.51 |
| Brown | 0.65 | 0.62 | 0.59 | 0.62 | 0.59 | 0.59 | 0.59 | 0.58 | 0.59 | 0.57 |
| Park | 0.78 | 0.76 | 0.75 | 0.74 | 0.72 | 0.71 | 0.70 | 0.70 | 0.69 | 0.69 |
| Bayes | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |

clusters. TCGA MAF files were obtained on July 7th, 2014 for 20 cancer types. Each protein domain consists of positions that have mutation counts. We analyze five protein domains that can be obtained from the supplementary material in [10] (https://onlinelibrary.wiley.com/action/downloadSupplement?doi=10.1111 \%2Fbiom.12779\&file=biom12779-sup-0003-SuppData.txt).

To give a brief explanation on the 5 protein domains we analyze, there are growth factors (cd00031), the calcium-binding domain of epidermal growth factors (cd00054), protein kinases (cd00180), ankyrin domains (cd00204), which play a role in mediating protein-protein interactions and finally RAS-Like GTPase family of genes (cd00882) are well-known for their role in regulating pathways. For the detailed description, see [10]. Figure 1 provides the histogram of mutations of each protein domain and its number of position $n$ respectively. One typical phenomenon in those protein domain data in Figure 1 is that we see mixtures of many zero or small counts and large valued counts. Such small counts are considered background noise while large values represent mutation counts at hot spots related to some disease. When the number of mutations in each protein data is assumed to follows the Poisson model, we conjecture that the corresponding true mean values have bi-modality or multi modality which are considered in Simulation 5-8 in section 5 . In this case, we assume that the mutation counts in each position follow the Poisson model independently and apply our proposed $g$-NPEB to estimate the mean vector of the Poisson model. We base our protein domain data analysis on two main assumptions.


Fig 1. Histograms of protein domain data for cd00031, cd00054, cd00180, cd00204 and cd00882 with total number of positions $n$.

The first assumption is that each mutation count follows a Poisson distribution with different mean parameters, and the second is that the mutation counts are independent of each other. First of all, we would like to emphasize that the mutation counts observed in the protein domain have been studied recently, and researches that apply the Poisson or negative binomial model to count data with few prior biological knowledge are quite common [1, 4, 10]. In particular, having analyzed protein domains identical to ours, [10] applied the Zero-inflated Generalized Poisson model under the assumption that most mutation counts are independently and identically generated, but this model does not meet our goal of estimating heterogeneous mean values for different positions. Second, in a practical application of the mean vector estimation, many studies assume the
independence of data without its validation. For example, in Brown's batting average in baseball data [2], many studies have been conducted under the rule of independence between players, even though it is not clear whether the performances of all players are independent of each other [2, 31, 9, 29]. If correlations among mutation counts are considered, mutation counts should be viewed as multivariate data and their mean vector can be estimated when there is many replication of data that is not currently available. If independence and Poisson distribution are seriously violated, then estimation of the mean vector is of course inaccurate, however estimation of mean vector under these assumptions of independence and Poisson distribution for count data is currently most common due to limited data and lack of methodology for multivariate data with correlations.

For comparison, we compare the $f$-modelling methods considered in the previous simulation study with our $g$-NPEB. Evaluating estimators in mean vector estimation is not feasible in general since we do not know the true mean vector in real data. However, by borrowing the insight from [3], we define the following procedure to evaluate estimators in real data:

Step 1: Prefix the proportion parameter $p \in(0,1)$.
Step 2: Generate random variable $U_{i} \mid Y_{i} \sim \operatorname{Binomial}\left(Y_{i}, p\right)$ where $Y_{i}$ is the number of mutations in the protein domain data and assumed to be distributed from the $\operatorname{Poisson}\left(\theta_{i}\right), i=1, \cdots, n$.
Step 3: Define $V_{i} \equiv Y_{i}-U_{i}, i=1, \cdots, n$.
Step 4 : Calculate $\widehat{R}_{n}$ defined as

$$
\begin{equation*}
\widehat{R}_{n}=\frac{1}{n} \sum_{i=1}^{n}\left(\Delta\left(U_{i}\right)-\frac{p}{1-p} V_{i}\right)^{2} \tag{6.1}
\end{equation*}
$$

Step 5 : Repeat $2 \sim 4, T$ times and average $\widehat{R}_{n} \mathrm{~s}$.
Remark 6.1. If we generate $U_{i}$ and $V_{i}$ as above then, marginally,

$$
U_{i} \sim \operatorname{Poisson}\left(p \theta_{i}\right) \text { and } V_{i} \sim \operatorname{Poisson}\left((1-p) \theta_{i}\right)
$$

and they are independent given $\theta_{i}, i=1, \cdots, n$. Then we consider $\frac{p}{1-p} V_{i}$ with the mean as $p \theta_{i}$ to be true parameter and we estimate $p \theta_{i}$ as a function of $U_{i}$, $\Delta\left(U_{i}\right)$.
Remark 6.2. The intuition of using $\hat{R}_{n}$ as a criterion of the performance of $\Delta(\cdot)$ is as follows. Define the following average risks:

$$
\begin{align*}
R_{n} & =\frac{1}{n} \sum_{i=1}^{n} E_{\theta_{i}}\left(\Delta\left(U_{i}\right)-\frac{p}{1-p} V_{i}\right)^{2}  \tag{6.2}\\
R_{1, n}^{*} & =\frac{1}{n} \sum_{i=1}^{n} E_{\theta_{i}}\left(\Delta\left(U_{i}\right)-p \theta_{i}\right)^{2} \tag{6.3}
\end{align*}
$$

Table 3
Mean vector estimation results for the Protein domain data.

|  | $p=0.5$ |  |  |
| :---: | :---: | :---: | :---: |
| Protein domain | $g$-NPEB | Brown | Park |
| cd00031 | 8.090 | 8.269 | 12.787 |
| cd00054 | 12.506 | 12.561 | 18.620 |
| cd00180 | 6.418 | 6.554 | 8.875 |
| cd00204 | 4.457 | 4.726 | 6.916 |
| cd00882 | 2.049 | 2.174 | 2.642 |
|  |  |  |  |
| Protein domain | $g$-NPEB | Brown | Park |
| cd00031 | 21.932 | 22.071 | 30.331 |
| cd00054 | 31.297 | 31.671 | 40.656 |
| cd00180 | 16.724 | 16.912 | 20.496 |
| cd00204 | 12.533 | 12.692 | 16.329 |
| cd00882 | 5.386 | 5.524 | 6.309 |
|  |  |  |  |
| Protein domain | $g$-NPEB | Brown | Park |
| cd00031 | 96.237 | 96.573 | 108.752 |
| cd00054 | 126.660 | 128.195 | 139.214 |
| cd00180 | 70.719 | 71.037 | 76.143 |
| cd00204 | 55.137 | 55.476 | 60.660 |
| cd00882 | 23.462 | 23.576 | 24.715 |

$$
\begin{equation*}
R_{2, n}^{*}=\frac{1}{n} \sum_{i=1}^{n} E_{\theta_{i}}\left(p \theta_{i}-\frac{p}{1-p} V_{i}\right)^{2} \tag{6.4}
\end{equation*}
$$

where $E_{\theta_{i}}$ represents the expectation given $\theta_{i}$. Then, it can be shown easily that $R_{n}=R_{1, n}^{*}+R_{2, n}^{*}$. Note that $R_{2, n}^{*}$ is unrelated to the mean estimator $\Delta\left(U_{i}\right) \mathrm{s}$. Therefore, a small value of $R_{n}$ implies a small value of $R_{1, n}^{*}$. From this result, we quantify the performance of $\Delta\left(U_{i}\right)$ s using the $\widehat{R}_{n}$ in (6.1).

Remark 6.3. There are mainly two reasons that we have an independence assumption in our protein domain analysis. First, the research on the protein domain we used has been relatively recently studied, as demonstrated in [10]. So there doesn't seem to be enough information such as the location or spatial structure of the positions in protein domain. For a similar reason, [10] assumed the independence of mutations counts for different spots of the protein domain. Second, in order to consider the correlation structure of the mean parameters in mean vector estimation, we need to replicate the data corresponding to each parameter. However, since there is no replication for the data given to us, the correlation structure cannot be considered.

Table 3 represents the average of $\widehat{R}_{n} \mathrm{~s}$ with repeat number $T=500$ of our " $g$-NPEB", "Brown" in [3] and "Park" in [20] with proportion $p=0.5,0.7$ and 0.9. In Table 3, we can see that for all protein domains and all proportions $p$, as with the simulation study results, our " $g$-NPEB" and "Brown" achieve almost similar risks, however our " $g$-NPEB" performs better consistently than "Brown"s method.

## 7. Concluding remarks

In this paper, we presented theoretical results of the estimated Bayes rule ( $g$ NPEB) using the NPMLE, which has not been addressed. [3] stated that an advantage of their methodology based on $f$-modeling is that it does not require complex optimization and can derive an estimator with an elementary procedure. However, due to the development of many built-in functions of deconvolution and demixing, such as REBayes in R-package implementing [18], we believe that the $g$-modeling is implemented efficiently without any difficulty. Although many empirical Bayes approaches have been mainly concerned with $f$ modeling in estimating the mean vector of the Poisson model (e.g., [20] and [3]), our numerical studies show that each of them shows some drawbacks: [20] has slow convergence to the Bayes risk implying poor performance in finite samples, and [3] needs some significant computation time to implement their method since it requires cross-validation to select the smoothing parameter and tunning step to impose monotonicity on the decision function. On the other hand, we show that the $g$-modeling based estimator is as efficient as [20] in computations and achieves more accurate risk than [20] and [3].

We believe that such $g$-modeling based methods have more advantages in both accuracy and computational efficiency than $f$-modeling due to many builtin functions such as REBayes in R-package. In particular, the $g$-modeling based estimators for the Poisson mean vector can be potentially used in statistical inference for count data examples from genetics and bioinformatics. Especially, we assumed that mutation counts were independent of each other in protein domain analysis for several practical reasons. However, considering that protein domain research has been conducted relatively recently, the authors believe that additional data will be given in the future to reveal the biological knowledge of the mutation counts and consider the correlation of the mutation counts. Then, it is of great interest to estimate the intensity rates of mutation counts considering spatial correlations along with the development of a new estimator. We leave this as a future research.

## Appendix A: Proofs

## A.1. Proof of Theorem 3.1

Let $L(\rho ; M)=\log \left(e^{M} / \rho\right)=-\log \rho+M$ and take the following

$$
\rho_{n}=\frac{1}{n^{3}} \frac{1}{\sqrt{2 \pi \log n}}, \quad \eta=\frac{\rho_{n}}{n}
$$

and

$$
\eta^{*}=D^{*} \frac{\eta}{\rho_{n}}\left(\log \frac{1}{\eta}+L\left(\rho_{n} ; M\right)\right), \quad M=L \log \frac{1}{\eta}
$$

where $L \geq 1$ and $D^{*}$ are some universal constants.

Note that (4.2) holds with $\rho_{n}=\frac{1}{n^{3}} \frac{1}{\sqrt{2 \pi \log n}}$ and $q_{n}=\frac{e}{n^{2}}$. Let $\left\{t_{H_{j}}^{*}\left(\cdot ; \rho_{n}\right)\right.$, $j \leq N\}$ be a $2 \eta^{*}$ net of $\mathcal{T}_{\rho_{n}} \cap\left\{t_{G}^{*}: d\left(p_{G}, p_{G_{n}}\right) \leq t^{*} \varepsilon_{n}\right\}$ under the seminorm $\|\cdot\|_{\infty, M}$ and $N=\log N\left(\eta^{*}, \mathcal{T}_{\rho_{n}},\|\cdot\|_{\infty, M}\right)$. We adopt the preliminary calculation for $\tilde{r}_{n, \boldsymbol{\theta}}\left(\left(t_{\widehat{G}_{n}}^{*}(\mathbf{X})\right)\right.$ from [14] such that

$$
\begin{equation*}
\sqrt{E_{n, \boldsymbol{\theta}} n L_{n}\left(t_{\widehat{G}_{n}}^{*}(\mathbf{X}), \boldsymbol{\theta}\right)} \leq \sqrt{n R^{*}\left(G_{n}\right)}+\sqrt{E_{n, \boldsymbol{\theta}}\left(\sum_{j=0}^{4}\left|\zeta_{j n}\right|\right)^{2}} \tag{A.1}
\end{equation*}
$$

where

$$
\begin{align*}
\zeta_{0 n} & =\left\|t_{\widehat{G}_{n}}(\mathbf{X})-t_{\widehat{G}_{n}}\left(\mathbf{X} ; \rho_{n}\right)\right\|  \tag{A.2}\\
\zeta_{1 n} & =\left\|t_{\widehat{G}_{n}}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\| I_{A_{n}^{c}}  \tag{A.3}\\
\zeta_{2 n} & =\left\{\left\|t_{\widehat{G}_{n}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\| I_{A_{n}}-\max _{j \leq N}\left\|t_{H_{j}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\|\right\}_{+}  \tag{A.4}\\
\zeta_{3 n} & =\max _{j \leq N}\left\{\left\|t_{H_{j}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\|-E_{n, \boldsymbol{\theta}}\left\|t_{H_{j}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\|\right\}_{+}  \tag{A.5}\\
\zeta_{4 n} & =\max _{j \leq N} \sqrt{E_{n, \boldsymbol{\theta}}\left\|t_{H_{j}}^{*}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}\right\|^{2}}-\sqrt{n R^{*}\left(G_{n}\right)}, \tag{A.6}
\end{align*}
$$

for $A_{n}=\left\{d_{H}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right) \leq t^{*} \epsilon_{n}\right\}, t^{*}=t_{*} \vee 1$. Note that $P_{n, \boldsymbol{\theta}}\left(A_{n}^{c}\right) \leq \frac{1}{n}$ from Theorem 4.2 for $t^{*}=t_{*} \vee 1$. Since $E_{n, \boldsymbol{\theta}}\left(\sum_{j=0}^{4}\left|\zeta_{j n}\right|\right)^{2} \leq 5 \sum_{j=0}^{4} E_{n, \boldsymbol{\theta}} \zeta_{j n}^{2}$ in (A.1) using $\left(\sum_{j=0}^{4} a_{j}\right)^{2} \leq 5 \sum_{j=0}^{4} a_{j}^{2}$ for any real values of $a_{j} \mathrm{~s}$, we compute the bound of $E_{n, \boldsymbol{\theta}} \zeta_{j n}^{2}$ for $j=0,1, \ldots, 4$ as follows:

0 . Note that $t_{\widehat{G}_{n}}\left(\mathbf{X} ; \rho_{n}\right)-t_{\widehat{G}_{n}}(\mathbf{X}) \neq 0$ only when $p_{\widehat{G}_{n}}\left(X_{i}\right)<\rho_{n}$. Define $I_{n}=I\left(p_{\widehat{G}_{n}}\left(X_{i}\right)<\rho_{n}\right)$ then,

$$
\begin{aligned}
E_{n, \boldsymbol{\theta}} \zeta_{0 n}^{2} & \leq \sum_{i=1}^{n} E_{n, \boldsymbol{\theta}}\left\{\left(t_{\widehat{G}_{n}}\left(X_{i}\right)-t_{\widehat{G}_{n}}\left(X_{i} ; \rho_{n}\right)\right)^{2} I_{n}\right\} \\
& =\sum_{i=1}^{n} E_{n, \boldsymbol{\theta}}\left\{\left(\frac{g_{\widehat{G}_{n}}\left(X_{i}\right)}{p_{\widehat{G}_{n}}\left(X_{i}\right)}\right)^{2}\left(1-\frac{p_{\widehat{G}_{n}}\left(X_{i}\right)}{p_{\widehat{G}_{n}}\left(X_{i}\right) \vee \rho_{n}}\right)^{2} I_{n}\right\} \\
& \leq \sum_{i=1}^{n} E_{n, \boldsymbol{\theta}}\left\{\left(\frac{g_{\widehat{G}_{n}}\left(X_{i}\right)}{p_{\widehat{G}_{n}}\left(X_{i}\right)}\right)^{2} I_{n}\right\} \\
& =\sum_{i=1}^{n} E_{n, \boldsymbol{\theta}}\left\{\left(\frac{\int\left(\theta-X_{i}\right) p\left(X_{i} \mid \theta\right) d \widehat{G}_{n}(\theta)}{\int p\left(X_{i} \mid \theta\right) d \widehat{G}_{n}(\theta)}\right)^{2} I_{n}\right\} \\
& \leq \sum_{i=1}^{n} E_{n, \boldsymbol{\theta}}\left\{\left(M+X_{i}\right)^{2} I_{n}\right\}, \operatorname{provided} \widehat{G}_{n}([0, M])=1 \\
& \leq \sum_{i=1}^{n}\left\{E_{n, \boldsymbol{\theta}}\left(M+X_{i}\right)^{4}\right\}^{1 / 2}\left\{P_{n, \boldsymbol{\theta}}\left(p_{\widehat{G}_{n}}\left(X_{i}\right)<\rho_{n}\right)\right\}^{1 / 2}
\end{aligned}
$$

$$
\begin{align*}
& \leq \sum_{i=1}^{n}\left\{E_{n, \boldsymbol{\theta}}\left(M+X_{i}\right)^{4}\right\}^{1 / 2}\left\{n\left(\frac{e b}{\lfloor\log n / e\rfloor}\right)^{\lfloor\log n / e\rfloor}\right\}^{1 / 2} \\
& \leq C_{0,0}(M)^{2} \\
& \leq C_{0,0} n \epsilon_{n}^{2} \tag{A.7}
\end{align*}
$$

Note that the third inequality from the bottom is derived from (4.2), and in the second to last inequality, we take advantage of the property that the second curly brace term vanishes to zero faster than any polynomial $n$. In addition, $C_{0,0}$ is universal constant and we use the fact that $E_{n, \boldsymbol{\theta}}\left(M+X_{i}\right)^{4} \lesssim M^{4}$ provided $\forall i, \theta_{i} \leq b \leq M=O(\log n)$.

1. We rearrange $t_{\widehat{G}_{n}}\left(\mathbf{X} ; \rho_{n}\right)-\boldsymbol{\theta}$ as $t_{\widehat{G}_{n}}\left(\mathbf{X} ; \rho_{n}\right)-\mathbf{X}-(\boldsymbol{\theta}-\mathbf{X})$ in $\zeta_{1 n}$. Then using Lemma 4.4 and $L\left(\rho_{n} ; M\right) \leq C_{0}(\log n)$ for $\rho_{n}=\frac{1}{n^{3}} \frac{1}{\sqrt{2 \pi \log n}}$, we have

$$
\begin{aligned}
E_{n, \boldsymbol{\theta}} \zeta_{1 n}^{2} \leq & 2 n L\left(\rho_{n} ; M\right)^{2} P_{n, \boldsymbol{\theta}}\left(A_{n}^{c}\right)+2 \sum_{i=1}^{n} E_{n, \boldsymbol{\theta}}\left(X_{i}-\theta_{i}\right)^{2} I_{A_{n}^{c}} \\
\leq & 2 n L\left(\rho_{n} ; M\right)^{2} P_{n, \boldsymbol{\theta}}\left(A_{n}^{c}\right) \\
& +2 \sum_{i=1}^{n} \sum_{x \geq 0} \min \left\{P_{n, \boldsymbol{\theta}}\left(\left(X_{i}-\theta_{i}\right)^{2} \geq x\right), 1 / n\right\} \\
\leq & C_{0}^{2}(\log n)^{2} \\
& +2 \sum_{i=1}^{n}\left(\sum_{x \leq(\log n)^{2}} \frac{1}{n}+\sum_{x>(\log n)^{2}} P_{n, \boldsymbol{\theta}}\left(\left(X_{i}-\theta_{i}\right)^{2} \geq x\right)\right)
\end{aligned}
$$

Note that as $n \rightarrow \infty$, if $x>(\log n)^{2}$, we have $\theta_{i}-\sqrt{x}<0$ asymptotically. Therefore, $P_{n, \boldsymbol{\theta}}\left(\left(X_{i}-\theta_{i}\right)^{2} \geq x\right)=P_{n, \boldsymbol{\theta}}\left(X_{i}>\theta_{i}+\sqrt{x}\right) \leq$ $\sum_{y>\theta_{i}+\sqrt{x}} \frac{e^{-\theta_{i}} \theta_{i}^{y}}{y!} \leq \frac{e^{-\theta_{i}\left(e \theta_{i}\right) \sqrt{x}}}{\sqrt{x}^{\sqrt{x}}} \leq\left(\frac{e b}{\sqrt{x}}\right)^{\sqrt{x}}$. For $\log n \geq e^{2} b$, we have $e b / \log n \leq e^{-1}$, so $\left(\frac{e b}{\sqrt{x}}\right)^{\sqrt{x}} \leq e^{-\sqrt{x}} \leq \frac{1}{n}$ when $x>(\log n)^{2}$. Using this, we obtain $\sum_{x \geq(\log n)^{2}} P_{n, \boldsymbol{\theta}}\left(\left(X_{i}-\theta_{i}\right)^{2} \geq x\right) \leq \sum_{x \geq(\log n)^{2}} \exp (-\sqrt{x})$ for $1 \leq i \leq n$. Therefore, by using change of variable $\sqrt{x}=t$, we have $\sum_{x \geq(\log n)^{2}} e^{-\sqrt{x}} \leq C \int_{(\log n)^{2}} e^{-\sqrt{x}} d x=-\left.2 C_{1}(t+1) e^{-t}\right|_{\log n} ^{\infty}=$ $2 C_{1}\left(\frac{\log n}{n}+\frac{1}{n}\right)$ for some constant $C_{1}$. Finally, for some constants $C_{0}, C_{1}$ and $C_{0,1}$, we have

$$
\begin{align*}
E_{n, \boldsymbol{\theta}} \zeta_{1 n}^{2} & \leq C_{0}^{2}(\log n)^{2}+2(\log n)^{2}+2 C_{1}(\log n+1) \leq C_{0,1}(\log n)^{2} \\
& \leq C_{0,1} n \epsilon_{n}^{2} \tag{A.8}
\end{align*}
$$

from $n \epsilon_{n}^{2}=(\log n)^{3}$.
2. For $\zeta_{2 n},\left\{t_{H_{j}}^{*}\left(\cdot ; \rho_{n}\right), j \leq N\right\}$ is a $2 \eta^{*}$ net of

$$
\mathcal{T}_{\rho_{n}} \cap\left\{t_{G}^{*}: d_{H}\left(p_{G}, p_{G_{n}}\right) \leq x^{*} \varepsilon_{n}\right\}
$$

under the seminorm $\|\cdot\|_{\infty, M}$ and by Lemma 4.4, we know that

$$
\left|t_{G}^{*}\left(x ; \rho_{n}\right)-x\right| \leq L_{1}\left(\rho_{n} ; M\right)
$$

for $G=\widehat{G}_{n}$ or $H_{j}$. Let $N=\log N\left(\eta^{*}, \mathcal{T}_{\rho_{n}},\|\cdot\|_{\infty, M}\right)$, then we obtain $N \lesssim\left\{\log \frac{1}{\eta}\right\}^{2}$ from Theorem 4.3. Therefore we have

$$
\begin{align*}
\zeta_{2 n}^{2} & \leq \min _{j \leq N}\left\|t_{\widehat{G}_{n}}\left(X ; \rho_{n}\right)-t_{H_{j}}\left(X ; \rho_{n}\right)\right\|^{2} I_{A_{n}} \\
& \leq\left(2 \eta^{*}\right)^{2} \#\left\{i: X_{i}<M\right\}+4 L\left(\rho_{n} ; M\right)^{2} \sum_{i=1}^{n} I\left(X_{i} \geq M\right) \tag{A.9}
\end{align*}
$$

leading to

$$
\begin{aligned}
E_{n, \boldsymbol{\theta}} \zeta_{2 n}^{2} & \leq n\left(2 \eta^{*}\right)^{2}+4 L\left(\rho_{n} ; M\right)^{2} \sum_{i=1}^{n} E_{n, \boldsymbol{\theta}} I\left(X_{i} \geq M\right) \\
& =n\left(2 \eta^{*}\right)^{2}+4 L\left(\rho_{n} ; M\right)^{2} \sum_{i=1}^{n} P_{n, \boldsymbol{\theta}}\left(X_{i} \geq M\right) \\
& \leq n\left(2 \eta^{*}\right)^{2}+4 L\left(\rho_{n} ; M\right)^{2} \sum_{i=1}^{n} \sum_{x \geq M} \frac{e^{-\theta_{i}} \theta_{i}^{x}}{x!}
\end{aligned}
$$

Note that, $\sum_{x \geq M} \frac{e^{-\theta_{i}} \theta_{i}^{x}}{x!} \leq \sum_{x \geq M} \frac{e^{-b} b^{x}}{x!} \leq e^{-b}\left(\frac{e b}{M}\right)^{M}$ for $M>b$. Additionally, $\eta^{*}=D^{*} \frac{\eta}{\rho_{n}}\left(\log \frac{1}{\eta}+L\left(\rho_{n} ; M\right)\right) \leq C_{2} \frac{(\log n)}{n}$ and $M=O(\log n)$. Furthermore, $M=O(\log n)$ implies $\left(\frac{e b}{M}\right)^{M} \leq \frac{1}{n^{2}}$ for sufficiently large $n$ and $L\left(\rho_{n} ; M\right)=O(\log n)$. Hence with some constant $C_{2}$ and $C_{0,2}$, we have the upper bound of $E_{n, \boldsymbol{\theta}} \zeta_{2 n}^{2}$ as follows:

$$
\begin{align*}
E_{n, \boldsymbol{\theta}} \zeta_{2 n}^{2} & \leq n\left(2 \eta^{*}\right)^{2}+4 L\left(\rho_{n} ; M\right)^{2} n e^{-b}\left(\frac{e b}{M}\right)^{M} \\
& \leq C_{2}\left(n \frac{(\log n)^{2}}{n^{2}}+(\log n)^{2} n \frac{1}{n^{2}}\right) \\
& \leq C_{0,2} \epsilon_{n}^{2} \tag{A.10}
\end{align*}
$$

3. For $\zeta_{3 n}$, we use Lemma 4.5 and Theorem 4.3 and $A_{\rho_{n}, M}=1+2 L_{1}\left(\rho_{n} ; M\right)=$ $O(\log n)$ which lead to

$$
\begin{aligned}
E_{n, \boldsymbol{\theta}} \zeta_{3 n}^{2} & \leq \sum_{x=0}^{\infty} P_{n, \boldsymbol{\theta}}\left(\zeta_{3 n}>\sqrt{x}\right) \\
& \leq \int_{0}^{\infty} \min \left\{1, N \exp \left(-\kappa_{b} x /\left(2 A_{\rho_{n}, M}^{2}\right)\right)\right\} d x, \quad \kappa_{b}=(3-e) b \\
& =\sum_{x \leq\left(2 A_{\rho_{n}, M}^{2} \log N\right) / \kappa_{b}} 1
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{x>\left(2 A_{\rho_{n}, M}^{2} \log N\right) / \kappa_{b}} N \exp \left(-\kappa_{b} x /\left(2 A_{\rho_{n}, M}^{2}\right)\right) \\
\leq & \left(2 A_{\rho_{n}, M}^{2} \log N\right) / \kappa_{b} \\
& -2 A_{\rho_{n}, M}^{2} N /\left.\kappa_{b} \exp \left(-\kappa_{b} x /\left(2 A_{\rho_{n}, M}^{2}\right)\right)\right|_{\left(2 A_{\rho_{n}, M}^{2} \log N\right) / \kappa_{b}} ^{\infty} \\
\leq & \left(2 A_{\rho_{n}, M}^{2} \log N\right) / \kappa_{b} \\
\lesssim & 2 A_{\rho_{n}, M}^{2}\left\{\log \frac{1}{\eta}\right\}^{2} / \kappa_{b} \\
\leq & C_{0,3}(\log n) n \epsilon_{n}^{2} / \kappa_{b} . \\
\leq & C_{0,3}(\log n) n \epsilon_{n}^{2}, \tag{A.11}
\end{align*}
$$

where $C_{0,3}$ is universal constant and the last inequality we use the fact that $1 / \kappa_{b}=O(1)$.
4. For $\zeta_{4 n}$, take any constant $C$ satisfies $C\left(-\log d_{H}\left(p_{\widehat{G}_{n}}, p_{G_{0}}\right)\right)>2+e^{3} M$. Then, with $G_{0}=G_{n}, G=H_{j}, \rho=\rho_{n} \epsilon_{0}=t^{*} \epsilon_{n} \geq d_{H}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right)$ we apply (4.9) in Theorem 4.1. Since, $\left|\log \epsilon_{n}\right|=O(\log n)$ from $\epsilon_{n}=\frac{(\log n)^{3 / 2}}{\sqrt{n}}$ and $L\left(\rho_{n} ; M\right)=O(\log n)$, we obtain

$$
\begin{align*}
E_{n, \boldsymbol{\theta}} \zeta_{4 n}^{2} \leq & n \max _{j \leq N}\left\{E_{G_{n}}\left(t_{H_{j}}^{*}\left(Y ; \rho_{n}\right)-\theta\right)^{2}-R^{*}\left(G_{n}\right)\right\} \\
\leq & n M_{0}\left(\left|\log \epsilon_{0}\right|^{3}+\left|\log \epsilon_{0}\right| \epsilon_{0}^{C-2}\right. \\
& \left.+\left|\log \epsilon_{0}\right| L(\rho ; b)^{2}+\left|\log \rho_{n}\right|^{2}\left(b_{1}\right)^{2}\right) \epsilon_{0}^{2} \\
\leq & C_{0,4}\left\{(\log n)^{3} \vee(\log n)^{2}\left(b_{1}\right)^{2}\right\} n \epsilon_{n}^{2}, \tag{A.12}
\end{align*}
$$

where $C_{0,4}$ is universal constant and $M_{0}$ is constants defined on Theorem 4.1 and $C_{0,4}$ is universal constant.
Therefore, by combining (A.8), (A.10), (A.11) and (A.12), we have

$$
\begin{equation*}
E_{n, \boldsymbol{\theta}}\left(\sum_{j=0}^{4}\left|\zeta_{j n}\right|\right)^{2} \leq 5 \sum_{j=0}^{4} E_{n, \boldsymbol{\theta}} \zeta_{j n}^{2} \leq C^{*}\left\{(\log n)^{3} \vee(\log n)^{2}\left(b_{1}\right)^{2}\right\} n \epsilon_{n}^{2} \tag{A.13}
\end{equation*}
$$

with for some universal constant $C^{*}>0$. This proves the inequality in (3.23).

## A.2. Proof of Lemma 4.1

$$
\begin{aligned}
P_{n, \boldsymbol{\theta}}\left(t_{\widehat{G}_{n}}^{*}\left(X_{i}\right) \neq t_{\widehat{G}_{n}}^{*}\left(X_{i} ; \rho_{n}\right)\right) & =P_{n, \boldsymbol{\theta}}\left(p_{\widehat{G}_{n}}\left(X_{i}\right)<\rho_{n}\right) \\
& \leq P_{n, \boldsymbol{\theta}}\left(\frac{q_{n}}{e n}\left\{p\left(X_{i} \mid X_{i}\right)\right\}<\rho_{n}\right), \text { by }
\end{aligned}
$$

$$
\begin{align*}
& \leq P_{n, \boldsymbol{\theta}}\left(\frac{q_{n}}{e n}\left\{p\left(X_{(n)} \mid X_{(n)}\right)\right\}<\rho_{n}\right) \\
& \leq P_{n, \boldsymbol{\theta}}\left(\log n / e^{1 /\left(6 X_{(n)}\right)}<X_{(n)}\right) \\
& \leq P_{n, \boldsymbol{\theta}}\left(\log n / e<X_{(n)}\right)  \tag{A.14}\\
& \leq \sum_{i=1}^{n} P_{n, \boldsymbol{\theta}}\left(X_{i}>\log n / e\right) \\
& \leq \sum_{i=1}^{n} e^{-\theta_{i}}\left(\frac{e \theta_{i}}{\lfloor\log n / e\rfloor}\right)^{\lfloor\log n / e\rfloor} \\
& \leq n\left(\frac{e b}{\lfloor\log n / e\rfloor}\right)^{\lfloor\log n / e\rfloor} \rightarrow 0 \tag{A.15}
\end{align*}
$$

where (A.14) is obtained by using the fact that $N!<\sqrt{2 \pi N}\left(\frac{N}{e}\right)^{N} e^{\frac{1}{12 N}}$ for any positive integer $N$, and (A.15) uses the upper bound of the right tail probability of a Poisson distribution.

## A.3. Proof of Lemma 4.2

This is the corresponding to the second result for Normal distribution $Z$ in Lemma A.2.2. in [28]. Let $Z_{t}$ is Poisson process with $\theta t$, then $Z_{t}-Z_{s} \sim$ $\operatorname{Poisson}(\theta(t-s))$ for $t>s$. Let $X_{t}=x e^{Z_{t}-2 b t}$ where $Z_{t} \sim \operatorname{Poisson}(\theta t)$. We know that $Z_{t}$ is a stationary process with independent increment. Define $P_{t} f(x)=E\left(f\left(X_{t}\right) \mid Z_{0}=0\right)=E f\left(e^{Z_{t}-2 b t} x\right)$, then we show that $P_{t}$ forms a semigroup ( $P_{0}=I, P_{s+t}=P_{t} P_{s}$ ). Without loss of generality, we assume that $E(f(X))=0$. It is obvious that $P_{0}=I$ since $P_{0} f(x)=E\left(f\left(X_{0}\right) \mid X_{0}=x\right)=$ $f(x)$. We now show $P_{t+s}=P_{t} P_{s}$. Since $Z_{s+t}-Z_{t}$ and $Z_{t}$ are independent, we have

$$
\begin{aligned}
P_{t+s} f(x) & =E\left(f\left(e^{Z_{t+s}-2 b(t+s)} x\right)\right)=E E\left(f\left(e^{Z_{t+s}-Z_{t}-2 b s} e^{Z_{t}-2 b t} x\right) \mid X_{t}=y\right) \\
& =E E f\left(e^{Z_{s}-2 b s} y \mid X_{t}=y\right)=E P_{s} f\left(X_{t}\right)=P_{t}\left(P_{s} f(x)\right)=P_{t} P_{s} f(x)
\end{aligned}
$$

which shows that $P_{t}$ forms a semigroup. Define $G(t)=E \exp \left(r P_{t} f(Z)\right)$, then $G(0)=E \exp (r f(Z))$ and $G(\infty)=E \exp \left(r P_{\infty} f(Z)\right)=E \exp (r 0)=1$ since $Z_{t}-2 b t \rightarrow-\infty$ a.e.. We also have $-G^{\prime}(t)=-r E \exp \left(r P_{t} f(Z)\right) A P_{t} f(Z)=$ $r^{2} E \exp \left(r P_{t}(f(Z))\right)\left\|\nabla P_{t} f(Z)\right\|^{2}$ where $A=\left.\frac{d}{d t} P_{t}\right|_{t=0}$ and $\frac{d}{d t} P_{t}=A P_{t}$. We can assume without loss of generality that $f$ is differentiable with gradient $\sup _{x}\|\nabla f(x)\| \leq 1$. See p. 439 in [28] for more detail. From this,

$$
\begin{aligned}
\left\|\nabla P_{t} f(Z)\right\| & =\left\|E \nabla f\left(e^{Z_{t}-2 b t} Z\right)\right\| e^{Z_{t}-2 b t} \leq E\left(e^{Z_{t}-2 b t}\right) \\
& =\sum_{x=0}^{\infty} e^{x-2 b t} \frac{e^{-\theta t}(\theta t)^{x}}{x!}=\exp (-2 b t-\theta t+e \theta t) \\
& =\exp (-t(2 b-(e-1) \theta)) \leq \exp (-(2-(e-1)) b t)=\exp \left(-\kappa_{b} t\right)
\end{aligned}
$$

where $\kappa_{b}=(3-e) b$. Since $-G^{\prime}(t) \leq r^{2} G(t) e^{-2 \kappa_{b} t}$, we have $\left(\kappa_{b} \log G(t)\right)^{\prime} \geq$ $\left(\frac{1}{2} r^{2} e^{-2 \kappa_{b} t}\right)^{\prime}$. Since $\kappa_{b} \log G(\infty)=0$ and $\frac{1}{2} r^{2} e^{-2 \kappa_{b} t}=0$ for $t=\infty$, we have $\kappa_{b} \log G(0) \leq \frac{1}{2} r^{2}$ for $t=0$ due to $\left(\kappa_{b} \log G(t)\right)^{\prime} \geq\left(\frac{1}{2} r^{2} e^{-2 \kappa_{b} t}\right)^{\prime}$. Therefore we obtain $E \exp (r f(Z))=G(0) \leq \exp \left(\frac{r^{2}}{2 \kappa b}\right)$. Using this result, we have $P(f(Z) \geq$ $\lambda)=P\left(e^{r f(Z)} \geq e^{r \lambda}\right) \leq e^{-r \lambda} E e^{r f(Z)} \leq e^{\frac{r^{2}}{2 \kappa_{b}}-r \lambda}$ and then by maximization w.r.t. $r$, we obtain $e^{-\frac{\kappa_{b} \lambda^{2}}{2}}$. Since $E f(X)=0$ is assumed, it still holds for $f(Z)-$ $E(f(Z))$ which proves this lemma.

## A.4. Proof of Lemma 4.3

First, define the function $h(\zeta)=e^{\zeta}$, we proof the inequality for two cases: $x \geq 1$ and $x=0$.

1. When $x \geq 1$, we have

$$
\begin{align*}
& h\left(\frac{\left|g_{G}(x)\right|}{p_{G}(x)}\right) \\
\leq & \exp (E(|\theta-x| \mid x)) \leq E\left(e^{|\theta-x|} \mid X=x\right) \\
\leq & \frac{1}{\sqrt{2 \pi x} p_{G}(x)} \int e^{|u-x|-u+x \log u-x \log x+x} G(d u) \\
\leq & \frac{1}{\sqrt{2 \pi} p_{G}(x)} \int e^{|u-x|-u+x \log u-x \log x+x} G(d u) \tag{A.16}
\end{align*}
$$

from $\frac{1}{x!} \leq \frac{1}{\sqrt{2 \pi}} e^{-(x+1 / 2) \log x+x}$. Define $f_{\theta}(x)=|\theta-x|-\theta+x \log \theta-$ $x \log x+x$. We show the upper bound of equation (A.16) for three cases: (i) $x \geq e \theta$, (ii) $\theta \leq x<e \theta$ and (iii) $x<\theta$.
(i) For $x \geq e \theta$, we have $|x-\theta|=x-\theta$ which leads to $f_{\theta}(x)=2 x-$ $2 \theta+x \log \theta-x \log x$. Since $f_{\theta}(x)$ is decreasing in $x$ for $x \geq e \theta$, so $f_{\theta}(x)$ has the maximum when $x=e \theta$ which is $f_{\theta}(e \theta)=(e-2) \theta$. This leads to $\left(\right.$ A. 16) $\leq \frac{1}{\sqrt{2 \pi} p_{G}(x)} e^{(e-2) b}$, provided $\theta \in[0, b]$.
(ii) For $\theta \leq x<e \theta$, we have $f_{\theta}(x)=2 x-2 \theta+x \log \theta-x \log x$ and $f_{\theta}(x)$ is increase on $x \in[\theta, e \theta]$. Therefore, we obtain $(\mathrm{A} .16) \leq \frac{1}{\sqrt{2 \pi} p_{G}(x)} e^{(e-2) b}$. (iii) For $x<\theta$, we have $f_{\theta}(x)=x \log \theta-x \log x$. Since $f_{\theta}^{\prime}(x)=\log \theta / e-$ $\log x$, we see that $f_{\theta}(x)$ has the maximum at $x=\theta e^{-1}$, so we have $f_{\theta}\left(\theta e^{-1}\right)=\theta e^{-1} \leq b e^{-1}$ which leads to $(\mathrm{A} .16) \leq \frac{1}{\sqrt{2 \pi} p_{G}(x)} e^{b / e}$.
From the results of (i), (ii) and (iii) for $x \geq 1$ and $e-2 \geq e^{-1}$, we have

$$
\begin{equation*}
h\left(\frac{\left|g_{G}(x)\right|}{p_{G}(x)}\right) \leq \frac{e^{(e-2) b}}{\sqrt{2 \pi} p_{G}(x)} \leq \frac{e^{b}}{p_{G}(x)} \tag{A.17}
\end{equation*}
$$

which means

$$
\begin{equation*}
\frac{\left|g_{G}(x)\right|}{p_{G}(x)} \leq-\log \left(\frac{p_{G}(x)}{e^{b}}\right) \leq L_{1}\left(p_{G}(x)\right) \tag{A.18}
\end{equation*}
$$

2. When $x=0$, we have $h\left(\frac{\left|g_{G}(0)\right|}{p_{G}(0)}\right) \leq E\left(e^{\theta} \mid x=0\right)=\frac{1}{p_{G}(0)} \int d G(\theta)=\frac{1}{p_{G}(0)}$. This leads to

$$
\begin{equation*}
\frac{\left|g_{G}(0)\right|}{p_{G}(0)} \leq-\log p_{G}(0) \leq-\log p_{G}(0)+b \leq L\left(p_{G}(0) ; b\right) \tag{A.19}
\end{equation*}
$$

Combining (A.18) and (A.19), we prove the lemma for $x \geq 0$.

## A.5. Proof of Lemma 4.4

If $\rho<p_{G}(x)$, then we obtain

$$
\begin{equation*}
\left|x-t_{G}^{*}(x ; \rho)\right|=\frac{\left|g_{G}(x)\right|}{p_{G}(x)} \leq L\left(p_{G}(x) ; b\right) \leq L(\rho ; b) \tag{A.20}
\end{equation*}
$$

from Lemma 4.3 and the fact that $L(\rho ; b)$ is decreasing in $\rho$.
If $p_{G}(x) \leq \rho<1$, then we obtain

$$
\begin{equation*}
\left|x-t_{G}^{*}(x, \rho)\right| \leq \frac{\left|g_{G}(x)\right|}{\rho}=\frac{p_{G}(x)}{\rho} \frac{\left|g_{G}(x)\right|}{p_{G}(x)} \leq \frac{p_{G}(x) L\left(p_{G}(x) ; b\right)}{\rho} \tag{A.21}
\end{equation*}
$$

from Lemma 4.3. Since $y L_{1}(y)$ is increasing for $\rho<1$, we have

$$
p_{G}(x) L\left(p_{G}(x) ; b\right) \leq \rho L(\rho ; b)
$$

which results in

$$
\begin{align*}
\left|x-t_{G}^{*}(x, \rho)\right|=\frac{\left|g_{G}(x)\right|}{p_{G}(x) \vee \rho} \leq \frac{1}{\rho} p_{G}(x) L\left(p_{G}(x) ; b\right) & \leq \frac{1}{\rho} \rho L(\rho ; b) \\
& =L(\rho ; b) \tag{A.22}
\end{align*}
$$

Combining (A.20) and (A.22), we prove (4.5).

## A.6. Proof of Lemma 4.5

Using the result $\left|t_{G}^{*}(x, \rho)-x\right|=\frac{\left|g_{G}(x)\right|}{p_{G}(x) \vee \rho} \leq L(\rho ; b)$ from Lemma 4.4,

$$
\begin{aligned}
\left|t_{G}^{*}(x+1 ; \rho)-t_{G}^{*}(x ; \rho)\right| & \leq 1+\left|t_{G}^{*}(x+1 ; \rho)-(x+1)\right|+\left|t_{G}^{*}(x ; \rho)-x\right| \\
& \leq 1+2 L(\rho ; b)
\end{aligned}
$$

Without loss of generality, we assume $x<y$ and then we obtain

$$
\begin{aligned}
\left|t_{G}^{*}(y ; \rho)-t_{G}^{*}(x ; \rho)\right| & \leq \sum_{i=x}^{y-1}\left|t_{G}^{*}(i+1 ; \rho)-t_{G}^{*}(i ; \rho)\right| \leq(1+2 L(\rho ; b))|y-x| \\
& \equiv A_{\rho, b}|y-x|
\end{aligned}
$$

for $A_{\rho, b}=1+2 L(\rho ; b)$. Let $h(\mathbf{x})=\left\|t_{G}^{*}(\mathbf{x} ; \rho)-\boldsymbol{\theta}\right\|$, then $|h(\mathbf{x})-h(\mathbf{y})| \leq\left\|t_{G}^{*}(\mathbf{x} ; \rho)-t_{G}^{*}(\mathbf{y} ; \rho)\right\| \leq A_{\rho, b}\|\mathbf{x}-\mathbf{y}\|$ leading to

$$
\begin{aligned}
& P_{n, \boldsymbol{\theta}}\left(\left\|t_{G}^{*}(\mathbf{X} ; \rho)-t_{G}^{*}(\mathbf{Y} ; \rho)\right\| \geq E_{n, \boldsymbol{\theta}}\left\|t_{G}^{*}(\mathbf{X} ; \rho)-t_{G}^{*}(\mathbf{Y} ; \rho)\right\|+x\right) \\
\leq & \exp \left(-\frac{\kappa_{b} x^{2}}{2 A_{\rho, b}^{2}}\right)
\end{aligned}
$$

by Lemma 4.2 .

## A.7. Proof of Theorem 4.1

We first demonstrate the following two lemmas, Lemma A.7.1 and Lemma A.7.2, which will be used to prove Theorem 4.1.

Lemma A.7.1. Let $G_{0}$ satisfying $G_{0}([0, b])=1$ and $G([0, M])=1$ with $M>$ $\max (1, b)$ then we have

$$
\begin{align*}
& \sum_{x=0}^{\infty} \frac{\left(g_{G}(x)-g_{G_{0}}(x)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \\
\leq & 4(M+1)\left(a^{2} d_{H}\left(p_{G}, p_{G_{0}}\right)^{2}+8 M^{2} e^{-M} \frac{(e M)^{a-2}}{(a-2)^{a-2}}\right), \tag{A.23}
\end{align*}
$$

for $a>M+2$.
In particular, if $M$ satisfies $\frac{a-2}{e^{3} M}>1$ as $a \rightarrow \infty$, then

$$
\begin{equation*}
\sum_{x=0}^{\infty} \frac{\left(g_{G}(x)-g_{G_{0}}(x)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \leq 4(M+1)\left(a^{2} d_{H}\left(p_{G}, p_{G_{0}}\right)^{2}+K e^{-2 a}\right) \tag{A.24}
\end{equation*}
$$

for some constant $K>0$.
Proof. Using $\left(g_{G}(x)-g_{G_{0}}(x)\right)^{2} \leq 2(x+1)^{2}\left(p_{G}(x+1)-p_{G_{0}}(x+1)\right)^{2}+2 x^{2}\left(p_{G}(x)-\right.$ $\left.p_{G_{0}}(x)\right)^{2}$, we have

$$
\begin{aligned}
\sum_{x=0}^{\infty} \frac{\left(g_{G}(x)-g_{G_{0}}(x)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \leq & 2 \sum_{x=0}^{\infty} \frac{(x+1)^{2}\left(p_{G}(x+1)-p_{G_{0}}(x+1)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \\
& +2 \sum_{x=0}^{\infty} \frac{x^{2}\left(p_{G}(x)-p_{G_{0}}(x)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho}
\end{aligned}
$$

We first show $\frac{p_{G}(x+1) \vee \rho+p_{G_{0}}(x+1) \vee \rho}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \leq M$.
For this, it is enough to show that $\frac{p_{G}(x+1) \vee \rho}{p_{G}(x) \vee \rho} \leq M$ and similary for $G_{0}$. There are four different cases which are

1. if $p_{G}(x+1)<\rho$ and $p_{G}(x)<\rho, \frac{p_{G}(x+1) \vee \rho}{p_{G}(x) \vee \rho}=\frac{\rho}{\rho}=1$,
2. if $p_{G}(x+1) \geq \rho$ and $p_{G}(x)<\rho, \frac{p_{G}(x+1) \vee \rho}{p_{G}(x) \vee \rho}=\frac{p_{G}(x+1)}{\rho} \leq M$, since $p_{G}(x+$ 1) $\leq \frac{M}{x+1} p_{G}(x)<M \rho<M$,
3. if $p_{G}(x+1)<\rho$ and $p_{G}(x) \geq \rho, \frac{p_{G}(x+1) \vee \rho}{p_{G}(x) \vee \rho}=\frac{\rho}{p_{G}(x)} \leq 1$,
4. if $p_{G}(x+1) \geq \rho$ and $p_{G}(x) \geq \rho, \frac{p_{G}(x+1) \vee \rho}{p_{G}(x) \vee \rho}=\frac{p_{G}(x+1)}{p_{G}(x)} \leq M$.

From these four cases, we have $p_{G}(x+1) \vee \rho \leq M\left(p_{G}(x) \vee \rho\right)$ and $p_{G_{0}}(x+1) \vee \rho \leq$ $M\left(p_{G_{0}}(x) \vee \rho\right)$ leading to

$$
\begin{equation*}
\frac{1}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \leq \frac{M}{p_{G}(x+1) \vee \rho+p_{G_{0}}(x+1) \vee \rho} \tag{A.25}
\end{equation*}
$$

We also have

$$
\begin{align*}
& \sum_{x=0}^{\infty} \frac{\left(g_{G}(x)-g_{G_{0}}(x)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \\
\leq & 2 M \sum_{x=0}^{\infty} \frac{(x+1)^{2}\left(p_{G}(x+1)-p_{G_{0}}(x+1)\right)^{2}}{p_{G}(x+1) \vee \rho+p_{G_{0}}(x+1) \vee \rho} \\
& +2 \sum_{x=0}^{\infty} \frac{x^{2}\left(p_{G}(x)-p_{G_{0}}(x)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \\
\leq & 2(M+1) \sum_{x=0}^{\infty} \frac{x^{2}\left(p_{G}(x)-p_{G_{0}}(x)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} . \tag{A.26}
\end{align*}
$$

By using

$$
\begin{equation*}
\frac{\left(\sqrt{p_{G}(x)}+\sqrt{p_{G_{0}}(x)}\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \leq \frac{2\left(p_{G}(x)+p_{G_{0}}(x)\right)}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \leq 2, \tag{A.27}
\end{equation*}
$$

we have

$$
\begin{align*}
(\mathrm{A} .26) \leq & 4(M+1) \sum_{x=0}^{\infty} x^{2}\left(\sqrt{p_{G}(x)}-\sqrt{p_{G_{0}}(x)}\right)^{2} \\
= & 4(M+1)\left(a^{2} \sum_{x<a}\left(\sqrt{p_{G}(x)}-\sqrt{p_{G_{0}}(x)}\right)^{2}\right. \\
& \left.\quad+\sum_{x \geq a} x^{2}\left(\sqrt{p_{G}(x)}-\sqrt{p_{G_{0}}(x)}\right)^{2}\right) \\
\leq & 4(M+1)\left(a^{2} d_{H}\left(p_{G}, p_{G_{0}}\right)^{2}\right. \\
& \left.\quad+2 \sum_{x \geq a} x^{2}\left(p_{G}(x)+p_{G_{0}}(x)\right)\right) \tag{A.28}
\end{align*}
$$

To obtain the upper bound of (A.28), we first find out bounds of $\sum_{x \geq a} x^{2} p_{G}(x)$ and $\sum_{x \geq a} x^{2} p_{G_{0}}(x)$ in (A.28). By using $\frac{e^{-\theta} \theta^{x}}{x!} \leq \frac{e^{-M} M^{x}}{x!}$ for $x \geq a>M+2$, we
have

$$
\begin{aligned}
\sum_{x \geq a} x^{2} p_{G}(x) & \leq \int_{[0, M]} \sum_{x \geq a} x^{2} \frac{e^{-\theta} \theta^{x}}{x!} d G(\theta) \leq \sum_{x \geq a} x^{2} \frac{e^{-M} M^{x}}{x!} \\
& \leq \sum_{x \geq a} x(x-1) \frac{e^{-M} M^{x}}{x!}+\sum_{x \geq a} x \frac{e^{-M} M^{x}}{x!} \\
& \leq M^{2} \sum_{x \geq a} \frac{e^{-M} M^{x-2}}{(x-2)!}+M \sum_{x \geq a} \frac{e^{-M} M^{x-1}}{(x-1)!} \\
& \leq 2 M^{2} P(X \geq a-2 \mid \theta=M) \\
& \leq 2 M^{2} \sum_{x \geq a-2} \frac{e^{-M} M^{x}}{x!} \\
& \leq 2 M^{2} e^{-M} \frac{(e M)^{a-2}}{(a-2)^{a-2}}
\end{aligned}
$$

where the last inequality is from $P(X \geq x) \leq \frac{e^{-\theta}(e \theta)^{x}}{x^{x}}$ for $X \sim \operatorname{Poisson}(\theta)$. Similarly, we also have $\sum_{x \geq a} x^{2} p_{G_{0}}(x) \leq 2 M^{2} e^{-M} \frac{(e M)^{a-2}}{(a-2)^{a-2}}$. Therefore we have

$$
\begin{aligned}
& \sum_{x=0}^{\infty} \frac{\left(g_{G}(x)-g_{G_{0}}(x)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho} \\
\leq & 4(M+1)\left(a^{2} d_{H}\left(p_{G}, p_{G_{0}}\right)^{2}+8 M^{2} e^{-M} \frac{(e M)^{a-2}}{(a-2)^{a-2}}\right),
\end{aligned}
$$

which proves (A.23).
To prove (A.24), by using $8 M^{2} e^{-M} \leq K$ for some constant $K>0$, if $M$ satisfies the following condition

$$
\begin{equation*}
\frac{a-2}{M}>e^{3} \tag{A.29}
\end{equation*}
$$

then we have

$$
\begin{aligned}
\frac{a-2}{M}>e^{3} & \Longleftrightarrow \frac{a-2}{e^{3} M}>1 \\
& \Longleftrightarrow e^{2} \leq\left(\sqrt{\frac{a-2}{e^{3} M}}\right)^{a-2} \text { for sufficiently large } a \\
& \Longleftrightarrow e^{a} \leq\left(\sqrt{\frac{a-2}{e M}}\right)^{a-2} \\
& \Longleftrightarrow\left(\sqrt{\frac{e M}{a-2}}\right)^{a-2} \leq e^{-a}
\end{aligned}
$$

which leads to

$$
\sum_{x=0}^{\infty} \frac{\left(g_{G}(x)-g_{G_{0}}(x)\right)^{2}}{p_{G}(x) \vee \rho+p_{G_{0}}(x) \vee \rho}
$$

$$
\begin{align*}
& \leq 4(M+1)\left(a^{2} d_{H}\left(p_{G}, p_{G_{0}}\right)^{2} 8 M^{2} e^{-M} \frac{(e M)^{a-2}}{(a-2)^{a-2}}\right) \\
& \leq 4(M+1)\left(a^{2} d_{H}\left(p_{G}, p_{G_{0}}\right)^{2}+K e^{-2 a}\right) \tag{A.30}
\end{align*}
$$

Lemma A.7.2. Define $\|f\|_{h}=\left\{\int f^{2}(x) h(x) d x\right\}^{1 / 2}$. For $\rho \rightarrow 0$, assume that the support of the distribution $G_{0}$ is $[0, b]$ with $b=o\left(\frac{-\log \rho}{\log (-\log \rho)}\right)$. Then we have,

$$
\begin{equation*}
\left\|\left(1-p_{G_{0}} / \rho\right)_{+} g_{G_{0}} / p_{G_{0}}\right\|_{p_{G_{0}}}=O\left(\rho^{1 / 2} b_{1}\right) \tag{A.31}
\end{equation*}
$$

where $b_{1}=b \vee 1$.
Proof. Note that $p_{G_{0}}(x)=\int p(x \mid \theta) d G_{0}(\theta)$ is decreasing as $x \rightarrow 0$ or $x \rightarrow \infty$. Therefore, for sufficiently small $\rho$, the following two sets $\left\{x: 0 \leq x \leq c_{1}\right\}$ and $\left\{x: x \geq c_{2}\right\}$ with some constants $c_{1}$ and $c_{2}$ depending on $\rho$ can be considered as candidates for the asymptotically upper set of the set $\left\{x: p_{G_{0}}(x)<\rho\right\}$. However, in the former case, $p_{G_{0}}(x)=\int p(x \mid \theta) d G_{0}(\theta)$ has a as a lower bound as $p(0 \mid b)=$ $e^{-b}$, which is always greater than $\rho$ due to the assumption of $b=o\left(\frac{-\log \rho}{\log (-\log \rho)}\right)$. Thus, for sufficiently small $\rho$, we have $\left\{x: p_{G_{0}}(x)<\rho\right\} \subseteq\left\{x: x \geq C_{\rho}\right\}$ for some constant $C_{\rho}$ depending on $\rho$.

From now on, we figure out the specific form of $C_{\rho}$. Recall that we only consider the distribution $G_{0}$ which does not degenerate at 0 . That is there exists constant $b_{1}>0$ such that $G_{0}\left(\left[0, b_{1}\right)\right) \leq \delta_{0}$ for some $\delta_{0}<1$. Therefore, $G_{0}\left(\left[b_{1}, b\right]\right)=w_{0} \geq 1-\delta_{0}$. We consider the following two cases according to the relationship between $x$ and $b$. We mainly use the following facts:

1. $b=o\left(\frac{-\log \rho}{\log (-\log \rho)}\right)$ implies $b \log b=o(-\log \rho)$
2. For any $x \in \mathbb{R}$, define $f_{x}:[0, b] \rightarrow \mathbb{R}$ such that $f_{x}(\theta)=\theta^{x} e^{-\theta}$. Then $f_{x}(\theta)$ is increasing (decreasing) function when $\theta \leq x(\theta>x)$.

## Case 1. $x>b$

We show that the set $\left\{x: p_{G_{0}}(x)<\rho\right\}$ is asymptotically subset of $\{x: x \log x>$ $-\log \rho\}$. Note that

$$
w_{0} b_{1}^{x} e^{-b_{1}} \leq \int \theta^{x} e^{-\theta} d G_{0}(\theta) \leq b^{x} e^{-b}
$$

Therefore using the fact that $\log x!=O(x \log x)$ for $x \rightarrow \infty$, we derive the following

$$
\begin{align*}
\left\{x: p_{G_{0}}(x)<\rho\right\} & \subseteq\left\{x: w_{0} b_{1}^{x} e^{-b_{1}} / x!<\rho\right\} \\
& =\left\{\log x!-x \log b_{1}+b_{1}-\log w_{0}>-\log \rho\right\} \\
& =\{\log x!(1+o(1))>-\log \rho\} \\
& \asymp\{x: x \log x>-\log \rho\} \tag{A.32}
\end{align*}
$$

Case 2. $x \leq b$

In this case we show that $p_{G_{0}}(x)>\rho$.
Note that

$$
\begin{align*}
w_{0} p & \left(\lfloor b\rfloor \mid b_{1}\right)  \tag{A.33}\\
(\because)-\log w_{0} p\left(\lfloor b\rfloor \mid b_{1}\right) & =\log \lfloor b\rfloor!-\lfloor b\rfloor \log b_{1}+b_{1}-\log w_{0} \\
& \asymp b \log b \\
& =o(-\log \rho)<-\log \rho
\end{align*}
$$

and

$$
\begin{equation*}
w_{0} p(0 \mid b)=w_{0} e^{-b} \gtrsim \rho . \tag{A.34}
\end{equation*}
$$

Combining (A.33) and (A.34)

$$
\begin{equation*}
p_{G_{0}}(x) \geq w_{0} \min \left(p\left(\lfloor b\rfloor \mid b_{1}\right), p(0 \mid b)\right) \gtrsim \rho \tag{A.35}
\end{equation*}
$$

Therefore for the Case 2. $x \leq b$, the set $\left\{x: p_{G_{0}}(x)<\rho\right\}$ is asymptotically empty set.

$$
\begin{equation*}
\left\{x: p_{G_{0}}(x)<\rho\right\} \asymp \phi . \tag{A.36}
\end{equation*}
$$

Thus from the results (A.32) and (A.36), we conclude that $p_{G_{0}}(x)<\rho$ only happens only when $x>b$ and the set of $x$ satisfying $p_{G_{0}}(x)<\rho$ becomes a subset of the set $\{x: x \log x>-\log \rho\}$ asymptotically. Define $C_{\rho}=\frac{-\log \rho}{\log (-\log \rho)}(1+o(1))$ then $x \log x \sim-\log \rho$ when $x=C_{\rho}$. Therefore, it can be shown asymptotically that

$$
\begin{equation*}
\left\{x: p_{G_{0}}(x)<\rho\right\} \approx\left\{x: x \geq C_{\rho}\right\} \tag{А.37}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
\left\|\left(1-p_{G_{0}} / \rho\right)_{+} g_{G_{0}} / p_{G_{0}}\right\|_{p_{G_{0}}}^{2} & \leq \sum_{x: p_{G_{0}}(x)<\rho}\left(\frac{g_{G_{0}}(x)}{p_{G_{0}}(x)}\right)^{2} p_{G_{0}}(x) \\
& \leq \sum_{x: p_{G_{0}}(x)<\rho} x^{2} p_{G_{0}}(x) \\
& \leq \sum_{x: p_{G_{0}}(x)<\rho}\left(b^{2} p_{G_{0}}(x-2)+b p_{G_{0}}(x-1)\right) \\
& \leq 2(b \vee 1)^{2} \sum_{x: p_{G_{0}}(x)<\rho} p(x-2 \mid b) \\
& \leq 2\left(b_{1}\right)^{2} \sum_{x>C_{\rho}-2} p(x \mid b) \\
& \leq 2\left(b_{1}\right)^{2} \frac{(e b)^{C_{\rho}-2}}{\left(C_{\rho}-2\right)^{C_{\rho}-2}} \\
& \sim 2\left(b_{1}\right)^{2} e^{-C_{\rho}\left(\log C_{\rho}-\log (e b)\right)} \sim 2\left(b_{1}\right)^{2} \rho
\end{aligned}
$$

leading to $\left\|\left(1-p_{G_{0}} / \rho\right)_{+} g_{G_{0}} / p_{G_{0}}\right\|_{p_{G_{0}}}=O\left(\rho^{1 / 2} b_{1}\right)$ as $\rho \rightarrow 0$.

Now the proof of Theorem 4.1 is directly demonstrated by the previous two lemmas, Lemma A.7.1 and Lemma A.7.2.

Proof of Theorem 4.1. We denote $d_{H}\left(p_{G}, p_{G_{0}}\right)$ as $d_{H}$ for notation simplicity.

1. Let $w_{*}=1 /\left(p_{G} \vee \rho+p_{G_{0}} \vee \rho\right)$. We have

$$
\begin{align*}
& \left\{E_{G_{0}}\left(t_{G}^{*}(Y ; \rho)-\theta\right)^{2}-R^{*}\left(G_{0}\right)\right\}^{1 / 2} \\
= & \left\|g_{G} /\left(p_{G} \vee \rho\right)-g_{G_{0}} /\left(p_{G_{0}} \vee \rho\right)\right\|_{p_{G_{0}}} \\
\leq & 2\left\|g_{G}-g_{G_{0}}\right\|_{w_{*}}+2 L(\rho ; M) \sqrt{2} d_{H} \\
& +\left\|\left(1-p_{G_{0}} / \rho\right)_{+} g_{G_{0}} / p_{G_{0}}\right\|_{p_{G_{0}}} \\
\leq & 2 \sqrt{D}\left(a^{2} d_{H}^{2}+8 M^{2} e^{-M} \frac{(e M)^{a-2}}{(a-2)^{a-2}}\right)^{1 / 2} \\
& +2 \sqrt{2} L(\rho ; M) d_{H}+\left\|\left(1-p_{G_{0}} / \rho\right)_{+} g_{G_{0}} / p_{G_{0}}\right\|_{p_{G_{0}}} \\
\leq & 2 \sqrt{D}\left(a d_{H}+\sqrt{8 M^{2} e^{-M} \frac{(e M)^{a-2}}{(a-2)^{a-2}}}\right) \\
& +2 \sqrt{2} L(\rho ; M) d_{H}+\left\|\left(1-p_{G_{0}} / \rho\right)_{+} g_{G_{0}} / p_{G_{0}}\right\|_{p_{G_{0}}} . \tag{A.38}
\end{align*}
$$

Here we use the result

$$
\left\|g_{G}-g_{G_{0}}\right\|_{w_{*}}^{2} \leq 4(M+1)\left(a^{2} d_{H}\left(p_{G}, p_{G_{0}}\right)^{2}+8 M^{2} e^{-M} \frac{(e M)^{a-2}}{(a-2)^{a-2}}\right)
$$

from Lemma A.7.1
2. (4.8) can be derived directly from the equation (A.30), (A.38) and Lemma A.7.2.
3. For (4.9), note that $D=4(M+1) \asymp-\log d_{H}\left(p_{G}, p_{G_{0}}\right)$ implies there is constant $C_{0}$ such that

$$
\begin{align*}
& \left\{E_{G_{0}}\left(t_{G}^{*}(Y ; \rho)-\theta\right)^{2}-R^{*}\left(G_{0}\right)\right\}^{1 / 2} \\
\leq \quad & \left\{2 \sqrt{D}\left(C\left(-\log d_{H}\right)+\sqrt{K}\left(d_{H}\right)^{C-1}\right)+2 \sqrt{2} L(\rho ; M)\right\} d_{H} \\
& +\rho^{1 / 2} b_{1} \\
\leq \quad & C_{0}\left\{\left(-\log d_{H}\right)^{3 / 2}+\left(-\log d_{H}\right)^{1 / 2}\left(\left(d_{H}\right)^{C-1}+L(\rho ; b)\right)\right\} d_{H} \\
& +\rho^{1 / 2} b_{1} \tag{A.39}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
& E_{G_{0}}\left(t_{G}^{*}(Y ; \rho)-\theta\right)^{2}-R^{*}\left(G_{0}\right) \\
& \leq 2\left\{3 C _ { 0 } ^ { 2 } \left(\left(-\log d_{H}\right)^{3}+\left(-\log d_{H}\right)\left(d_{H}\right)^{2 C-2}\right.\right. \\
& \\
& \left.\left.\quad+\left(-\log d_{H}\right) L(\rho ; M)^{2}\right)\left(d_{H}\right)^{2}+\rho\left(b_{1}\right)^{2}\right\}
\end{aligned}
$$

$$
\begin{align*}
& \leq M_{0}\left(\left|\log \epsilon_{0}\right|^{3}+\left|\log \epsilon_{0}\right| \epsilon_{0}^{C-2}+\left|\log \epsilon_{0}\right| L(\rho ; M)^{2}\right. \\
&\left.+|\log \rho|^{2}\left(b_{1}\right)^{2}\right) \epsilon_{0}^{2} \tag{A.40}
\end{align*}
$$

where the last inequality above can be derived from the fact that $(-\log y)^{3} y^{2},(-\log y) y^{2 C}$, and $(-\log y) y^{2}$ are increasing with respect to $y$ for $y \leq e^{-3 / 2}$, and $\rho \leq|\log \rho|^{2} \epsilon_{0}^{2}$.

## A.8. Proof of Lemma 4.6

Define $I=[0, M]$ and notice that $[0, M]$ is the support of $G_{m}$ and $G$. We also define $k^{*}=\lceil 4.32 M\rceil$. From the Carathéodory's theorem, there exists a discrete distribution function $G_{m}$ for each $G$ such that the $G_{m}$ with support on $[0, M]$ and no more than $m=\lceil 4.32 M\rceil+B+2$ support points satisfying

$$
\begin{equation*}
\int_{I} u^{j} G(d u)=\int_{I} u^{j} G_{m}(d u) \tag{A.41}
\end{equation*}
$$

for $j=0,1, \cdots, k^{*}+B$. Hence the total number of moments of two distributions must be equal is $k^{*}+B+1$. By using the Taylor expansion of $e^{-\theta}$ at $\theta=0$, we have

$$
\begin{equation*}
e^{-\theta}=\sum_{j=0}^{k-1} \frac{(-1)^{j} \theta^{j}}{j!}+R_{k}, \quad\left|R_{k}\right| \leq \frac{\theta^{k}}{k!} \tag{A.42}
\end{equation*}
$$

Using the above result, we can define the approximation error between the probability mass function of Poisson distribution with parameter $\theta$ and its Taylor expansion function of order $k-1$ as follows,

$$
\begin{equation*}
\operatorname{Rem}_{\mathrm{k}}(x, \theta) \equiv \frac{\theta^{x} e^{-\theta}}{x!}-\frac{\theta^{x}}{x!} \sum_{j=0}^{k-1} \frac{(-1)^{j} \theta^{j}}{j!} \tag{A.43}
\end{equation*}
$$

Then for $x=0,1, \cdots, B$ and $\theta \in[0, M]$,

$$
\begin{align*}
\left|\operatorname{Rem}_{\mathrm{k}^{*}}(x, \theta)\right| & \leq \frac{\theta^{x}}{x!} \frac{\theta^{k^{*}}}{k^{*}!}=\frac{\theta^{x} e^{-\theta}}{x!} \frac{\theta^{k^{*}} e^{\theta}}{k^{*}!} \\
& \leq \frac{M^{k^{*}} e^{M}}{k^{*}!}  \tag{A.44}\\
& \leq \frac{1}{\sqrt{2 \pi k^{*}}}\left(\frac{e M}{k^{*}}\right)^{k^{*}} e^{M}  \tag{A.45}\\
& \leq \frac{1}{2} e^{-M} \tag{A.46}
\end{align*}
$$

where in (A.44) we use the fact that $p(x \mid \theta)=\frac{\theta^{x} e^{-\theta}}{x!} \leq 1$ and $\theta \leq M$, in (A.45) the well-known factorial inequality $\sqrt{2 \pi k^{*}}\left(k^{*} / e\right)^{k^{*}} e^{1 /\left(12 k^{*}+1\right)}<k^{*}$ !, and in (A.46) the assumption $k^{*} \geq 4.32 M$ which implies $\left(e M / k^{*}\right)^{k^{*}} \leq e^{-2 M}$.

Therefore,

$$
\begin{align*}
\left\|p_{G}(x)-p_{G_{m}}(x)\right\|_{\infty, B}= & \sup _{x \leq B}\left|\int_{I} \frac{\theta^{x}}{x!} \sum_{j=0}^{k^{*}-1} \frac{(-1)^{j} \theta^{j}}{j!} d\left(G-G_{m}\right)(\theta)\right| \\
& \quad+2 \sup _{x \leq B, \theta \leq M}|\operatorname{Rem}(x, \theta)| \\
\leq & e^{-M} \leq C_{1} \eta \tag{A.47}
\end{align*}
$$

where $C_{1}>0$ is an universal constant.
Similarly, we obtain a bound for
$\left\|g_{G_{m}}-g_{G}\right\|_{\infty, B}$ as follows:

$$
g_{G}(x)=\int((x+1) p(x+1 \mid \theta)-x p(x \mid \theta)) G(d \theta)=\int p(x \mid \theta)(\theta-x) G(d \theta)
$$

For $x \leq B$, we have

$$
\begin{equation*}
|\theta-x| \operatorname{Rem}_{k^{*}}(x, \theta) \leq(B \vee M) \frac{1}{2} e^{-M} \tag{A.48}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
\left\|g_{G}(x)-g_{G_{m}}(x)\right\|_{\infty, B} \leq C_{1} \eta(B \vee M) \tag{А.49}
\end{equation*}
$$

## A.9. Proof of Lemma 4.7

Let $\mathcal{P}_{\mathcal{G}^{\prime}} \subset \mathcal{P}$ be the set of all distribution $\int p(x \mid u) d G^{\prime}(u)$ where $G^{\prime}$ has at most $m \leq\lceil 4.32 \mathrm{M}\rceil+B+2$ support points on $[0, M]$. By Lemma $4.6, \mathcal{P}_{\mathcal{G}^{\prime}}$ is an $\eta$-net over $\mathcal{P}$ with distance $\|\cdot\|_{\infty, M}$. Therefore, with $\|\cdot\|_{\infty, M}$, an $\eta$-net over $\mathcal{P}_{\mathcal{G}^{\prime}}$ is an $2 \eta$-net over $\mathcal{P}$.

Next we define the followings:
$\eta$-covering set $\left\{\boldsymbol{W}_{1}^{m}, \cdots, \boldsymbol{W}_{N_{w}}^{m}\right\}$ of the $L$ dimensional simplex $\mathcal{W}^{m}$ with $\|\cdot\|_{1}$ s.t $N_{w}=N\left(\eta, \mathcal{W}^{m},\|\cdot\|_{1}\right)$ then $N_{w} \lesssim\left(\frac{5}{\eta}\right)^{m}$,
and

$$
\begin{align*}
& \eta \text {-covering set }\left\{\boldsymbol{U}_{1}^{m}, \cdots, \boldsymbol{U}_{N_{u}}^{m}\right\} \text { of }[0, M]^{m} \text { with }\|\cdot\|_{\infty} \\
& \quad \text { s.t } N_{u}=N\left(\eta,[0, M]^{m},\|\cdot\|_{\infty}\right) \text { then } N_{u} \lesssim \frac{1}{\eta}\left(\frac{M}{\eta}\right)^{m} \tag{A.50}
\end{align*}
$$

For any $p_{G} \in \mathcal{P}$, by the Lemma 4.6 , there exists $p_{G^{\prime}} \in \mathcal{P}_{\mathcal{G}^{\prime}}$ such that $\left\|p_{G}-p_{G^{\prime}}\right\|_{\infty, M} \lesssim \eta$ with $G^{\prime}(u)=\sum_{j=1}^{m} w_{j} I\left(u \leq u_{j}\right)$.
Define weight and location parameters $W^{m}$ and $U^{m}$ of $G^{\prime}$ denoted by

$$
\boldsymbol{W}^{m}=\left(w_{1}, \cdots, w_{m}\right), \quad \boldsymbol{U}^{m}=\left(u_{1}, \cdots, u_{m}\right)
$$

Then, there exist

$$
\widetilde{\boldsymbol{W}}^{m}\left(=\left(\widetilde{w}_{1}, \cdots, \widetilde{w}_{m}\right)\right) \in\left\{\boldsymbol{W}_{1}^{m}, \cdots, \boldsymbol{W}_{N_{w}^{m}}\right\}
$$

and

$$
\widetilde{\boldsymbol{U}}^{m}\left(=\left(\widetilde{u_{1}}, \cdots, \widetilde{u_{m}}\right)\right) \in\left\{\boldsymbol{U}_{1}^{m}, \cdots, \boldsymbol{U}_{N_{u}}^{m}\right\}
$$

such that $\left\|\boldsymbol{W}^{m}-\widetilde{\boldsymbol{W}}^{m}\right\|_{1} \leq \eta$ and $\left\|\boldsymbol{U}^{m}-\widetilde{\boldsymbol{U}}^{m}\right\|_{\infty} \leq \eta$.
We define $\mathcal{P}_{\mathcal{G}^{\prime \prime}} \subset \mathcal{P}$ which is the set of all distributions $\int p(x \mid u) d G^{\prime \prime}(u)$ where $G^{\prime \prime}$ is constructed of a combination of

$$
\left\{\boldsymbol{U}_{1}^{m}, \cdots, \boldsymbol{U}_{N_{u}}^{m}\right\} \text { and }\left\{\boldsymbol{W}_{1}^{m}, \cdots, \boldsymbol{W}_{N_{w}}^{m}\right\}
$$

Then the cardinality of the $\mathcal{P}_{\mathcal{G}^{\prime \prime}}, \# \mathcal{P}_{\mathcal{G}^{\prime \prime}}$ has an upper bound which is

$$
\begin{equation*}
\# \mathcal{P}_{\mathcal{G}^{\prime \prime}} \lesssim \frac{1}{\eta}\left(\frac{5}{\eta}\right)^{m} \times\left(\frac{M}{\eta}\right)^{m} \tag{A.51}
\end{equation*}
$$

Now we show that there exists $p_{G^{\prime \prime}} \in \mathcal{P}_{\mathcal{G}^{\prime \prime}}$ such that

$$
\left\|p_{G^{\prime}}-p_{G^{\prime \prime}}\right\|_{\infty} \lesssim \eta
$$

First, let us construct the following two distributions:

$$
H^{\prime \prime}(u)=\sum_{j=1}^{m} w_{j} I\left(\widetilde{u}_{j} \leq u\right), \quad G^{\prime \prime}(u)=\sum_{j=1}^{m} \widetilde{w}_{j} I\left(\widetilde{u}_{j} \leq u\right)
$$

Note that

$$
\begin{align*}
\left\|\int p(x \mid u) d\left(G^{\prime}-H^{\prime \prime}\right)(u)\right\|_{\infty, B} & \leq\left\|\sum_{j=1}^{m} w_{j}\left\{p\left(x \mid u_{j}\right)-p\left(x \mid \widetilde{u}_{j}\right)\right\}\right\|_{\infty, B} \\
& \leq\|\boldsymbol{U}-\widetilde{\boldsymbol{U}}\|_{\infty} \times \sup _{x \leq B, u \leq M}\left|\frac{\partial}{\partial u} p(x \mid u)\right| \\
& \leq \eta \times \sup _{x \leq B, u \leq M}\left|\frac{\partial}{\partial u} p(x \mid u)\right| \tag{A.52}
\end{align*}
$$

and

$$
\begin{align*}
\left\|\int p(x \mid u) d\left(H^{\prime \prime}-G^{\prime \prime}\right)(u)\right\|_{\infty, B} & \leq\left\|\sum_{j=1}^{m}\left(w_{j}-\widetilde{w}_{j}\right) p\left(x \mid \widetilde{u}_{i}\right)\right\|_{\infty, B} \\
& \leq\|\boldsymbol{W}-\widetilde{\boldsymbol{W}}\|_{1} \times \sup _{x, u \in[0, M]}|p(x \mid u)| \\
& \leq \eta \times \sup _{x \leq B, u \leq M}|p(x \mid u)| \tag{A.53}
\end{align*}
$$

We can easily show $\sup _{x \leq B, u \leq M}\left|\frac{\partial}{\partial u} p(x \mid u)\right| \leq 1$ in (A.52) from

$$
\frac{\partial}{\partial u}\{p(x \mid u)\}= \begin{cases}-\exp (-\theta) & x=0 \\ p(x-1 \mid \theta)-p(x \mid \theta) & x \geq 1\end{cases}
$$

Similarly, we also obtain $\sup _{x \leq B, u \leq M}|p(x \mid u)| \leq 1$ since $p(x \mid u) \leq 1$. Therefore, the sup norm between $p_{G^{\prime}}$ and $p_{G^{\prime \prime}}$ is

$$
\begin{align*}
\left\|p_{G^{\prime}}-p_{G^{\prime \prime}}\right\|_{\infty, B} \leq & \left\|\int p(x \mid u) d\left(G^{\prime}-H^{\prime \prime}\right)(u)\right\|_{\infty, B} \\
& +\left\|\int p(x \mid u) d\left(H^{\prime \prime}-G^{\prime \prime}\right)(u)\right\|_{\infty, B} \\
\leq & \eta \times \sup _{x \leq B, u \leq M}\left|\frac{\partial}{\partial u} p(x \mid u)\right|+\eta \times \sup _{x \leq B, u \leq M}|p(x \mid u)| \\
\lesssim & \eta \tag{A.54}
\end{align*}
$$

Using $\# \mathcal{P}_{\mathcal{G}^{\prime \prime}} \lesssim \frac{1}{\eta}\left(\frac{M}{\eta}\right)^{m} \times\left(\frac{5}{\eta}\right)^{m}$ in (A.51) with

$$
m \leq\lceil 4.32 \mathrm{M}\rceil+B+2
$$

we derive the following result by Lemma 4.6 and $M \asymp \log \frac{1}{\eta}$ :

$$
\begin{equation*}
\log N\left(\eta, \mathcal{P},\|\cdot\|_{\infty, B}\right) \lesssim(\lceil 4.32 \mathrm{M}\rceil+B+2) \log \left(\frac{1}{\eta}\right) \tag{A.55}
\end{equation*}
$$

## A.10. Proof of Lemma 4.8

We first have

$$
\begin{aligned}
E_{n, \boldsymbol{\theta}}\left\{\prod_{i=1}^{n}\left(a X_{i}\right)^{I\left\{X_{i} \geq B\right\}}\right\}^{\lambda} & \leq \prod_{i=1}^{n}\left(1+a^{\lambda} E_{n, \boldsymbol{\theta}} X_{i}^{\lambda} I\left(X_{i} \geq B\right)\right) \\
& \leq \exp \left\{a^{\lambda} n E_{n, \boldsymbol{\theta}} X^{\lambda} I(X \geq B)\right\}
\end{aligned}
$$

In (4.10), using $B \geq 1$ and $\theta_{i} \in[0, b]$, for some $b>0$,
we have $X^{\lambda} \leq \frac{X}{B^{1-\lambda}}$ for $B \geq 1$ which leads to

$$
\begin{aligned}
E_{n, \boldsymbol{\theta}}\left(X^{\lambda} I(X \geq B)\right) & \leq B^{\lambda-1} E_{n, \boldsymbol{\theta}}(X I(X \geq B)) \\
& \leq B^{\lambda-1} b \sum_{x \geq B-1} \frac{e^{-\theta} \theta^{x}}{x!} \leq B^{\lambda-1} b \frac{e^{-b}(e b)^{B-1}}{(B-1)^{B-1}}
\end{aligned}
$$

From this, we have $E_{n, \boldsymbol{\theta}}\left(X^{\lambda} I(X \geq B)\right) \leq B^{\lambda-1} b^{B} e^{-b}\left(\frac{e}{B-1}\right)^{B-1}$ and we prove the lemma.

## A.11. Proof of Theorem 4.2

The proof adopts the idea of Theorem 1 in [34], however there exist some different techniques due to using Poisson probability function $p(x \mid \theta)=\frac{e^{-\theta} \theta^{x}}{x!}$ instead of the Normal density. Let $\eta=\frac{1}{n^{4}}$ and $M=L \log \frac{1}{\eta}$ with some constant $L \geq 1$ as in Lemma 4.6. Additionally, let $B=\lfloor M\rfloor$, and define $p^{*}(x) \equiv \eta I(x \leq$ $B)+\left(\eta B^{2}\right) x^{-2} I(x>B)$. We first consider any approximate solution of the NPMLE satisfying $L_{n}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right)=\prod_{i=1}^{n}\left\{p_{\widehat{G}_{n}}\left(X_{i}\right) / p_{G_{n}}\left(X_{i}\right)\right\} \geq e^{-2 t^{2} n \epsilon_{n}^{2} / 15}$. We also let $\left\{p_{j}, j \leq N\right\}$ be an $\eta$-net of $\mathcal{P}$ under $\left\|^{n} \cdot\right\|_{\infty, B}$ with $N \equiv N\left(\eta, \mathcal{P},\|\cdot\|_{\infty, B}\right)$ where $\mathcal{P}$ defined on Lemma 4.7.

Let $p_{0, j} \in \mathcal{P}$ satisfying $d_{H}\left(p_{0, j}, p_{G_{n}}\right) \geq t \epsilon_{n},\left\|p_{0, j}-p_{j}\right\|_{\infty, B} \leq \eta$ if they exist and define $J \equiv\left\{j \leq N ; \exists p_{0, j}\right\}$. Then for any $p \in \mathcal{P}$ with $d_{H}\left(p, p_{G_{n}}\right) \geq t \epsilon_{n}$, there exists $j \in J$ such that

$$
p(x) \leq \begin{cases}p_{0, j}(x)+2 \eta=p_{0, j}(x)+2 p^{*}(x), & x \leq B  \tag{A.56}\\ 1, & x>B\end{cases}
$$

Following the proof of Theorem 1 in Zhang (2009), we obtain

$$
\begin{align*}
& P_{n, \boldsymbol{\theta}}\left\{d_{H}\left(p_{\widehat{G}_{n}}, p_{G_{n}}\right) \geq t \epsilon_{n}\right\} \\
\leq & P_{n, \boldsymbol{\theta}}\left(\sup _{j \in J} \prod_{i=1}^{n} \frac{p_{0, j}\left(X_{i}\right)+2 p^{*}\left(X_{i}\right)}{p_{G_{n}}\left(X_{i}\right)} \geq e^{-4 t^{2} n \epsilon_{n}^{2} / 5}\right) \\
& +P_{n, \boldsymbol{\theta}}\left(\prod_{X_{i}>B} \frac{1}{2 p^{*}\left(X_{i}\right)} \geq e^{2 t^{2} n \epsilon_{n}^{2} / 3}\right) \tag{A.57}
\end{align*}
$$

We consider the first term in equation (A.57). For $\epsilon_{n}=\frac{(\log n)^{3 / 2}}{\sqrt{n}}$, Lemma 4.7 implies,

$$
\begin{align*}
\log N+n \sqrt{4 \eta B} & \leq C_{1}(\log n)^{2}+2 \sqrt{L \log n}, \text { some constants } C_{1} \text { and } L \geq 1 \\
& \leq \frac{n t^{2} \epsilon_{n}^{2}}{20}, \text { for sufficiently large } t \tag{A.58}
\end{align*}
$$

Note that,

$$
\begin{aligned}
& P_{n, \boldsymbol{\theta}}\left(\prod_{i=1}^{n} \frac{p_{0, j}\left(X_{i}\right)+2 p^{*}\left(X_{i}\right)}{p_{G_{n}}\left(X_{i}\right)} \geq e^{-4 t^{2} n \epsilon_{n}^{2} / 5}\right) \\
\leq & e^{2 t^{2} n \epsilon_{n}^{2} / 5} \prod_{i=1}^{n} E_{n, \boldsymbol{\theta}} \sqrt{\frac{p_{0, j}\left(X_{i}\right)+2 p^{*}\left(X_{i}\right)}{p_{G_{n}}\left(X_{i}\right)}} \\
\leq & \exp \left\{\frac{2 n t^{2} \epsilon_{n}^{2}}{5}+\sum_{i=1}^{n} E_{n, \boldsymbol{\theta}}\left(\sqrt{\frac{\left\{p_{0, j}\left(X_{i}\right)+2 p^{*}\left(X_{i}\right)\right\}}{p_{G_{n}}\left(X_{i}\right)}}-1\right)\right\} \\
= & \exp \left\{\frac{2 n t^{2} \epsilon_{n}^{2}}{5}+n\left(\int \sqrt{\left(p_{0, j}+2 p^{*}\right) p_{G_{n}}}-1\right)\right\}
\end{aligned}
$$

$$
\begin{equation*}
\leq \exp \left\{-\frac{n t^{2} \epsilon_{n}^{2}}{10}+n \sqrt{4 \eta B}\right\} \tag{A.59}
\end{equation*}
$$

where the last inequality above is derived from $\int \sqrt{\left(p_{0, j}+2 p^{*}\right) p_{G_{n}}}-1 \leq$ $-\frac{d_{H}^{2}\left(p_{0, j}, p_{G_{n}}\right)}{2}+\sqrt{2 \int p^{*}},-\frac{d_{H}^{2}\left(p_{0, j} p_{G_{n}}\right)}{2} \leq-\frac{t^{2} \epsilon_{n}^{2}}{2}$ and $\sqrt{2 \int p^{*}} \leq \sqrt{4 \eta B}$. Therefore, we obtain the bound of the first term in (A.57) as follows:

$$
\begin{align*}
P_{n, \boldsymbol{\theta}}\left(\sup _{j \in J} \prod_{i=1}^{n} \frac{p_{0, j}\left(X_{i}\right)+2 p^{*}\left(X_{i}\right)}{p_{G_{n}}\left(X_{i}\right)} \geq e^{-4 t^{2} n \epsilon_{n}^{2} / 5}\right) & \leq e^{\log N+n \sqrt{4 \eta B}-\frac{n t^{2} \epsilon_{n}^{2}}{10}} \\
& \leq e^{-\frac{n t^{2} \epsilon_{n}^{2}}{20}} \tag{А.60}
\end{align*}
$$

Next, consider the second term in equation (A.57). By Lemma 4.8 with $a=$ $n^{2} / B$ and $\lambda=\frac{1}{\log n}$, we know that

$$
\begin{align*}
& P_{n, \boldsymbol{\theta}}\left(\prod_{X_{i}>B} \frac{1}{2 p^{*}\left(X_{i}\right)} \geq e^{2 t^{2} n \epsilon_{n}^{2} / 3}\right) \\
\leq & e^{-2 n t^{2} \epsilon_{n}^{2} /(3 \log n)} E_{n, \boldsymbol{\theta}}\left\{\prod_{X_{i}>B} \frac{n^{2}}{B} X_{i}\right\}^{1 / \log n} \\
\leq & e^{-2 n t^{2} \epsilon_{n}^{2} /(3 \log n)} \exp \left\{\left(\frac{n^{2}}{B}\right)^{1 / \log n} n B^{\frac{1}{\log n}-1} b^{B} e^{-b}\right. \\
& \left.\times\left(\frac{e}{B-1}\right)^{B-1}\right\} \tag{A.61}
\end{align*}
$$

The second exponential term in (A.61) can be handled using the following fact,

$$
\begin{aligned}
& \left(\frac{n^{2}}{B}\right)^{1 / \log n} n B^{\frac{1}{\log n}-1} b^{B} e^{-b}\left(\frac{e}{B-1}\right)^{B-1} \\
= & \exp \left\{2+\log n+\log \left(\frac{b}{B}\right)-b-(B-1) \log \left(\frac{B-1}{e b}\right\}\right\} \\
\leq & \exp \left\{2+\log n-(B-1) \log \left(\frac{B-1}{e b}\right)\right\} \\
\leq & \exp \left\{3+(4 L \log n-1)-(B-1) \log \left(\frac{B-1}{e b}\right)\right\} \\
= & \exp \left\{3-(B-1) \log \left(\frac{B-1}{e^{2} b}\right)\right\}
\end{aligned}
$$

for sufficiently large $n$, equivalently

$$
\exp \left\{\left(\frac{n^{2}}{B}\right)^{1 / \log n} n B^{\frac{1}{\log n}-1} b^{B} e^{-b}\left(\frac{e}{B-1}\right)^{B-1}\right\} \leq \exp (\exp (3))
$$

Therefore, we obtain the bound of the second term in (A.57) as follows:

$$
\begin{align*}
P_{n, \boldsymbol{\theta}}\left(\prod_{X_{i} \geq M} \frac{1}{2 p^{*}\left(X_{i}\right)} \geq e^{2 n t^{2} \epsilon_{n}^{2} / 3}\right) & \leq e^{-\left(\frac{2 t^{2}}{3}-K\right) \frac{n \epsilon_{n}^{2}}{\log n}} \\
& \leq e^{-\left(\frac{t^{2}}{3}\right) \frac{n \epsilon_{n}^{2}}{\log n}} \tag{A.62}
\end{align*}
$$

where $K=\frac{\exp (3)}{(\log n)^{2}}$ hence the last term is derived by $K \leq t^{2} / 3$ for sufficiently large $n$. By combining (A.60) and (A.62) we finally obtain the result.

## A.12. Proof of Theorem 4.3

We show that for any $G \in \mathcal{G}_{[0, M]}$, there exists $H$ such that $t_{G}^{*}(\cdot ; \rho)$ is approximated by $t_{H}^{*}(\cdot ; \rho)$ where $H(u)=\sum_{j=1}^{m} w_{j} I\left(u_{j} \leq u\right)$ is a discrete distribution on $[0, M]$ with at most $m \leq(\lceil 4.32 \mathrm{M}\rceil+M+2)$ support points. First using Lemma 4.4 and 4.6, we have

$$
\begin{align*}
& \left\|t_{G}^{*}(x ; \rho)-t_{H}^{*}(x ; \rho)\right\|_{\infty, B} \\
\leq & \left\|\frac{g_{G}(x)}{p_{G}(x) \vee \rho}-\frac{g_{H}(x)}{p_{G}(x) \vee \rho}\right\|_{\infty, B}+\left\|\frac{g_{H}(x)}{p_{G}(x) \vee \rho}-\frac{g_{H}(x)}{p_{H}(x) \vee \rho}\right\|_{\infty, B} \\
\leq & \frac{1}{\rho}\left\|g_{G}(x)-g_{H}(x)\right\|_{\infty, B}+\frac{L(\rho ; M)}{\rho}\left\|p_{G}(x)-p_{H}(x)\right\|_{\infty, B} \\
\leq & \frac{\eta}{\rho}\left(C_{1} L(\rho ; b)+C_{2}(-\log \eta)\right) \tag{A.63}
\end{align*}
$$

for some constant $C_{1}>0$ and $C_{2}>0$.
Similar to Lemma 4.7, let

$$
\begin{equation*}
H^{\prime}(u)=\sum_{j=1}^{m} w_{j} I\left(\widetilde{u}_{j} \leq u\right), \text { and } \quad H^{\prime \prime}(u)=\sum_{j=1}^{m} \widetilde{w}_{j} I\left(\widetilde{u}_{j} \leq u\right) \tag{A.64}
\end{equation*}
$$

where $\max _{1 \leq j \leq m}\left|\widetilde{u}_{j}-u_{j}\right| \leq \eta$ and $\left|\sum_{j=1}^{m}\left(w_{j}-\widetilde{w}_{j}\right)\right| \leq \eta$. Then, we obtain

$$
\left\|p_{H}-p_{H^{\prime}}\right\|_{\infty, B} \leq C_{1}^{*} \eta, \quad\left\|g_{H}-g_{H^{\prime}}\right\|_{\infty, B} \leq C_{2}^{*} \eta
$$

for $C_{1}^{*}=\left\|\sup _{u} \frac{\partial}{\partial u}\{p(x \mid u)\}\right\|_{\infty, B}$ and $C_{2}^{*}=\left\|\sup _{u} \frac{\partial}{\partial u}\{(x-u) p(x \mid u)\}\right\|_{\infty, B}$, where $C_{1}^{*}$ is uniformly bounded. Next, we consider the following equation,

$$
\begin{aligned}
& \frac{\partial}{\partial u}\{(x-u) p(x \mid u)\} \\
= & \begin{cases}\exp (-u)(u-1) & x=0 \\
-(2 x+1) p(x \mid u)+(x+1) p(x+1 \mid u)+x p(x-1 \mid u) & x \geq 1,\end{cases}
\end{aligned}
$$

which implies $C_{2}^{*}=O(M)$ provided $x \leq B \leq M$. Therefore, we obtain

$$
\begin{align*}
\left\|t_{H}^{*}(x ; \rho)-t_{H^{\prime}}^{*}(x ; \rho)\right\|_{\infty, B} \leq & \frac{1}{\rho}\left\|g_{H}(x)-g_{H^{\prime}}(x)\right\|_{\infty, B} \\
& +\frac{L(\rho ; M)}{\rho}\left\|p_{H}(x)-p_{H^{\prime}}(x)\right\|_{\infty, B} \\
\leq & \frac{\eta}{\rho}\left(C_{2}^{*}+C_{1}^{*} L(\rho ; b)\right) \tag{A.65}
\end{align*}
$$

Furthermore, from $H^{\prime}$ and $H^{\prime \prime}$ in (A.64), we also have

$$
\left\|p_{H^{\prime}}-p_{H^{\prime \prime}}\right\|_{\infty, B} \leq \eta, \quad\left\|g_{H^{\prime}}-g_{H^{\prime \prime}}\right\|_{\infty, B} \leq C_{3}^{*} \eta
$$

where $C_{3}^{*}=\left\|\sup _{u}\{g(x \mid u)\}\right\|_{\infty, B}$ for

$$
g(x \mid u)=\{(x-u) p(x \mid u)\}= \begin{cases}-u \exp (-u) & x=0 \\ x p(x \mid u)-(x+1) p(x+1 \mid u) & x \geq 1\end{cases}
$$

Therefore, we obtain $C_{3}^{*}=O(M)$ provided $x \leq B \leq M$.
Also,

$$
\begin{align*}
\left\|t_{H^{\prime}}^{*}(x ; \rho)-t_{H^{\prime \prime}}^{*}(x ; \rho)\right\|_{\infty, B} \leq & \frac{1}{\rho}\left\|g_{H^{\prime}}(x)-g_{H^{\prime \prime}}(x)\right\|_{\infty, B} \\
& +\frac{L(\rho ; M)}{\rho}\left\|p_{H^{\prime}}(x)-p_{H^{\prime \prime}}(x)\right\|_{\infty, B} \\
\leq & \frac{\eta}{\rho}\left(C_{3}^{*}+L(\rho ; M)\right) \tag{A.66}
\end{align*}
$$

Using triangular inequality for $\|\cdot\|_{\infty, B}$ and equations (A.63), (A.65) and (A.66), we derive

$$
\begin{align*}
& \left\|t_{G}^{*}(x ; \rho)-t_{H^{\prime \prime}}^{*}(x ; \rho)\right\|_{\infty, B} \\
\leq & \left\|t_{G}^{*}(x ; \rho)-t_{H}(x ; \rho)\right\|_{\infty, B}+\left\|t_{H}(x ; \rho)-t_{H^{\prime}}^{*}(x ; \rho)\right\|_{\infty, B} \\
& +\left\|t_{H^{\prime}}^{*}(x ; \rho)-t_{H^{\prime \prime}}^{*}(x ; \rho)\right\|_{\infty, B} \\
\leq & \frac{\eta}{\rho}\left\{C_{2}^{*}+C_{3}^{*}+C_{2}(-\log \eta)+L(\rho ; M)\left(C_{1}+C_{1}^{*}+1\right)\right\} \\
\leq & D^{*} \frac{\eta}{\rho}\left(\log \frac{1}{\eta}+L(\rho ; M)\right) \\
\equiv & \eta^{*} \tag{A.67}
\end{align*}
$$

for a universal constant $D^{*}$, where the last inequality holds since we use the fact that $M \asymp \log \frac{1}{\eta}, C_{1}, C_{2}$, and $C_{1}^{*}$ are uniformly bounded and $C_{2}^{*}=O(M)$ and $C_{3}^{*}=O(M)$.

Also, as in Lemma 4.7, $H^{\prime \prime}$ can be chosen from the set with cardinality asymptotically less than $\frac{1}{\eta}\left(\frac{M}{\eta}\right)^{m} \times\left(\frac{5}{\eta}\right)^{m}$ and $m \asymp\left(\log \frac{1}{\eta}\right)$ leading to

$$
\begin{equation*}
\log N\left(\eta^{*}, \mathcal{T}_{\rho},\|\cdot\|_{\infty, B}\right) \lesssim\left\{\log \frac{1}{\eta}\right\}^{2} \tag{A.68}
\end{equation*}
$$

provided $M \asymp \log \frac{1}{\eta}$.
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