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Abstract

We develop the linear programming approach to mean-field games in a general setting.
This relaxed control approach allows to prove existence results under weak assump-
tions, and lends itself well to numerical implementation. We consider mean-field
game problems where the representative agent chooses both the optimal control
and the optimal time to exit the game, where the instantaneous reward function
and the coefficients of the state process may depend on the distribution of the other
agents. Furthermore, we establish the equivalence between mean-field games equi-
libria obtained by the linear programming approach and the ones obtained via the
controlled/stopped martingale approach, another relaxation method used in earlier
papers in the pure control case.
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1 Introduction

Mean-Field Games (MFGs) represent the limit version of games with a large number
of agents, symmetric interactions and negligible individual influence of each player
on the others. This theory has been introduced independently by Lasry and Lions
[40, 41, 42] and Huang, Malhamé and Caines [31]. Since the N-player game is rarely
tractable, MFGs provide a useful tool for approximating the N-player Nash equilibria.

In this paper, we develop the linear programming approach to mean-field games in
a general setting. The linear programming approach is a control relaxation technique,
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which allows to prove existence results under weak assumptions and lends itself well
to numerical implementation. It is well known in the field of stochastic control and
has recently been used in the context of MFGs of optimal stopping in [10]. That paper
considers MFGs of optimal stopping (where each agent only decides when to stop) and
under restrictive assumptions, in particular the coefficients of the state process of the
representative agent do not depend on the distribution of the other agents. The goal
of this paper is to present the linear programming approach in a much wider context
of control and stopping MFGs, with coefficients depending on the measure and under
weaker assumptions than in [10], as well as to establish the equivalence of the linear
programming approach with the other control relaxation approaches.

Our aim is to study MFGs in a general setting, including optimal stopping, continuous
control and absorption. To explain the concept, assume that we have a ‘large’ number
N € IN* of players. Each agent k € {1,...,N} has a private state process X*V =
(th N )te[o’T], whose dynamics are given by the stochastic differential equation (SDE)

de’N =b (t,th’N,miV,ozf) dt+o (t, Xf’N,me,oef) thk,

where W, ..., W¥ are independent Brownian motions, o* = (af);c[o,7] is the control

process taking values in a closed subset A C R, chosen by agent k and m}¥ is the
empirical occupation measure of the players still present in the game and their controls:

N
1
mY (dz, da) Zé XIN k) dx sda)ly oxprk -
N=

Here 7% is the stopping time, valued in [0, 7], chosen by player k, and

6 =inf{t >0: XV ¢ 0},
denotes the first exit time of agent k£ from an open subset O C R, with the convention
inf ) = oo.

Each agent k seeks to choose an optimal stopping time 7% and an optimal control o
to maximize the reward functional defined as follows:

E

Tk/\Té
/ f( XkN miv,at)dt+g(7' ATO7ka]XTk7MN)‘| 5
0

where 1V is the empirical joint distribution of the stopping time and the state process at
the time of stopping:

N
N(dt, d) = ~ Z(s< . >(dt7dx).
k=1

— +k
/\7'(,J

The objective functionals and the dynamics of the agents are coupled through the
empirical measures (m¥ )telo,r] and u”, so that it is natural to look for a Nash equilibrium.
When the number of players N goes to infinity, we expect by a “propagation of chaos”
type result that the empirical occupation measures converge to a deterministic flow of
subprobability measures (m;), while the empirical joint distributions of the stopping
time/state process when each player exits the game (via discretionary stopping or
absorption), converges to a deterministic limiting probability measure p. In our setting
the MFG problem therefore reads as follows:
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(i) Fix (u, (m¢)icjo,r) and find the solution to the mixed control / optimal stopping
problem

a,m

TNAT,
t, XM my, o) dt + (T/\Ta’m,Xo"ma,m, ) ,
/0 F& XS, e, 00) i+ g 0 FrargmoHt (1.1)

s.t. dXta’m =b (t, X?’m, My, Oét) dt + o (t, Xt(%m, my, Oét) th,

sup [k

T,

where 75" = inf{t > 0: X;""™" ¢ O}.

(ii) Given the solution (7#™ a*™) of the problem (1.1) for the agent facing a mean-field
(15 (me)eejo,ry), ind (p, (M4)icjo, 7)) such that

m¢(B) =P [(Xto‘“‘m’m,ozf’m) e B, t<TH™A Tgmm’m} , BeB(OxA4), tclo,T],

and
wom wom
w=2L <7’“’m Nty XS "’Luu,m,,,L> )

,m
THMAT

In the literature on MFGs, there are two main approaches to prove existence of an
MFG Nash equilibrium. The first approach, developed by Lasry and Lions [42], is an
analytic one and consists in finding a Nash equilibrium by solving a coupled system of
nonlinear partial differential equations: a Hamilton-Jacobi-Bellman equation (backward
in time) satisfied by the value function of the representative agent for a given distribution
and a Fokker-Planck-Kolmogorov equation (forward in time) describing the evolution
of the density when the optimal control is used. The second approach, introduced by
Carmona and Delarue [17, 15], is based on the stochastic maximum principle which
reduces the problem to a system of coupled forward-backward stochastic differential
equations of McKean-Vlasov type.

In the standard stochastic control theory, the controlled martingale problem approach
(see e.g. [24], [30] and [35]) is a powerful tool allowing to simplify the existence proofs
by compactification of the stochastic control problem. In the original MFG framework
(regular control, without optimal stopping), the controlled martingale problem approach
was first used in [39] to show the existence of a mean field game equilibrium under
general assumptions. Further developments have been made in the case of mean field
games with branching [19] or mean field games with singular controls [27]. Another
relaxation technique used in the classical stochastic control theory is based on the linear
programming formulation (see e.g. [38, 18, 36]). A similar approach has been introduced
in the works [43] (deterministic case) and [26] (stochastic case) and in the context of
Aubry-Mather theory in the deterministic and stochastic cases (see e.g. [45, 44, 7, 29]).
In the mean-field game setting, the linear programming formulation has been used in
the case of optimal stopping in [10] and Aubry-Mather theory has been applied in the
recent paper [3] for studying a price formation MFG model. We also mention a related
approach to the relaxation of MFGs developed by [14] in the context of mean-field games
with linear deterministic dynamics.

Standard optimal stopping problems have been widely studied in the literature using
different approaches (see e.g. [5, 22, 12, 18]). Mean field games of optimal stopping are
a recent trend in the MFQG literature. More generally, only a few papers study mean field
games with possible exit of the players leading to a decrease of the total mass of the
players still in the game. We refer here to the MFGs with absorption (see e.g. [13]) and
the MFGs of optimal stopping (see e.g. [28, 47, 16, 6, 10]).

In this paper, we extend the linear programming approach initiated in [10] to a
more general setting including mixed optimal stopping/control, allowing for measure
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depending coefficients, and involving weaker assumptions. Furthermore, we clarify the
relationship between linear programming MFG equilibria and MFG equilibria in the
controlled/stopped martingale problem approach (also known as the weak formulation),
and state precise conditions of equivalence of the two approaches. In the pure control
case, this equivalence enables us to recover directly the result of existence of a Markovian
equilibrium shown in [39] by using the Markovian projection technique. In addition, our
method allows us to establish the existence of mixed solutions in the sense of [6], under
a more general framework (in particular, with coefficients depending on both the control
and the measure which was not the case in [6]).

The existence theorems of MFG equilibria obtained through the controlled martingale
problem approach are in general rather abstract and provide little insight into the com-
putation of MFG solutions. However, the linear programming approach we develop leads
to a tractable method of computing the MFG equilibria, which has been instrumental in
several concrete applications (see e.g. [4, 9]).

The paper is organized as follows. In Section 2, we first study the single-agent
problem under the linear programming formulation: we show the existence of a solution
and prove its equivalence with the various weak formulations, as well as with PDEs.
In Section 3, we solve the MFG problem and relate the notions of linear programming
equilibria, weak equilibria and mixed solutions. In the Appendix we give some technical
results and in particular we make the connection between the linear programming and
the weak formulations, extending some of the existing results in the literature to less
regular coefficients (see e.g. [38, 18, 21, 36]).

Notation. For any topological space E we denote by B(FE) the Borel o-algebra, by P(E)
the set of probability measures on (E, B(F)) and by M(F) the set of positive finite mea-
sures on (F,B(FE)). We endow P(E) and M (FE) with the topology of weak convergence
and the associated Borel o-algebra. We denote by C'(E) the set of continuous functions
from E to R and by C,,(E) the space of continuous and bounded functions from E to R
which is endowed with the supremum norm

[¢lloc = sup [o(z)].
z€E

Let T > 0 be a terminal time horizon, O be an open subset of R with closure O and A be a
compact subset of R. We denote by C,**([0,T] x O) the set of functions u € Cy([0,T] x O)
such that dyu, d,u, d..u € Cp([0,T] x O). We denote by R, the set [0, +oc[. For a given
process (Y;): and a Borel subset B of R, we define the random time

75 (W) := inf{t > 0: Yi(w) ¢ B},

with the convention inf () = co.

Let Vp be the space of flows of measures on O x A, (mt),e(0,7)- Such that: for every
t € [0,7T], m, is a Borel finite signed measure on O x A, for every B € B(O x A), the
mapping t — m.(B) is measurable, and fOT |m¢|(O x A)dt < oo, where |my| is the variation
of m;.

We define V; as the quotient space given by V[, and the almost everywhere equivalence
relation on [0, 7], that is, if, di-almost everywhere on [0, 7], the measures m; and m?
coincide, the measure flows (m%)te[o,T] and (m?)te[O,T] are considered equivalent. V;
endowed with the usual sum and scalar multiplication is a vector space, where the zero
vector is given by the family of null measures (0).c[o,r]. To each (mq).cjo,r) € Vi we
associate a Borel finite signed measure on [0,7] x O x A defined by m.(dxz,da)dt and
we endow V; with the topology of weak convergence of the associated measures. We
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denote by V' the set of measure flows (m).c[0,r] € V1 such that dt-a.e. m; is a positive
measure. We note that V; is a Hausdorff locally convex topological vector space and V is
metrizable (we refer to Appendix A for more details).

Let W = (W}).e[0,r) be a standard Brownian motion on a complete probability space
(2, F,P). We denote by F" the filtration given by F; = o (W,,0 < s < t) VN, where N/
denotes the P-null sets of F. Denote by 7T the set of stopping times with respect to this
filtration with values in [0, 7]. Let A be the set of F"-progressively measurable control
processes taking values in A.

In the paper we adopt the following terminology: controls of the type a; with values in
A are called strict controls; controls of the form a; = (¢, X;), with « a given measurable
function are called Markovian strict controls; controls of the form v, (respectively v, x,
for some kernel (v, ,)) with values in P(A) are called relaxed controls (respectively
Markovian relaxed controls). Relaxed controls are related to mixed strategies in game
theory and consist in randomizing the action, which allows to embed the controls in a
well behaved space. More precisely, instead of choosing an action valued in A4, the agent
chooses an action in P(A).

2 Single agent problem

In this section, we study the linear programming formulation of the mixed optimal
stopping-stochastic control problem in the case when there is no interaction. In the
following section, these results will be used in the MFG setting. We adopt here the
following definitions and assumptions.

Definition 2.1. We denote by S the set of bounded measurable functions h : [0,T] x O x
A — R such that h(t,-) € C(O x A) for each t € [0, 7).

Throughout this section, unless specified otherwise, we will impose the following
assumption.

Assumption 2.2.

(1) The functions b(t,z,a) : [0,7] x R x A — R and o(t,z,a) : [0,T7] xR x A — R are
measurable, bounded and Lipschitz in x uniformly on (t, a).

(2) The functions bljy 11«04 and olj 71xox 4 areinS.

(3) The function f : [0,7] x O x A — R is measurable, bounded and for each t €
[0,T], f(t,-) is upper semicontinuous and the function g : [0,7] x O — R is upper
semicontinuous and bounded from above.

(4) m§ € P(O) satisfies [, In(1 + |z|)mg(dz) < oo.

Consider the classical mixed stochastic control/optimal stopping problem

max IE
TET,a€A

T/\Tg N
/ f(t,X;*,at)ng(ng , gmxa)l,
0 o

st dXO =b(t, XX ) dt + o (t, X2, o) AW,

X§ ~mg,

(2.1)

which will be called the strong problem for the single agent.

We shall now provide the linear programming formulation which consists in introduc-
ing the occupation measures and the forward equation satisfied by them.
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Definition 2.3 (Linear Programming (LP) formulation). Let R be the set of pairs (u, m) €
P([0,T] x O) x V, such that for all u € C,*([0,T] x O),

T
/ u(t, z)pu(dt,dr) = / u(0, x)mg(dx) +/ / <6u + Cu) (t,z,a)my(dz, da)dt,
[0,T]xO o 0 Joxa \ Ot

(2.2)
where 5 ) o2
u o u
Lu(t,z,a) := b(t, z,a)%(t, x) + 7(t, x,a)@(t,az).
Define now the mapI' : R — R U {—o0} as follows:
T
Cum) = [ [ e amildodajdi+ [ gt autdt,do)
0 JOxA [0,T]xO
The linear programming optimization problem takes the form
max ['(u,m). (2.3)
e (n,m)
The value for the LP formulation is defined by
VEP .= sup T(u, m). (2.4)

(n,m)eER

Remark 2.4. The set R is nonempty. In fact, if we define
(B x C) = d(B)mg(C'NO), BeB(0,T]), CeBO),
then (u, (0);) € R, where 0 denotes the null measure on O x A.

Remark 2.5. By the disintegration theorem, for each (m;).cjo,r) € V, there exists a
mapping v : [0, T]x O — P(A) such that for each B € B(A), the function (t,z) + v; . (B)

is B([0,T] x O)-measurable, and
my(dx, da)dt = vy z(da)my(dx, A)dt,
where my(dz, A) := [, my(dz,da).
Remark 2.6. Throughout the paper, solutions of the LP problem taking the form

my(dz, da) = Ou ) (da)my(dz, A) for some measurable function o : [0,7] x O — A
are called strict control LP solutions.

2.1 Existence of a solution for the linear programming problem

Let us first study some preliminary properties of the set R.

Preliminary properties of the set of constraints R. We start by showing the fol-
lowing admissibility result.

Proposition 2.7 (Admissibility of the occupation measures). Let (2, F, T, P) be a filtered
probability space, T an IF-stopping time such that 7 < T PP-a.s., v an F-progressively
measurable process with values in P(A), M a continuous F-martingale measure such
that M™ has intensity v;(da)1,<.dt, X an F-adapted process such that

dX, = /Ab(t,Xt,a)z/t(da)dt +/Ao(t,Xt,a)M(dt,da), t<T, PoXy'=m.
Define now the measures
uw=1I1Po (T/\T()Q(,XTAT()Q()A,
my(B x C) = EP [nB(Xt)Vt(C)ang] . BeB(O), CeB(A), telo,T]

Then (p,m) € R.
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We refer to Appendix B.1 for the definition of martingale measures and their proper-
ties.

Proof. Letu € C’; ’2([07 T] x O). Applying It6’s formula,
T/\’T()Q( au

u (7’ A rg,X,Mx) = (0, Xop) +/ / ( + Eu) (t, X, a)vi(da)dt
© 0 A\ Ot

T/\Tg au
—i—/o /A<03x) (t, Xt,a)M (dt, da).

Now taking the expectation and using the fact that ¢0,u is bounded, we get (u,m) €
R. O

We now show that from the forward equation (2.2), we can deduce that for almost
every t € [0,7], m; is a subprobability measure.

Lemma 2.8 (Subprobability property of the flow of measures). Let (i1, m) € R, then
my(O x A) < 1t-a.e. on [0,T].

Proof. For every test function u(t, z) = |, tT f(s)ds with f a non-negative bounded contin-
uous function, we have

T T
/ ft)my (O x A)dt < / f(t)dt,
0 0

since Lu = 0. Let B = {t € [0,T] : m;(O x A) > 1} € B([0,T]) (because t — m;(O x A) is
measurable). We define f : [0,7] — R such that f(¢) = 15(¢). Since C([0,T]) is dense in
L([0,T)), there exists a sequence (f,,),>1 C C([0,T]) converging to f in L([0,T]). We
define a new sequence (f,),>1 C C([0,T]) as

Fn(®) := min {max {f,(¢),0},1}, te€[0,T).
Since foralln > 1,

T T
/ Fot) — FO)ldt < / Fult) — (D],
0 0

we conclude that (f,,),>1 converges to f in L([0,7]). Up to taking a subsequence, we

suppose without loss of generality that (f,,),>1 converges to f ¢-almost everywhere on
[0,T]. On the other hand, forall ¢ € [0,7] and all n > 1,

|f, () (1 —my (O x A))| <14+ m (O x A).

By dominated convergence,

T T
0> / Lo(t)(1 — my (O x A))dt — / FIO(1 = my(© x A))dt
0 0
T* —
= lim Fa®)(1 —my(O x A))dt > 0.
n—oo 0
Since t + 15(t)(1 —m;(O x A)) is non-positive, we conclude that m;(O x A) < 1 t-almost
everywhere on [0, 7. O

The next Lemma extends Lemma 3.3.ii. in [10] to our general framework and since
the proof is different, we give it in detail. Before presenting this result, we first recall
the definition of the space of functions of bounded variation.
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Definition 2.9 (The space of bounded variation functions BV (]0,T[)). A function ¢ is
said to be of bounded variation on the open interval |0, T[, denoted ¢ € BV (]0,T7), if
o € L'(]0,T[) and

0

T
V(#,]0,T]) := Sup{ Y (t)p(t)dt : v € Co(0,T), ¢l < 1} < oo,

where CL(]0,T]) denotes the set of C! functions on ]0,T[ with compact support. The
space BV(]0, T'[) is endowed with the norm

lellsy == llell + V(e ]0,T]),

where || - ||; denotes the usual L'-norm.

Lemma 2.10 (A bounded variation property). Let h € C}*([0,T] x O) and (u,m) € R.
Then for every ¢ € C1([0,T)),

T
[ ([ wteomids.dn) s cll.
0 OxA
for some C = C(b,0,h) > 0. In particular,
t— h(t, z)m:(dz, da) € BV(]0,T]),
OxA

and

/ h(-, z)m.(dz, da)

OxA

<T||hlles + C.
BV

Proof. We consider the test function

u(t,x) = —(t)h(t, x).

We have u € Cbl’z([(), T] x O). Now, using the constraint (2.2), the fact that ; belongs to
P([0,T] x O) and bounding h, its derivatives, the diffusion coefficients and the measures
(m¢) (Lemma 2.8) by constants, we get

T
/’¢Xﬂ</' hmxwuwad®>dt§CzMw, 2.5)
0 OxA
for some C = C(b,0,h) > 0. We conclude that
t— h(t,x)m(dz, da) € BV(]0,T]).
OxA
The estimate on the BV-norm comes from Lemma 2.8 and taking the supremum in (2.5)
over the set of v € C}(]0, T[) such that [|1)]|c < 1. O

We now provide the following convergence result. We recall that m” — m in V if
mj(dzx, da)dt converges weakly to m;(dz, da)dt.

Lemma 2.11 (An L' convergence result). Let h € Cy([0,T] x O) and (u",m")>1 C R
such that m™ — m in V. Then,

/ﬁ h(-, x)m”(dz, da) = | h(-,x)m.(dz,da)
OxA OxA
in L([0,T7).
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Proof. 1t is sufficient to show that given an arbitrary subsequence we can extract a
subsubsequence converging to the above limit in L!([0,7]). Consider a subsequence
(p™,m™)>1. For all k > 1, by Lemma 2.10, t —» m{*(O x A) € BV(]0,T]) and

sup [|m™ (O x A)||py < 0.
k>1

By Theorem 3.23 in [2], up to a subsequence still denoted with n, the sequence
of mappings (m™* (O x A)), ., converges in L'([0,T]) to some mapping z. By weak
convergence of measures and density of C([0,7) on L!([0,T]), we conclude that m,(O x
A) = z(t) t-a.e. on [0,T]. Since by Lemma 2.8, m;*(O x A) < 1 t-a.e. on [0,7], then
my(O x A) < 1t-a.e. on [0,T]. We fix some arbitrary ¢ > 0. By Proposition 26.2 in [34],
there exists h* € ([0, T] x O) such that

€
h* = hllee < ==
19" = hlloe < o
Since h* € C’;Q([O, T] x O), we can use the same argument as before and conclude that
up to another subsequence still denoted with ny, there exists ky > 1 such that for all

k> ko,

T
/ / h*(t, x)my* (dx, da) —/ h*(t, x)my(dx, da)| dt < =
0 OxA OxA 3
From the above estimates, we obtain for all k& > kg
T
/ / h(t, z)m* (dz,da) — / h(t,x)m¢(dx,da)| dt < e. O
0 OxA OxA

Since the elements of V are identified with measures whose marginals with respect
to the time variable are absolutely continuous with respect to the Lebesgue measure, we
can expect less regularity on the time component of the test functions, as it can be seen
in the following lemma.

Lemma 2.12 (Stable convergence). Let (¢, m"),>1 C R such that m™ — m in V. Then
m} (dx, da)dt — my(dx, da)dt in the stable topology, that is, for any h € S,

lim / / h(t,z,a)my (dx,da)dt = / / h(t,z,a)m(dz, da)dt.
nroo OxA OxA

Proof. We are going to use Corollary 2.9 of [32]. We already know by definition of the
convergence in V that m} (dz, da)dt — my(dx, da)dt, where we use the standard notation
— for the weak convergence. We need to prove that (m?(O x A)dt),>1 is relatively
compact in M([0,T]) endowed with the weak topology generated by the bounded and
measurable functions from [0, 7] to R. Since B([0,T]) is countably generated, by Proposi-
tion 2.10 in [32], this topology is metrizable, hence it is sufficient to show that for every
subsequence of (m}(O x A)dt),>1, there exists a subsubsequence converging for the
weak topology generated by the bounded and measurable functions from [0, 7] to R. Let
(my* (O x A)dt)g>1 be a subsequence of (m}(O x A)dt),>1. Then (m"*);>; converges
also to m in V. By Lemma 2.11, (m" (O x A)), ., converges in L'([0,7]) to m.(O x A).
Finally, for any function ¢ : [0,7] — R bounded and measurable,

< [llocllm™ (O x A)=m.(Ox A)lly —> 0.

k—o0

(’)xAdt—/ d(t)m¢ (O x A)dt

O

We now prove the compactness of the set of constraints R, which extends Lemma
3.5. in [10] to our setting. The proof is more involved and we present it here for sake of
clarity.
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Theorem 2.13. The set R is compact.

Proof. Since R C P([0,T] x O) x V, which is metrizable, it suffices to show that R is
sequentially compact. Consider a sequence (u", m"),>1 C R. For k > 1, define the test
function ux(t, ) = (T' + 1 — t)¢r(z), where

3z 3|z k3
or(z) = ln{l + |l‘|3 <5k72 — % + 1) } 1z <k —|—1n{1 + 10}1r|>k-

Foreach k > 1, ¢, € Cl’Q([O,T] x 0) and ¢y, is non-negative. We have

/ u (0, z)mg(dzx) / / <8uk + Lﬁuk) (t,x,a)my (dz,da)dt > 0,
OxA

which implies,

T
/(§><A ¢r(x)my (dx,da)dt < (T +1) /(9 or(z)mf(dr) Jr/o /@XA Luy(t, z,a)my (dz, da)dt.

One can show that there exists a constant C' > 0 independent from & such that ¢} and

/" are bounded by C. By Lemma 2.8, for all n > 1, m?(O x A) < 1 t-a.e. on [0, 7], which
implies that there exists a constant C’ > 0 independent from n and k such that for all
n>1landk >1,

/7 br(x)m? (da, da)dt < (T + 1) / br(z)m?(dz) + C.
OxA (@]

Now, since (¢)r>1 is a non-decreasing sequence converging to ¢(z) = In(1 + |z|3), by
monotone convergence theorem, we get foralln > 1

/ﬁ 6(x)m? (d, da)dt < (T +1) / 6 ()mi(dz) + C.
OxA o
Letting v"(dt, dz, da) = m}(dz, da)dt € M([0,T] x O x A), we conclude

sup/ ¢(x)v" (dt,dz,da) < oo
n>1J[0,T]xOx A
Since ¢ is non-negative and for all » > 0, the set

{(t,z,a0) € [0,T] x O x A: p(x) <7} =[0,T] x (ON[=(e" =13 (" = 1)/3]) x A

is compact, we conclude that (v™),,>1 is tight. Since by Lemma 2.8, v"([0, 7] xOx A) < T
by Prokhorov’s Theorem (Theorem 8.6.2 in [8] (Volume 2)), there exists v € M([O T]
O x A) such that, up to a subsequence, " — v. Using the test function u(t, ) ft (s
with ¢ a non-negative continuous function, foralln > 1

T
/ o1V (dt, dz, da) < / o(1)dt.
[0,T]xOxA 0

Taking n — oo, we conclude that f@X 4 v(dt,dx,da) is absolutely continuous with re-
spect to the Lebesgue measure on [0, 7], which allows the disintegration v(dt, dz, da) =
my(dz, da)dt for some m € V. We conclude that m™ — m in V. Now, using the same test
function wuy,

/[0 T]Xouk(t,x)/w(dt,dw)SC’—i—(T—l—l)/ouk((),x)mé(dx) —/0 /(”Aﬁl/)k(x)m?(dm,da)dt
<C'+(T+ 1)/<9¢k(x)mg(dx)’
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By the monotone convergence theorem and using that ux (¢, z) > ¢r(x),

n>1

sup/ d(x)p"(dt, dx) < oo
[0,T]1xO

which proves that (u™),,>1 is tight. By Prokhorov’s theorem there exists . € P([0,7] x O)
such that, up to another subsequence, u”* — . Let u € Cp ([0, T] x @). Taking limits in

/ u(t, z)p"(dt, dz) :/ u(0, x)mg(dx) / / ( + ﬁu) (t, z, a)my (dz, da)dt,
[0,T]xO OxA

and using that,

ou
E‘FEUES

we get by Lemma 2.12

/[O,T]Xou(t,x),u(dt, dx) =/ u(0, x)mg(dx) / /OXA ( +£u> (t, z, a)my(dz, da)dt,

which shows that (1, m) € R and hence R is compact. O

The existence result. We now give the main result of this subsection, which consists
in showing that there exists an admissible maximizer (¢*,m*) € R for T

Theorem 2.14 (Existence of a solution for the LP problem). There exists a solution to the
linear programming problem for the single agent.

Proof. Let (4™, m"),>1 C R be a maximizing sequence, that is

lim T(p",m") = sup T'(u,m).

neo (n,m)eR
By Theorem 2.13, we get that up to a subsequence, (u", m"),>1 converges to some
(u*,m*) € R. By Lemma 2.12, m}(dx,da)dt — m}(dz,da)dt in the stable topology. By
Lemma 2.11 we have that m™(O x A) — m*(O x A) in L'([0,T]). By Proposition 2.11 in
[32],

limsup/ / f(t,z, a)+ | flleo)my (dz, da) dt</ / f(t,x, a)+|| flloc)my (da, da)dt.

n—oo

Now since || f|lo fiy (O x A)dt = || flloo fy m}(O x A)dt, we get

T T
limsup/ / f(t,x,a)my (dz, da)dt §/ / ft, x,a)m; (dz, da)dt.
n—oco JO JOxA 0 JOxA

On the other hand, since u® — p* and g is upper semicontinuous and bounded above,
then Portmanteau theorem implies

lim sup / gt 2)p" (dt, de) < / o(t, )" (dt, dz).
[0,T]xO [0,T]xO

n— oo

We conclude that
L(p*,m*) = sup D(u,m). O
(p,m)ER
Remark 2.15. In the case when there is no control and only optimal stopping, the
above existence result holds under weaker assumptions on the coefficients and reward
functions compared to [10].
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The following result is well known in the literature (see [24, 30, 21, 39]) but we give
a proof for sake of completeness.

Proposition 2.16 (Existence of a strict control LP solution). Suppose that for all (t,x) €
[0,T] x O, the subset

K(t,z) = {(b(t,z,a),0%(t,z,a),2) ra € A,z < f(t,x,0)}
of R x Ry x R is convex, then there exists a strict control LP solution.

Proof. Let (u*, m*) be a maximizer of the LP problem which exists by Theorem 2.14. Let
Vi, such that
my (dx, da)dt = vy, (da)mj(dx, A)dt.

Let (t,x,a) € [0,T] x O x A be arbitrary. We have that
(b(tv z, a)7 JQ(ta z, a)v f(ta z, a’)) € K(tv LU)

As in Proposition 3.5 of [30] one can prove that K (¢, z) is closed. Now, by Theorem 1.6.13
(p. 145) in [50],

</A b(t,m,a)yﬁz(da),Aaz(t,x,a)yzr(da),/Af(t,x,a)l/t*’z(da)) € K(t, ).

By definition of K (¢,z) and Theorem A.9 in [30] there exists a measurable function
(t,z) — a(t,z) such that

/ b(t,z,a)vf . (da) = b(t,x, a(t, x)), / o (t,x,a)vf ,(da) = o°(t, x,a(t, z)),
A A
/Af(t,x,a)uzz(da) < flt,z,aft, ).

Define m;(dx, da) = ot 2)(da)my (dz, A) for each t € [0, T]. We conclude that (u*,m) € R
and I'(u*, m*) < T'(u*,m). O

2.2 Relation with the weak formulation

Following the literature on the linear programming formulation of stochastic control
problems for Markov processes, we now prove that solving the linear program allows to
construct a solution to the weak problem. The terminology weak is introduced in analogy
to the notion of weak solution of an SDE, the idea being to consider the probabilistic
set-up as part of the solution. The weak formulation is of two types, depending on the
type of control, either strict control (valued in A) or relaxed control (valued in P(A)).

Assumption 2.17.

We assume here that one of the following statements holds:

(1) Unattainable boundary: b, o and O are such that, for every filtered probability space
(Q,F,F,P), F-stopping time T such that 7 < T P-a.s., F-progressively measurable

process v with values in P(A), continuous F-martingale measure M such that M™
has intensity v;(da)1,<,dt, and IF-adapted process X such that

dX, :/ b(t,Xt7a)yt(da)dt+/ o(t, Xy, a)M(dt,da), t<7, PoX,'=m,
A A
we have )
P (Tg > T) =1,

where X = X ar.
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(2) Attainable boundary: o does not depend on the control a and there exists c, > 0
such that for all (t,x) € [0,T] x R, 0?(t,z) > ¢,.

We now give the weak formulations (with strict optimal stopping/control, resp. with
strict optimal stopping and relaxed control) of the single agent problem.

Definition 2.18 (Weak formulation with strict optimal stopping/control). Define UV as
the set of tuples U = (Q, F,F,P, W, a, 7, X ) such that (2, F, T, P) is a filtered probability
space, W is an F-Brownian motion, « is an IF-progressively measurable process with
values in A, 7 is an [F-stopping time such that T < T IP-a.s., X is an F-adapted process
such that

dX; = b(t, Xz, op)dt + o(t, Xy, a)dWy, t <7, PoXy'=mp.

Let HY : UW — R be defined by

HY (U) = EF

T/\Tg
/ f(t,Xt,ozt)dt+g(T/\Tg,XMTg)]
0

forallU = (0, F,F,P,W,a,7,X) € UV. The value for the weak formulation with strict
control/optimal stopping is defined by

VW= sup HY(U). (2.6)
Ueu

Moreover, U* € U is a solution of the weak problem with strict optimal stopping/control
if

HY (U =V,
Definition 2.19 (Weak formulation with strict optimal stopping and relaxed control).
Define U% as the set of tuples U = (0, F,IF,P, M,v,7,X) such that (Q, F,F,P) is a
filtered probability space, 7 is an IF-stopping time such that 7 < T P-a.s., v is an IF-

progressively measurable process with values in P(A), M is a continuous F-martingale
measure such that M7™ has intensity v,(da)1,<,dt, X is an F-adapted process such that

X, = / b(t, X1, @) (da)dt +/ o(t, Xy, a)M(dt,da), t<7, PoXy' —=mi.
A A
Let HT : U — R defined by

HE(U) =EP

T/\Tg
/ / £, X, a) Vt(da)dt-i-g(T/\Tg,XT/\Tx)
0 A ©

forallU = (Q, F,F,P, M,v,7,X) € UR. The value for the weak formulation with strict
optimal stopping and relaxed control is defined by

VE.= sup HE(U). (2.7)
Ueur

Moreover, U* € U" is a solution of the weak problem with strict optimal stopping and
relaxed control if
HE(WU*) = VE

Theorem 2.20 (Existence of a weak solution with Markovian relaxed control). Suppose
that Assumption 2.17 is also in force. Then there exists a solution to the weak problem
with Markovian relaxed control.
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Proof. Let (u*, m*) be a maximizer of the LP problem which exists by Theorem 2.14. Let
v{ , such that

m; (dv,da)dt = v . (da)mj(dx, A)dt.

By Theorem C.6, there exist a filtered probability space (2, F,F,P), an F-adapted
process X, an IF-stopping time 7 such that 7 < Tg AT P-a.s., a continuous F-martingale
measure M with intensity v} y (da)1;<-dt, such that

tAT tAT
Xipnr = / / b(t, X, a)ve,x, (da)dt +/ / o(t, X¢,a)M(dt,da), TPo Xo_l =mg,
0 A 0 A
= Po(r, X)),
m}(B x C) = EP [ILB(Xt)u;Xt(C)ILKT] , BeB(O), CecB(A), t—ae.
Let (¥, F',F’,P’) be another filtered probability space, 7' an I’-stopping time such
that 7/ < T P’-a.s., v/ an IF'-progressively measurable process with values in P(A), M’

a continuous I’-martingale measure such that (M’)” has intensity v;(da)1;<,/dt, X’ an
I’-adapted process such that

dX; = / b(t, X[, a)v,(da)dt +/ o(t, X}, a)M'(dt,da), t<7, P o(X}))™'=mj.
A A

Define for t € [0, 7T
m!(B x C) = EY' [nB(X;)V;(C)nKT,Mg/] , BeB(O), CeBA),
, -1
w =P o (T/ A Tg ,X;,/\Tg,)

By Proposition 2.7, (i/,m’) € R. Since (p*,m*) is a maximizer of the LP problem,
I'(y',m') <T'(u*,m*), which means

, T//\T()Q(, ,
EF / / F(t, X!, a)vi(da)dt + g (T’ A ,X;,MX,)]
0 A o

<TEP

T/\Té(
/ / f(t,Xt,a)Vt7Xt(da)dt+g(T/\Tg,XTATé(>‘| . O
0 A

Corollary 2.21 (Existence of a weak solution with markovian strict control). Suppose
that for all (t,z) € [0,T] x O, the subset

K(t,z) :={(b(t,z,a),0%(t,z,a),2) :a € A,z < f(t,x,a)}

of R x Ry x R is convex and Assumption 2.17 is in force. Then there exists a weak
solution with markovian strict control.

Proof. The proof follows by Proposition 2.16, Theorem C.6 and the same argument as in
Theorem 2.20. O

2.3 Equivalence of different formulations of the controlled/stopped diffusion
processes problem and relation with PDEs

In this part, we aim to show the equivalence between the different formulations. The
values for the linear programming and weak formulations are already defined, so we
define now the value for the strong formulation.
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Definition 2.22 (Strong formulation). Let t € [0,T], we denote by IF* the filtration given
by Ft = o (W, —W;,t <r <s)VN, s >t. Denote by T; the set of stopping times with
respect to this filtration with values in [t,T]. Let A, be the set of F'-progressively
measurable control processes taking values in A. The value function for the strong
formulation is given by

t,x,a
(@]

TAT,
v(t,r)= sup T / f (s, X0"% ag)ds+g (T A Tgx’a,Xt’;\”’?,w,a)l . (2.8)
t T To

TET, €A,

with (t,z) € [0,T] x R, 75" :=inf {s > ¢ : X\®* ¢ O} and (XL**) e is the unique
strong solution of the following stochastic differential equation:

Xﬁ’%“ =z —|—/ b (r, Xﬁ’““”a,ar) dr —|—/ o (7’, Xf,’””"",ar) dw,, se€|[t,T].
t t

We also define
Ve ::/ v(0, x)mg(d), (2.9)
1)

which represents the value for the strong formulation.

The case O = R. We show that the values at time zero associated to the different
formulations (LP, weak and strong) are equal. In this paragraph, instead of Assumption
2.2, we impose the following assumption:

Assumption 2.23. Suppose O = R, and let the following conditions hold true:

(1) The coefficientsb: [0,T] x Rx A— R ando:[0,T] x R x A — R, are measurable
and Lipschitz in x uniformly on (t,a).

(2) The functions b, o and f arein S.
(3) The final payoff function g is bounded, measurable and continuous in x for each t.

We give now the definition of the strong formulation of the mixed stochastic con-
trol/optimal stopping problem.

Theorem 2.24 (Equality of the values of the different formulations). Let Assumption 2.23
hold true. Then the values associated to the formulations (2.4), (2.6), (2.7) and (2.9) are
equal:

Vi=yW =vE=yLP

Proof. The proof is organized in two steps.

Step 1. We first show that VF = VLF,
Note that since © = R, Assumption 2.17 is satisfied. By Proposition 2.7, for each U € U%,
there exists (u,m) € R such that H?(U) = I'(u, m). Therefore, we get

VE<yLP,

Moreover, by Theorem C.6, for each (u,m) € R there exists U € U satisfying I'(u, m) =
HE(U), leading to
VEP < VR

Step 2. We prove that VS = VW = V&,
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This result follows by Theorem 4.5. in [35], which uses an equivalent formulation (see p.
18 in [35]), consisting in fixing a canonical space! and optimizing on a set of probability
measures. To apply Theorem 4.5. in [35], we check that the assumptions are satisfied.
Define for (¢,y,a) € Ry x C(Ry,R?) x A,

e v,0)i= (30 Lo o)
a(t,y,a):= (U(t’%’tl’a)> Lo, (t).

For each (t,y,a) € Ry x C(R,,R?) x A, there exists a unique strong solution of the SDE

S

VIV =y, + / w(r, Y50 o )dr + / &(r, Y50 o) dW,,
t t

with initial condition Y¥* := y, forall s € [0, t]. In fact, one can find a strong solution for
the first component using the assumptions on b and o, and since the second component
is fully determined by the first one, we get the existence. We denote by X the first
component and by Z the second component. Therefore, the associated controlled/stopped
martingale problem has a solution. Note that the coefficients are continuous in the
control variable for any (¢,y) € R, x C(Ry,R?). For (¢,y) € [0,00] x C(Ry, R?) let

(I’(t,y) = (Ytz/\T +g (t AT, Ytl/\T)) .
Fix (t,x) € Ry x C(R4,R) and y = (x,0) € C(R,,R?), then we have

sup E[®(r,Y"¥*)] = sup E
TET, €A, TET, €A,

=o(t,x).

AT
/t f(s, X% ay)ds + g (T AT, Xﬁ’f’TO‘)

Moreover, for each t € [0,00], y — ®(t,y;x.) is continuous (C(R., R?) is endowed with
the topology of uniform convergence on compact subsets of R;). Since f and ¢ are
bounded, the last assumption of Theorem 4.5. in [35] is satisfied. Then applying Theorem
4.5 in [35] and integrating at time ¢t = 0 with respect to m{ (see Theorem 3.1 (ii) in [35]),
we get

Vi=yW =V~

The result follows. O

The case O bounded. In this paragraph, instead of Assumption 2.2, we impose the
following assumption:

Assumption 2.25.
(1) The domain O is a bounded open domain of class C?.

(2) o does not depend on the control a and is continuous on [0, T] x O. Moreover, there
exists ¢, > 0 such that for all (t,z) € [0,T] x O, o%(t,z) > c,.

(3) The coefficients b : [0,T]xRxA — Rando : [0,T7] xR — R are measurable, bounded
and Lipschitz in x uniformly on the other variables.

I The canonical space used in [35] is given by [0, co] x D(R4, R%) x M, where D(R., R?) is the set of cadlag
paths from R to RR< and M is the set of all o-finite (Borel) measures on R+ X A whose marginal distribution
on R is the Lebesgue measure. The first space in the product is for the stopping time, the second for the
state process, and the third for the relaxed control. Since our state process is continuous, we can replace
D(R4,R%) by C(R+, R%), which is the space of continuous paths.
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(4) f is measurable, bounded and continuous on 0, uniformly with respect tot and a.
(5) For fixed (t,z) € [0,T] x O, a s b(t,z,a) and a — f(t,x,a) are continuous.
(6) g € C*([0,T] x @) and g(t,x) = 0 for (t,z) € (0,T) x dO.

(7) If (u,m) € R, then m;(dx, A)dt admits a square integrable density with respect to
the Lebesgue measure on [0,T] x O.

Remark 2.26. In Appendix D we give sufficient conditions under which (7) in the above
assumption is satisfied.

Let us recall an existence theorem for the strong formulation. The theorem is a
particular case of Theorem 3.2, Chapter 4, in [5].

Theorem 2.27. Let Assumption 2.25 be satisfied. Let v be the value function defined
in (2.8). Then v is the unique solution belonging to C([0,T] x O) N W122((0,T) x 0)?,
satisfying the following Hamilton-Jacobi-Bellman Variational Inequality (HJBVI)

min (—Z:(t,x) —sup [Lu(t, z,a) + f(t,z,a)],v(t,x) — g(t,x)) =0, (t,2)€(0,T)x 0O,

a€A
v(t,x) =0, (t,z) € (0,T)x 00,
v(T,z)=g(T,z), z€O.

(2.10)
Moreover, optimal controls are given by
af(x) =« (t, th’a*> , where «o(t,z) € arg max [Co(t,z,a)+ f(t,z,a)], (2.11)
a€c
7*(z) := inf {0 <t<T:v (t,Xf"’*) —g (t,va‘“)} . (2.12)

Remark 2.28. Observe that in [5], they suppose that b and f are continuous on ¢. This
assumption is used in their proof to establish continuity of the Hamiltonian, however we
need only measurability on the Hamiltonian to use the measurable selection theorem.

The next Theorem is a slight extension of Theorem 5.2 in [10]. For sake of clarity we
give the proof in Appendix E.

Theorem 2.29. Suppose Assumption 2.25 is in force. Then, the following are true
(1) VS =VEP,
(2) Let (u*,m*) be a maximizer of the LP program. Then m* satisfies

(a) 99
/ ( N cg) (t,0, a)m} (do, da)dt = 0,
SxA ot

with S .= {(t,x) € [0,T] x O :v(t,z) = g(t,z)}.
(b)

- f(t,x, a)m; (dz, da)dt = / (8 + Ev) (t,x,a)m;(dz,da)dt,
CxA CxA ot

where C := ([0,T] x O)\ S.
(c) For all C* functions ¢ such that supp(¢) C C, the following holds

/ (0, z)mg(dx) / / ( + LQS) (t,z,a)m;(dx,da)dt = 0. (2.13)
OxA

2The Sobolev space W12:2((0,T) x O) represents the set of functions u such that u, dyu, Ozu, Ozgu €
L2%((0,T) x O), where the derlvatlves are understood in the sense of distributions.
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Note that (2)(c) holds true if and only if u*(C) = 0, which is also equivalent to
w*(SU([0,T] x 00)) = 1.

Proposition 2.30. Let Assumption 2.25 hold true, and assume that for each (t,x) €
[0,T] x O, the subset

K(t,z) = {(b(t,x,a),z):a € A,z < f(t,z,a)}

of R x R is convex. Let (u*,m*) be an LP solution, then, there exists a measurable
function (t,x) — «o*(t,x) such that m;(dx) = m}(dz, A) satisfies the following system:

Js (f + %+ £g) (t,,0* (¢ 2) iy (d)dt =0,

a*(t,x) € argmaxgea [Lo(t, x,a) + f(t,z,a)] m(dx)dt —a.e. onC,
Joo $(0,2)m3(dz) + [ o s (% + L¢) (t, 2, a* (t, ) ) (dz)dt = 0,
for all C* functions ¢ such that supp(¢) C C.

Proof. Follows by Theorem 2.29 and a similar argument as in the proof of Proposition
2.16. O

3 MFG problem

Throughout this section, we let the following assumptions hold true.

Assumption 3.1.

(1) Forall (t,x,z,m,a) € [0,T] X R X

B(t,y)m(dy,du),a) :

A
e [ sttpm(dy.du).a)
OxA
[, ftomidndo.a).
o
whereb : [0, T|xRxRxA = R, 5 : [0, T]xRxR*xA = Rand f : [0,T]xOxR*xA —
R, for some d € IN*. We assume that b, ¢ and f are boundAed, measurable and
continuous for each fixed t € [0,T] and that the functions b : [0,T] x O — R4,
6:[0,T] x O —R?%and f : [0,T] x O — R? are continuous and bounded. Moreover,

the functions b and & are Lipschitz continuous in the second variable uniformly with
respect to the other variables.

(2) The function g : [0,T] x O x P([0,T] x O) — R is such that for all (t,z, ) € [0,T] x
O x P([0,T] x O)

otz 1) = 3 (t,x, / g(s,y>u<ds,dy>> ,
[0, T]xO

where g : [0,7] x O x R? — R and § : [0,T] x O — R? are continuous and bounded.
(3) The initial measure m; satisfies [, |z|*mg(dx) < oc.
(4) One of the following statements is true:

(a) The coefficients b and o do not depend on the measure.
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(b) Unattainable boundary: b, ¢ and O are such that, for every filtered probability
space (Q, F,T,P), F-stopping time 7 such that 7 < T P-a.s., F-progressive
measurable process v with values in P(A), F-martingale measure M such that
M7 has intensity vy(da)l,<,dt, m € V and F-adapted process X such that

dX; = / b(t7Xt,mt,a)Vt(da)dt+/ o(t, X, my, a)M(dt,da), t <1, PoX;' =m,
A A
we have .
P (Tg > T) =1,
where X = X 1.

(c) Attainable boundary: O is an open interval, o does not depend on the control a
and for all (t,z,m) € [0,T] x R x M(O x A), o2(t,z,m) > ¢, for some c, > 0.

The strong and LP MFG formulations. Let us first provide the strong formulation
of the MFG problem.

Definition 3.2 (Strong formulation of the MFG problem).

1. Firststep: fix u € P([0,T]x O) and m € V and find the solution to the mixed control

problem
max IE e f (t7 Xta)m7 my, at) dt + g (T A Ta’mv a7m¢¥,""7 ,U/) ’
TET, €A 0 o TATo
(3.1)

S.t. dXta’m = b(t7Xta’m7mt,at) dt+ o (t,X?’m,mt,at) th,

X((JLm ~ mév
where 75" = inf{t > 0: X;"™ ¢ O}.

2. Given the mixed optimal stopping-control (7™, o*™) (solution of the problem
(3.1)) for the agent with initial distribution m{ facing a mean-field (u,m), the
second step consists in finding p € P([0,T] x O) and the family of distributions
m € V such that

H,m

my(B) =P |[(XP"7™ ol € Bt < 7R A Tg“"m’m} , BeBOxA), telo,T]

and
at™ om at™m
w=2L (T“’m ANty 7, X ’ au,nl,,”) .

,m
TH AT 6

We now give the formulation of the linear programming MFG problem. To this end,
we first provide a preliminary definition.

Definition 3.3. Let R be the set of pairs (u,m) € P([0,T] x O) x V, such that for all
ue Cr?([0,T] x O),

T
/ u(t, z)pu(dt,dr) < / u(0, x)mg(dx) +/ / @(t,x)mt(dx, da)dt
[0.T]xO o 0 Joxa O
T
+ C(u)/ m¢(O x A)dt,
0
where C(u) is the supremum of |Lu| over [0,T] x O x M(O x A) x A, with

2
Lu(t,z,m,a) = b(t,x,m,a)0,u(t, x)+ %(t,x,m, a) Oz u(t, ).
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Definition 3.4 (LP formulation of the MFG problem). Fix a pair (ji,m) € P([0,T] x O) x V
and define R[m] as the set of pairs (u,m) € P([0,T] x O) x V, such that for all u €
Cy2(0,7] x 0),

T

/ u(t, z)u(dt, dz) :/ u(O,x)mS(dw)—i—/ / (%—&—Eu) (t,x, M, a)my(de, da)dt.
[0.T]xO o 0o Joxa \ Ot

Let I'[i,m] : Rop — R be defined as

T
Clponlm) = [ [ fenmiamndodeos [ gt put,da).
0 OxA [0,T]xO

We say that (u*,m*) € P([0,T]xO)xV is an LP MFG Nash equilibrium if (u*, m*) € R[m*]
and for all (u, m) € R[m*],

Llp*, m*](p, m) < Tlp*, m*](u*, m*).

The real number T'[u*, m*](u*, m*) is called Nash value.

Remark 3.5. Note that for all m € V, R[] has the same structure as R of the previous
section, thus it satisfies the same properties. Moreover, the set Ry has been introduced
in order to be able to apply the fixed point arguments specific to the MFG setting; more
precisely, it satisfies all properties as the set R (see theorem below) and contains all the
sets R[m] form € V.

Theorem 3.6 (Properties of the set Ry). The set Ry is compact, convex, nonempty,
contains the set R[m| for allm € V, and Lemmas 2.8, 2.11 and 2.12 are still valid if one
replaces R with Ry.

Proof. The same proofs of Section 2.1 can be applied. O
Definition 3.7. Define the set valued mapping R* : Ro — 27%° as

R* (@, m) = R[m].
Define © : Ry — 2™ as

O(,m) = argmax L[, m](u,m).
(1,m)ER* (fi,m)

Remark 3.8. Note that the set of LP MFG Nash equilibria coincides with the set of fixed
points of ©.

3.1 Existence of LP MFG Nash equilibria

We shall first provide some convergence results, which will be useful in the proof of
existence of LP MFG Nash equilibria.

Lemma 3.9. Let (0, F,F,P) be a filtered probability space. Let 7 be a bounded TF-
stopping time and let M be an F-martingale measure with intensity q;(da)1,<.dt, where
(qt)tejo,) is an IF-predictable process with values in P(A). Consider (", m")n,>1 C Ro
such that m™ — m in 'V and let X and (X"),>1 be F-adapted processes satisfying,

dXt:/ b(t,Xt,mt,a)qt(da)dt—&—/ ot X, e, )M (dt,da), £ <7, Xor~mi
A A
de:/ b(t,X{’,m?,a)qt(da)dt—i—/ o(t, X0, Q)M (dt,da), t<7, X=X
A A
Then,

EF {sup | X (s — Xt/\7|2] — 0.
t<T n—

oo
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Proof. We will denote by C' > 0 any constant independent from n. To simplify the formu-
las, in this proof we shall use the following shorthand notation: b, (¢, z, a) := b(t, z, M}, a),
bo(t, z,a) = b(t,z,my,a), on(t,z,a) = o(t,z,my,a) and og(t, z,a) := o(t,z,m4,a). Let

0<s<t<T.We have
SAT 2
(/ /(bn(r, X/ a) — bo(r, Xr,a))qr(da)dr>
0 A

+ (/OSM /A(on(r, X, a) —oo(r, X,,a))M(dr, da)) 2] )

Using Burkholder-Davis-Gundy inequality, we get

Lo ([ fontnoxzo = oo x-pasianan) |

< CEP { /0 /A (on(r, X™, @) — oo(r, Xr,a))Qq,«(da)dr} .

|XTL

SAT

XS/\T|2 S C

Define
gn(t) = EF {sgp | X2 — XsAT|2} .
s<t

From the above estimates,
AT
t) < CEF [/ /(bn(r7 X a) = bo(r, Xr,a))gqr(da)dr
0 A
tAT
+/ /(Un(T‘, X} a) — og(r, Xr,a))2qr(da)dr} )
0 A
Now, by the Lipschitz assumption on b,
tAT
/ / (b(r X™, ) — bo(r, X, a)) g, (da)dr
tAT
/ / roa) = by(r, X, a) + by (r, X, a) — bo(r, X, a))qu(da)dr
tAT
<C / / (r, X, a) — by (r, Xr,a))2qr(da)dr
tAT
/ / (ry, Xy, a) — bo(r, Xma))QqT(da)dr}

tAT
<C / sup | X, — Xrar] ds+/ / (r, Xr,a) — bo(r, Xr,a))2qr(da)dr} .
LJo

r<s

_|_

Similarly;,
tAT
/ /(Jn(’r, X;L,a) _00(7"; Xr»a))2QT(da)dr
0 A
t tAT
< C |:/ sup |X17"l/\7' - X'r'/\T‘QdS +/ / (UTL(T7 XT7a) - O'O(Tv X7‘aa))QQT(da)dT:| .
0 0 A

r<s
We get finally,
t
gn(t) < C (/ 9n(3)ds + By + Sn> ,
0
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where

B, :=EF

T
/ / (ba(r, X, @) — bo (. Xr,a»zqr(da)dr] ,
0 A

/OT/A(an(n X,,a) — oo(r, Xr7a))2qr(da)dr] .

S, :=EP

By Gronwall’s inequality,
gn(T) < C (B, + S,) e“T. (3.2)

Let us show that B, — 0 as n — 0. We fix w € 2. We are going to use Lemma F.2 for
this fixed w and then use dominated convergence for the expectation. We set © = [0, T,
X = A, n(dr) =dr,

V() = /O . du). () = /O gy, du),

v (da) = gr(w)(da),
90(7” a, y) = [b(T7 Xr(w)a Y, a) - b(’l’, Xr(w)a ¢(T)a a)]z'

By Theorem 3.6 and Lemma 2.11, 1" converges to v in L*([0,7]; R%). Since the hypothe-
sis of Lemma F.2 are satisfied, we get for all w € €,

n— oo

T
() = /0 /A (b (7, X (w), @) — bo(r, X (w), a))2q (w)(da)dr — 0.

Since b is bounded and ¢, are probabilities, we get by the dominated convergence
theorem B, e 0. The convergence of S, to 0 follows by the same arguments. Taking

n — oo in (3. 2) we get the result. O

We now prove the continuity of the set R* in the sense of set-valued mappings.

Proposition 3.10 (Continuity of R*). The set-valued mapping R* is continuous (in the
sense of Definition G.4).

Proof. Step 1. We first prove the upper hemicontinuity (in the sense of Definition G.1).
By the Closed Graph Theorem (see Theorem G.2), it suffices to show that R* has closed
graph. Let (¢, m™) € R*(g",m™) = R[m"] such that ™ — p, m" - minV, g™ — [ and
m" —min V. Foralln>1andu€Cl2([0 T] x O),

/[07T]Xou(t,x),u"(dt,dx) / u(0, x)mg(dx)

/ / < + ﬁu) (t,x,my, a)my (dx, da)dt.
OxA

By Theorem 3.6 and Lemma 2.12, we get the stable convergence of m}(dx,da)dt to
my(dx, da)dt. In particular,

(t,z)m dxdadt—>// txmda;dad
/ /O><A ot i n—oo Oxa Ot ol )t

By Theorem 3.6 and Lemma 2.11,

w0 = [ i — o0 = [ bt

— 00
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in L([0,T); R%). We conclude by Lemma F.2 that

T
/ / ((’)ub> (t,z,my, a)m} (dz,da)dt — / / ( ) t,x, my, a)my(dz, da)dt.
0 Joxa \Ox n—00 OxA

By the same argument,

2
/ /o A (gx;“; ) (t,z,mi', a)my (dz, da)dt
X

0%u o2 B
nﬁm/ /OXA (83322) (t, x, My, a)my(dx, da)dt.

The above results, together with the convergence

/ u(t, x)p" (dt,dz) — u(t, x)p(dt, dr),
[0,T|xO n=o0 J10,T]x O

lead to
/ w(t, )p(dt, da) = / w(0, 2)m3 (dz)
[0,T]xO

/ / ( Jrﬁu) (t, z,my, a)my(dx, da)dt,
OxA

which means that (u, m) € R[m] = R*(fi, m).

Step 2. We now prove the lower hemicontinuity (in the sense of Definition G.3).
Consider a sequence (", m"),>1 C Ro such that (z",m") — (&, m) and let (u,m) €
R*(@, m) = R[m]. We need to prove that up to a subsequence, we can find (1™, m"),>1 C
Ro such that (u™, m™) € R*(g",m™) = R[m"] and (", m™) — (u, m). This result is trivial
if Assumption 3.1 (4)(a) holds true, therefore consider in the sequel the cases (4)(b) or
(4)(c). Let v; 5 (da) be such that

my(dz, da)dt = vy z(da)my(dz, A)dt.

By Theorem C.6, there exists a filtered probability space (2, F,TF,P), an F-adapted
process X, an F-stopping time 7 such that 7 < T A Té{ PP-a.s., an F-martingale measure
M with intensity v, x,(da)1;<-dt, such that

Xinr= / / b(t, Xy, my, a)vy x, (da) dt+/ / (t, X¢, e, a)M(dt,da), PoXy'=mg,
w="Po(r,X;)
mi(B x C) = B [1p(X;)ve x,(C)li<,], Be€ B(@), C e B(A), t—ae.

On the same filtered probability space, define

—1
m(B x C) := EF []IB(X{‘)z/tVXt(C)]lt<TATgw}, yni=Po (TATO X" ) 7

T/\T

where X" denotes the unique strong solution of
AXr = / b(t, X a)ve x. (da)dt +/ ot, X, ", o) M(dt, da), XD = Xo.
A A

Note that existence and uniqueness follow by the Lipschitz and boundedness condition
on the coefficients and the square integrability of mg. We have that (¢, m™) € R[m"]| =
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R* (", m") by a similar argument as in Proposition 2.7. Let us now prove that m"™ — m
in V. By Remark 8.3.1 and Exercise 8.10.71 in [8] (Volume 2), it is sufficient to use
bounded and Lipschitz functions as test functions. Consider a bounded and Lipschitz
function ¢ : [0,7] x O x A — R and denote by C' the maximum between ||¢||-, and the
Lipschitz constant of ¢. Compute

T T
/ [ o(t, x,a)my(dx, da)dt — / /ﬁ o(t, x, a)my (dx, da)dt
0 OxA 0 OxA

T T/\Tgn
=" /0 /A(b(t’Xt»“Wt,xt(da)dt— /O /A ¢(t,X?7a)Vt,Xt(da)dt1
< |EP /O ° /A(aﬁ(t,Xt,a)—¢(t,Xf,a))yt7Xt(da)dt]
T ‘r/\‘rgn
+ |EP / A¢(t,Xt,a)Vt,xt(da)dt—/ /A¢(t,Xt,a)Vt,Xt(da)dt]
0 0

<o’ (B [supix, - X?QD% +C (B " [rand ")

t<t

Now, by Lemma 3.9, we get the convergence of the first term. The convergence of
the second one is trivial under the condition (4)(b) of Assumption 3.1. Suppose now
condition (4)(c) of Assumption 3.1 holds. Then, by Theorem C.6, the martingale measure
M is replaced by an IF-Brownian motion W and we get

tAT tAT
Xt/\T = XO —|—/ / b(t,Xt,’ﬁLt,a)I/t,Xt(da)dt%— / O'(t,Xt,mt)th,
0 A 0

t t
Xy :X0+/ /b(t,Xgl,my,a)yt,Xt(da)dH/ o(t, X1, ml)dW,.
0 A 0

Define X as the unique strong solution to

t t
X0 = X, + / / b(t, X2, e, a)vy x, (da)dt + / o (1, X0, 17y ) AW,
0 A 0

By pathwise uniqueness type arguments, we get that X = X; on ¢ < 7, which implies
0

that Tg > 7 IP-a.s. We have that for all 6 > 0 and C > 0, there exists ng > 1 such that

for all n > nyg,

IP( sup | X7 — X7 >C> < 0.
te[0,7]

We have also that, for all § > 0, there exists R > 0 such that,

IP< sup |X$>R> < 0,

te[0,T)

Using these two last properties, we get by Theorem 5.1 and Remark 5.4 in [49] that
Tg" AT 2 Tgo A T. To be more precise, by assumption, O =|cy, ca[, ¢1 < o, then one
n—oo

can choose for the assumptions in [49] the function

o(t,z) = (T —t)(z — c1)(x — c2).

Therefore, we get (1,78 AT) - (,7&" AT) and by the continuous mapping theorem,
n—o0

n n P 0
TATY =TATG AT — TATHE AT =T.
n—roo
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Since this sequence is uniformly bounded by T" we get the convergence in L'. Finally,
we can conclude that m™ — m in V. Now, by the convergence of m™ towards m in V' and
since (u™,m") € R[m"], we get that, u — u (using the same results as for the upper
hemicontinuity). O

We now prove an existence result of LP Nash equilibria.

Theorem 3.11 (Existence of LP MFG equilibria). The set of LP MFG equilibria is compact
and nonempty.

Proof. The proof is based on Kakutani-Fan-Glicksberg’s fixed point theorem for set-
valued maps (Theorem G.6). Note that the space R is a subset of the locally convex
Hausdorff space M*([0,T] x O) x Vi, where M*(]0, T] x O) is the set of Borel finite signed
measures on [0, 7] x O. Moreover, R, is nonempty, compact and convex (see Theorem
3.6). Remark also that the map © has convex values. Let us show that it has closed
graph and nonempty values. To this end, we apply Berge’s Maximum Theorem (Theorem
G.5), for which we need the previous result we have shown (Proposition 3.10), and the
Closed Graph Theorem (Theorem G.2). Therefore, it only remains to show that

((r,m), (p,m)) € Gr(R*) = T, m(p, m)

is continuous. Let ((@”,m"), (1™, m"))n>1 C Gr(R*) converging to ((&,m), (1, m)) €
Gr(R*), thatis m” - min V, m" - min V, " — p and @" — . Using the same
arguments as in Proposition 3.10 (upper hemicontinuity), we get

/ / ft,z,my, a)mi (dz, da)dt — / / ft,x, my, a)my(de, da)dt.
OxA oo OxA

By Lemma F.1,
/ Cg(t,x, p")p"(dt, dr) — g(t,x, p)p(dt, dx).
[0,T]xO n=o0 J[0,T|xO

We conclude that
F[/j'n7 mn}(/ﬂl? mn) — F[/], m](/‘? m)7

n— oo

which shows the continuity. O

3.2 Nash value and selection of Nash equilibria

Case of measure independent coefficients In the case where the coefficients b and
o do not depend on the measure, we can prove uniqueness of the Nash value, which
holds under the well known anti-monotonicity conditions on f and g.

When the coefficients do not depend on the measure, an LP Nash equilibrium is a
pair (u*,m*) € R such that for all (u,m) € R,

Llp*, m*](p, m) < Tlp*, m*] (1, m*).

Theorem 3.12 (Uniqueness of the Nash value). Suppose that the coefficients do not
depend on the measure. Suppose also that f and g take the following form

flt,z,m,a) = fi(t,z,a)f2 <t,/o fl(t,y,u)m(dy,du)> + f3(t,x,a)

XA

g(t,, 1) = g1(t,z)ge (/[0 . 091(s7y)u(ds,dy)> + g3(t, @),
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where f1, f2, f3, g1, g2, g3 are bounded and measurable, f, is non-increasing in the
second argument and g, is non-increasing. Let (u',m') and (u?,m?) be two LP Nash
equilibria. Then,

% (t, /O XAf1<t7y,u>mi<dy,du>) - fy (t, /. XAfla,y,u)mf(dy,du)) ,

almost everywhere on [0, 7], and

92 (/ i gl(s,y)ul(d&dy)) =g </ . 91(S7y)uz(ds,dy)> :
[0,T1x0O [0,T]xO

In particular they lead to the same Nash value, that is
F[/j'17 ml}(lLLl’ ml) = F[/ff2v nlz}(/ﬁa m2)'

Proof. The proof is a slight modification of the one of Theorem 4.4 in [10], therefore we
omit it. 0

Case of measure dependent coefficients When the coefficients depend on the mea-
sure, we do not prove the uniqueness of the Nash value, but instead we can show that
there exists a maximal Nash value. Let A'* be the set of Nash equilibria.

Proposition 3.13. There exists (u*, m*) € N* such that for all (1, m) € N'*,
Ll m) (1, m) < Tl*,m*) (0", m*).
Proof. By Theorem 3.11, the set A/* is compact and nonempty. Consider the functional
v: N* = R defined by
v(p, m) = Tlp, m](p, m).

As in Theorem 3.11, we can show that v is continuous. By compactness of N* and
continuity of v, we conclude the existence of a maximizer. O

Selection of equilibria In both cases we have not proved uniqueness of Nash equilib-
ria, we study only the Nash value. The natural question arising in this context is how
to select the equilibria. In [20] the authors propose several ways of choosing equilibria
in a particular model of MFGs, one of them is to choose the equilibria by maximizing
the Nash value. We have shown in Proposition 3.13 that this method is always possible
under our assumptions.

3.3 Relation with MFG equilibria in the weak formulation

In this section we show the equivalence between linear programming MFG equilibria
and MFGs in the weak formulation as defined below.

Definition 3.14 (Weak MFG solution with strict optimal stopping/control). For (i, m) €
P([0,T] x O) x V, define U™ [, m] as the set of tuples U = (Q, F,F,P,W,a, 7, X) such
that (Q, F,IF, P) is a filtered probability space, T is an IF-stopping time such that T < T
P-a.s., a is an IF-progressively measurable process with values in A, W is an IF-Brownian
motion, X is an IF-adapted process such that

dXt = b(t, Xt,mt, Oét)dt + O'(t,Xt, mt,at)th, t < T, Po Xo_l = ms

Let HW [u, m] : UY [, m] — R defined by

HY [, m)(U) = E

T/\Tg
/ f(t’Xt7mt’at)dt+g(TATg7XTATg7M)1
0
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forallU = (Q,F,F,P,W,a,7,X) € U™ [, m]. The value of the optimization problem in
the weak formulation with strict optimal stopping/control associated to (u, m) is defined
by
VWiu,m]:=  sup  HY[u,m]U). (3.3)
veuW [p,m]
Moreover, we say that U* = (Q, F,F, P, W, «, 1, X) is a weak MFG Nash equilibrium with
strict control if U* € UV [u*, m*], where

m¥(B x C) = EP []IB(Xt)]lc(at)]lKT/\Tg] . BeBO), CeB(A), te[0,T], (3.4)
-1

J=TPo (7’/\7'()9(7)(7_/\7_()9() , (3.5)

and
HY [, m*|(U*) = VWV [pr, m*]. (3.6)
Definition 3.15 (Weak MFG solution with strict optimal stopping and relaxed control). For
(u,m) € P([0,T] x O) x V, define UR[;1,m] as the set of tuples U = (Q, F,F, P, M,v, 7, X)
such that (2, F,F,P) is a filtered probability space, T is an IF-stopping time such that
7 < T P-a.s., v is an F-progressively measurable process with values in P(A), M is

a continuous F-martingale measure such that M7 has intensity v,(da)l,<,dt, X is an
IF-adapted process such that

dXt:/b(t,Xt,mt,a)ut(da)dt—k/ o(t, Xy, me,a)M(dt,da), t<7, PoX;'=m.
A A

Let HE[u, m] : UT[u, m] — R defined by

HE p,m)(U) = B”

T/\Tg
/ / f(t, X, mye,a) Vt(da)dt+g(T/\T(%(,XT/\T()Q(,,U,)]
0 A

forallU = (Q, F,F, P, M,v,7,X) € U%[u, m]. The value of the optimization problem in
the weak formulation with strict optimal stopping and relaxed control associated to
(1, m) is defined by
VEu,m):= sup  HE[p,m]U). (3.7)
UeUR|pu,m]
Moreover, we say that U* = (Q, F,F,P, M,v, 7, X) is a weak MFG Nash equilibrium with
relaxed control if U* € UR[u*, m*], where

m¥(B x C) = EP nB(Xt)yt(C)ang} , BeB(O), CeB(A), te[0,T], (3.8)
-1
W =Po (TATg,XWg , (3.9)

and
HE [, m*|(U*) = VE[u*, m*]. (3.10)

The above definition is equivalent to the following formulation of MFG equilibrium
via the controlled/stopped martingale problem.
Definition 3.16 (MFG equilibrium via the controlled/stopped martingale problem). For
(u,m) € P([0,T] x O) x V, define UM [, m] as the set of tuples U = (Q, F,F,P,v, 7, X)
such that (2, F,FF,P) is a filtered probability space, T is an IF-stopping time such that
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7 < T P-a.s., v is an F-progressively measurable process with values in P(A), X is an IF-
adapted process such that P o X; ! = m and for all p € CZ(R), the process (M, ())t>0
is an (IF, P)-martingale, where

Mi(p) = p(X+) —/0 /Aﬁgo(s,Xs,ms,a)us(da)ds.

Let HM [, m] : UM [, m] — R defined by

HY [, m)(U) = E¥

‘r/\‘rg
/ / f(t,Xt,mt,a)Vt(da)dt+g(T/\Tg,XTATg,,u)]
0 A

forallU = (Q, F,F,P,v,7,X) € UM[u, m]. The value of the optimization problem in the
controlled/stopped martingale problem associated to (1, m) is defined by
VMpm] = sup  HM [, m)(U).
UeUM [p,m]

Moreover, we say that U* = (Q,F,F,P,v,7,X) is an MFG equilibrium via the con-
trolled/stopped martingale problem if U* € UM [y*, m*], where

mi(B x €)= B [15(X)n(C)lcrnry |, BEBO), CeBA), telo,T],
—1
w="Po (T/\Tg,XTATg> ,
and
HM [ m ) (U) = VM ).

Remark 3.17. This definition is also equivalent to the problem of finding an MFG
equilibrium via the controlled/stopped martingale problem on the canonical space (see
[39]), where the optimization is considered over the set of probabilities on the canonical
space instead of all the tuples (2, F,F,P,7,v, X). We refer to [35], p. 18, for more
details on this equivalence.

Theorem 3.18 (Equivalence between LP MFG equilibria and weak MFG equilibria). Sup-
pose Assumption 3.1 with either (4)(b) or (4)(c) holding true. Then, the LP MFG problem
and the weak MFG problem are equivalent. More specifically,

(i) Given an LP MFG Nash equilibrium (u*,m*), there exists a weak MFG Nash
equilibrium (with Markovian relaxed control) U* € U [u*, m*| such that

Ll m*) (", m*) = HE[p*,m*)(U). (3.11)

(ii) Given U* a weak MFG Nash equilibrium, that is U* € U®[y*, m*], with m* (resp.
w*) given by (3.8) (resp. (3.9)), then (u*, m*) is an LP MFG Nash equilibrium and
(3.11) holds.

Proof. Considering measure dependent coefficients, the equivalence follows from Propo-
sition 2.7 and Theorem C.6. O

Corollary 3.19. Suppose Assumption 3.1 with either (4)(b) or (4)(c) holding true, then
there exists a weak Nash equilibrium (with Markovian relaxed control).

Proof. By Theorem 3.11 we get the existence of LP MFG Nash equilibrium, which implies
by Theorem 3.18 the existence of a weak Nash equilibrium (with Markovian relaxed
control). O
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Remark 3.20. In the case when there is only control, we recover the existence result of
Markovian relaxed controls of [39, Corollary 3.8]. In that paper, this result is shown by
using the Mimicking Theorem (or Markovian projection theorem) from Corollary 3.7. in
[11], while in our case this result follows naturally by the disintegration

mye(de, da)dt = vy 5 (da)my(dz, A)dt.

Proposition 3.21. Suppose O = R and let Assumption 3.1 with either (4)(b) or (4)(c)
holding true. Let (u*,m*) be an LP Nash equilibrium. Consider the value function given

by

v*(t, x)
T/\Té’z'm*'a . .
= sup E / f(s,Xﬁ’m””*’“,mt*,as)ds—&—g(T/\T(tjw’m ’“,Xt’w’?fwﬁ*‘wu*)} ,
TET, €A, t TATG
(3.12)

where (t,x) € [0,T] x R, 75"™"* := inf {s >t : XL®m" @ ¢ O} and (XL™") cp, 7y is
the unique strong solution of the following stochastic differential equation:

Xbemhe — x—i—/s b (7"7 Xﬁ@’m*’a,m:,ar) dr—i—/sa (r, Xﬁ’m’m*’a,mLaT) dW,, se€[t,T).
t t
We have the following equality:
/O o (0,2)mi(dx) = VIV [, m*] = VE[u*,m*] = Dl m*) (", m*).
Proof. Since (u*,m*) is fixed in the functions b, o, f and g, we can apply Theorem 2.24

noticing that Assumption 2.23 is satisfied. O

Proposition 3.22. Suppose that Assumption 3.1 with either (4)(b) or (4)(c) holding true
and that for all (t,x, (1, m)) € [0,T] x O x Ry, the subset

K[m](t,z) := {(b(t,z,mq,a),0?(t,z,ms,a),2) :a € A,z < f(t,x,ms,a)}

of R x Ry x R is convex. Then there exist a strict control LP Nash equilibrium and a
weak Nash equilibrium with Markovian strict control.

Proof. The proof is almost the same as that of Proposition 2.16; it relies on the fact that
the dependence of b, o2 and f in the measure is of the form

/ h(t, 2)m(dz, da),
OxA

for some function h, which is independent of the control. O

3.4 Relation with mixed solutions

In this subsection, to establish the link with PDE formulation, we shall need the
following assumptions:

Assumption 3.23.
(1) The domain O is a bounded open domain of class C?.

(2) The volatility o does not depend on the control a and on the measure m, and is
continuous on [0,T] x O. Moreover, there exists c, > 0 such that for all (t,z) €
[0,T] x O, 02(t,z) > c,.

EJP 26 (2021), paper 157. https://www.imstat.org/ejp
Page 29/49


https://doi.org/10.1214/21-EJP713
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Control and optimal stopping Mean Field Games

(3) f is measurable, bounded and continuous in x on O, uniformly with respect tot, m
and a.

(4) For fixed (t,z,m) € [0,T] x O x M(O x A), a+ b(t,z,m,a) and a + f(t,x,m,a) are
continuous.

(5) For a fixed i € P([0,T] x O), (t,z) — g(t,z,n) € Cp*([0,T] x O) and g(t, x, ;1) = 0 for
(t,) € (0,T) x DO,

(6) If (u,m) € R[m] for some m € V, then m,(dz, A)dt admits an square integrable
density with respect to the Lebesgue measure on [0,T] x O.

Theorem 3.24 (Relation with mixed solutions). Suppose Assumptions 3.1 and 3.23 hold
true. Let (u*,m*) be an LP Nash equilibrium. Consider the value function given by
(3.12). We have the following relations.

(1) Relation with the strong formulation:
/OU*((),x)mS(d:c) = T{p*, m*](u*, m*).
(2) Relation with mixed solutions:
(a)
dg - X
f+ 5+ Ly ) (t,2,my, p*, a)my (de, da)dt = 0,
S*xXA ot

with §* := {(t,z) € [0,T] x O : v*(t,x) = g(t,z, p*)}.
(b)

—/ f(t,x,m:,a)m:(dx,da)dt:/
C*xA

(80 + .Cv) (t,x,m;,a)m;(dz,da)dt,
C*xA

ot
where C* := ([0,T] x O) \ S*.
(c) For all C* functions ¢ such that supp(¢) C C*, the following holds

T
3]
/ (0, x)mg(dx) + / / (8? + E¢> (t,z,m;, a)mj(dx,da)dt = 0.
o 0o Joxa
Note that (2)(c) holds true if and only if y*(C*) = 0, which is also equivalent to
p*(S* U ([0,T] x 0)) = 1.

Proof. The proof follows by applying Theorem 2.29 taking into account that the inputs
(b,0, f,g) depend now on (m*, u*) but still satisfy the required assumptions. O

Corollary 3.25. Let Assumptions 3.1 and 3.23 be satisfied and assume that for all
(t,z,(u,m)) € [0,T] x O x Ry, the subset

K[m](t,z) := {(b(t,z,ms,a),2) :a € A,z < f(t,x,me,a)}

of R x R is convex. Let (u*,m*) be an LP MFG equilibrium, then, there exists o* (¢, x)
such that m;(dx) = m}(dz, A) satisfies the following system:

Js- (f + 5+ Eg) (t,x,mi, %, o (8, x))my(dr)dt = 0,

a*(t,x) € argmaxgea [Lv*(t, x,m},a) + f(t,z,m},a)] m(dz)dt — a.e. on C*,
* T * ok =

Jo @0, z)mi(dz) + [ [0y (% + £q§) (t, z,m}, a*(t, z))m(dz)dt = 0,

for all C*° functions ¢ such that supp(¢) C C*.

Remark 3.26. The above result gives the link with the notion of mixed solution in the
case of optimal stopping/continuous control introduced in [6] in a less general framework
(in particular, the author considers the drift to be zero and the volatility V2).
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A Structure of V;, and V.

We show in this Appendix that V; is a Hausdorff locally convex topological vector
space and V is metrizable.

Let M® := M*([0,T]x Ox A) be the set of Borel finite signed measures on [0, 7] x O x A.
Endow this set with the weak topology 7, := o(M?*, F*), where

Fo = {Msauﬁ/qbd,u:(ber([O,T] x@xA)}.
In other words, 7, is the topology generated by the sets
Ulu,p,e) = {z/ e M?*: ’/q&du— /(;Sdu‘ < 5}, peE M ¢eCy(0,T] x Ox A), e>0.
Since Cy([0,T] x O x A)) is separating, i.e. for all u,v € M?,

/(ﬁdu:/qﬁdy, Vo € Co([0,T) x O x A)) = pu=v,

then F* is total, which implies that 7, is Hausdorff (see p. 48 in [1]). Moreover, (M?, 1)
is a locally convex topological vector space, since weak topologies with respect to a family
of real valued functions make the space locally convex. Define the map = : V; — M?* by

m(m) = my(dz, da)dt.

The map 7 is injective since the elements of V; are identified ¢t-a.e. We define M5 := 7(V})
and consider the relative weak topology on M; which is given by o(M3, F7), where
i = F*®|m; (Lemma 2.53 in [1]). Note that (M7, (M3, F7)) is also a Hausdorff locally
convex topological vector space. We have that 7 : V; — M3 is a linear bijection. Finally,
we endow V; with the projective topology 71 := 7~ (o(M3, F§)) (that is the topology of
weak convergence of the associated measures on [0, 7] X O x A). With this definition, =
is an isomorphism between the topological vector spaces, which implies that (Vi,7) is a
Hausdorff locally convex topological vector space.
The relative topology on V is metrizable since 7(V) C M([0,T] x O x A) and the weak
convergence topology on M([0,T] x O x A) is metrizable, in particular, we can define a
natural distance on V associated to 7.

We recall that the set P([0,7] x O) endowed with the topology of weak convergence
is also metrizable, and hence the product space P([0,7] x O) x V is metrizable.

B Martingale measures and controlled/stopped martingale prob-
lems.
B.1 Martingale measures

For the sake of clarity we present the definition of martingale measures and some
related concepts. This content is taken from [23] and [46]. Throughout the section we fix
a filtered probability space (2, F7,TF,P) and a Polish space A with Borel o-algebra B(A).

Definition B.1. We say that M : Q x Ry x B(A) — R is an (orthogonal) martingale
measure if it satisfies the following properties:

(1) Forall B € B(A), M(-, B)? is a square integrable martingale and M (0, B) = 0.

3Note that we suppress the argument w € Q from the notation as usual in probability theory.
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(2) Forallt € Ry, B,C € B(A) suchthat BNC =0, M(t,BUC) = M(¢t,B) + M(t,C)
a.s.

(3) There exists a non-decreasing sequence of (A,,),>1 C B(A) such that

. UnzlAn = A.
e Forallte Ry, andalln > 1,

sup E[M(t, B)?] < .
BeB(A,)
e Forallt € Ry, n > 1 and (By)r>1 C B(A,) a decreasing sequence such that
Nk>1Br =0,
E[M (t, By)?] — 0.
k—o0
(4) For all B,C € B(A) such that BN C = (), the martingales (M (t, B)):>o and (M(t,
C))i>o0 are orthogonal, i.e. (M(t, B)M(t,C));>o is a martingale.

A martingale measure M is said to be continuous if for all B € B(A), t — M(t, B) is
continuous a.s.

Remark B.2. If 7 is a stopping time and M a martingale measure, then M7 (¢, B) :=
M(t A 7, B) is also a martingale measure.

Theorem B.3 (Theorem I-4 in [23]). If M is a martingale measure, then there exists a
random o-finite positive measure v on Ry x A, such that for each B € B(A), (v([0,t] x
B)):>¢ is the predictable quadratic variation of (M (t, B)):>o. The measure v is called the
intensity of M.

Let M be a martingale measure with intensity v and let L? the set of functions
¢: Q xRy x A— R measurable with respect to the product of the predictable o-algebra
and B(A), such that

E

/ ¢2(37G)V(d8,da) < 00.
RixA

Then for any ¢ € L2 one can construct a stochastic integral of ¢ with respect to M, which
is a function from © x Ry x B(A) to R. It is denoted by ¢ - M. We will also denote

/Ot/B¢(s,a)M(ds7da) =(¢-M)(t,B), teRy4, BeB(A).

The construction is analogous to the one of the It0 integral.

Proposition B.4 (Proposition I-6 in [23]). Let M be a martingale measure with intensity
V.

(1) If¢ € L2, then ¢-M is a martingale measure with intensity ¢*(s, a)v(ds, da). Moreover,
if M is continuous, then ¢ - M is also continuous.

(2) If¢,7p € L? and B,C € B(A), then forallt € R,
¢
(¢-M(-,B),-M(-,C)), = / o(s,a)(s,a)v(ds, da).
o JBnC

A consequence of this proposition is that

(/Ot/A¢(s,a)M(ds,da)>t>0
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is a martingale with quadratic variation

(/Ot[A¢2(s,a)y(ds,da)>t>U.

This fact allows the use of Burkholder-Davis-Gundy inequality, which can be applied to
prove the existence of strong solutions to SDEs of the type

t t
thf—i-/ /b(s,Xs,a)u(ds,da)—i—/ /U(S,Xs,a)M(d&da), t> 0.
0 JA 0o JaA
under standard assumptions.

B.2 Controlled/stopped martingale problem

Recall that the linear operator L is given by
2
Lo(t,,a) =b(t,z,a)¢'(z) + %(t,%a)@”(ﬂf), (t,z,a) € [0,T] x R x A, ¢ € CF(R).

Definition B.5. The tuple (), F,F,P,v, 7, X) is said to be a solution of the controlled/
stopped martingale problem if

(1) (2, F,F,P) is a filtered probability space supporting an IF-progressively measurable
process v with values in P(A), an IF-stopping time T and an F-adapted process X .

(2) For all ¢ € C?(R), the process (Min.(¢))t>0 is a martingale, where
t
Mi(p) = o(X}) 7/ /E@(S,Xs,a)ys(da)ds.
0 Ja

Theorem B.6. Let (Q, F, I, P, v, 7, X) be a solution of the controlled/stopped martingale
problem. Suppose that X.,, is continuous, 7 is bounded and the coefficients b and o
are bounded. Then, on an extension of the filtered probability space, there exists a
continuous martingale measure M with intensity v;(da)1,<.dt such that

dXt:/b(t,Xt,a)Vt(da)dt—i-/U(t,Xt,a)M(dt,da), t<T.
A A

Moreover, there exists a Brownian motion W such that M (t,A) = M(t A7, A) = Wia-. In
particular, if o is uncontrolled,

dXt = / b(t,Xt,a)l/t(da)dt+O’(t,Xt)th, t S T.
A
Proof. Using the same proof as in Lemma 3.2 of [39], there exists an IF-predictable pro-
cess 7 with values in P(A) such that 7; = 4 t-a.e. on [0, 7). In particular, (Q, F,F, P, 7, T,

X) is a solution of the controlled/stopped martingale problem. With some abuse of
notation we denote 7 by v. For all u € CZ(R),

w(Xonr) — u(Xo) — /0 o /A Lu(s, Xy, a)vs(da)ds

is an F-martingale. Define X := X .., and ¢;(da) = v;(da)1;<,. Then, for all u € CZ(R),

u(Xy) — u(Xo) —/O//Aﬁu(s,f(s,a)qs(da)ds
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is an IF-martingale. Moreover, since the processes (v4).c(0,r] and (li<+):efo, 1) are IF-
predictable and the map 7 : Ry x P(A) — M(A) given by 7(\, v) = Av is continuous, we
get that the process (g:).c(o,7] is F-predictable. By Theorem IV-2 in [23], there exists
an extension of the filtered probability space, denoted by (', 7', ', P’), supporting a
martingale measure M with intensity ¢;(da)dt such that

¢ ¢
X =Xo —|—/ / b(s, Xs,a)qs(da)ds —|—/ / o(s,Xs,a)M(ds,da), t>0.
0 Ja 0 /A

Since 14(A) =1 for all t > 0, we get that (M (¢, A)):>0 is a continuous square integrable
martingale with quadratic variation (¢ A 7);>¢. Define M; := M (t, A) for ¢ > 0 and note
that since (M, — M;);>0 is an (F/,,)¢>0 martingale,

EY [Mysr — M,)* = BV [(M),,, — (M),] =0, >0,

t+1
which means that P’-a.s., M; = M;,,, t > 0. Consider the filtration G given by G; :=
Finr C F{. By Theorem 1.7, ChapterV, in [48], on an extension of (', 7', G,P’) denoted
by (Q, F. T, I~P), there exists an IF-Brownian motion W such that Wi, = M;r, = M,, t > 0.
Note that the definition of the stochastic integral

/ot/AU(S’XS’“)M(dS,da)

depends on the filtration, but since X is G-progressively measurable, its extension is
IF-progressively measurable, therefore the integrals in both spaces coincide. Analogously
to the standard stochastic integral, the stopped integral is equal to the integral with
respect to the stopped martingale measure M™ := M.,,, which together with M = M7,
gives

/Ot/Aa(s,X's,a)M(ds,da) :/Ot/AU(&XS,a)MT(ds,da) :/OtAT/AJ(s,XS,a)M(ds,da).

We conclude that

tAT tAT
Xinr = Xo —|—/ / b(s, Xs,a)vs(da)ds —|—/ / o(s, Xs,a)M(ds,da), t>0.
0 A 0 A

If o is uncontrolled, by the construction of the integral with respect to M, one can
deduce that

ot p t tAT
/ / O’(S,XS)M(dS,da) = / O’(S,Xs)dw;r = / o(s, Xs)dWs,
0 JA 0 0

which allows us to write,

tAT tAT
Xinr = Xo —|—/ / b(s, Xs,a)vs(da)ds + / o(s, Xs)dWs, t>0. O
0 A 0

In the case where the relaxed control v is replaced by some strict control «, we can
also find a SDE representation with respect to a Brownian motion. This result is well
known when there is no stopping time (see Remark 1.6. in [35]).

Theorem B.7. Let (Q, F,F,P, v, 7, X) be a solution of the controlled/stopped martingale
problem. Suppose that X. ., is continuous, v; = d,, for some F-progressively measurable
process «, T is bounded and the coefficients b and o are bounded. Then, on an extension
of the filtered probability space, there exists a Brownian motion W such that

dXt = b(t,Xt,Olt)dt+O'(t7Xt,at)th, t S T.

Proof. Adapting the proof of Theorem 3.3, Chapter 5, in [25] to random coefficients,
we get the result for the case without stopping time. Using the same techniques as in
Theorem B.6 (i.e. introducing the stopped process X := X..,), we get the result. O
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C Link between linear programming and the weak formulation.

We have seen in Proposition 2.7 that to any controlled and stopped diffusion we can
associate a pair (u,m) € R. In Theorem C.6 we will prove that any (4, m) € R can be
represented in terms of a controlled and stopped diffusion.

Lemma C.1. Consider a filtered probability space (2, 7, T, P) supporting an IF-Brownian
motion W. Let £ be an Fy-measurable random variable supported in O, b be a bounded
F-progressively measurable process and ¢ be a bounded F-progressively measurable
process such that o2 is bounded below by a constant c, > 0 and above by a constant
C, > 0. Let Y be defined by

t t
Yt:§+/ bsds+/ o IV,
0 0
Then 7y = 75 P-a.s.

Proof. Let B = {7, = oo}, then for w € B we obtain 7} (w) = 75 (w). We remark that
since b is bounded, on the event B¢,

Y
+s
:? b.dr
lim —©

510 NG

By Dambis-Dubbins-Schwarz theorem, there exists a Brownian motion W such that

fot osdW, = WftUQdS for all ¢ > 0. Finally, recall the classical result: for a Brownian
0Ys

motion B,

=0.

i inf B; and i By
minr — = —o0 1m sup —
sl0 /s 510 b5
holds a.s., and by the strong Markov property, this result holds true at any stopping time.
We denote by C the event where this result holds true at time 7, which has probability
one. Therefore, using that 0 < ¢, < J? < C,, on the event B°NC,

= 4»007

Y
+
YTYJrS — YTY :1? ° o dW,
limsup ————< = limsup —2——+——
510 Vs s10 Vs
/V‘[}: ‘rngs 24 - /V‘[?
= lim sup Jo e
240 :(,9‘? +s o2dr
= +OO,
and similarly,
Yy,.— Yy
liminf —07° _"To _ o
510 NG
Together, these two results imply that on the event B°NC, 75 = 7. Since BU (B°N ()
has probability one we conclude the proof. O

Let us recall some definitions and results of [37] Section 2. Let E be a complete,
separable metric space. We denote by B(E) the set of bounded and measurable functions
from F to R. Let L C B(E) x B(F) be the graph of an operator L (we abuse of notation
as it is usual to identify an operator with its graph). Let Lg be the linear span of an
operator L.
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Definition C.2. Let L : D(L) C B(E) — B(FE) an operator and vy € P(E). We say that a
measurable P(E)-valued function (we endow P(FE) with the Borel o-algebra generated
by the topology of weak convergence) v on R is solution of the forward equation for
(L,w) ifforall ¢ € D(L) and t € Ry,

/E (z)vi(dx) = /E o(x)vo(dx) + /0 t /E Lo(x)v,(dx)ds.

Definition C.3. An operator L C B(F) x B(FE) is dissipative if Lg is dissipative, that is,
for (f,g) € Lg and A > 0,

[Af = glloo = Allflloo-

Definition C.4. An operator L C B(E) x B(E) is a pre-generator if L is dissipative and
there are sequences of functions ., : E — P(FE) and \,, : E — [0, 00) such that for each

(f,9) el
g(2) = lim An(2) /E (F() — (@)l dy).

n—oo
Proposition C.5. If L C C,(F) x Cy(F) and for each = € E, there exists a solution v* of
the forward equation for (L, d,) that is right-continuous (in the weak topology) at zero,
then L is a pre-generator.

Now, we will show that any (u,m) € R has a probabilistic representation in terms
of a controlled and stopped diffusion. The first part of the proof is based on the works
of Stockbridge and coauthors (see e.g. [38, 18, 36]) with adaptations to our case. The
second part uses the equivalence of the stopped/controlled martingale problem and the
diffusions.

Theorem C.6. Suppose that Assumptions 2.2 (1-2) and 2.17 hold. Suppose that (,m) €
R. Let vy 5 (da) be such that

my(dz, da)dt = vy z(da)my(dz, A)dt.

Then there exist a filtered probability space (2, F, T, P), an F-adapted process X, an
IF-stopping time 7 such that 7 < T A Tg P-a.s., and an F-martingale measure M with
intensity v, x,(da)1l;<,dt, such that

tAT tAT
XtAT:XO+/ / b(s, X5, a)vs x, (da)ds—i—/ / o(s, Xs,a)M(ds,da), PoX;'=m,
0 A 0 A

p="Po (TaXT)ila
mt(B X C) = E]P []IB(Xt)Vt,Xt (C)1t<7] 5 B e B(@), Ce B(A), t—a.e.

Moreover, if o is uncontrolled or vy , = 0,(;,,) for some measurable function «, then one
can replace the martingale measure by a Brownian motion.

Proof. We divide the proof in 4 steps. The first one is the redefinition of the coeffi-
cients and measures in order to construct an operator and a measure verifying the
stationary equation. The second one contains the verification of the conditions to
apply Corollary 1.10 in [36]. In the third step we apply this Corollary to obtain a con-
trolled/stopped martingale problem formulation. Finally, in the fourth step, we go from
the controlled/stopped martingale problem to the diffusion representation.

First step: Construction of the operator and the stationary measure. We extend
v onto (Ry x R) \ ([0,7] x O) with the value d,, for an arbitrary ag € A. Define the
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coefficients b: Ry x R - Rand 5 : R, x R — R, as follows:

(e, ) 40t 2, a)ve o (da),  if (t,2) € [0,T] xR
,T) =
0, otherwise.

5(t,x) = (fA UQ(t,x,a)Vm(da)f , if (t,2) € [0, T] x R
1, otherwise.
Note that these coefficients are bounded and measurable. Define the measures
fir(Bx C):=p((BN[0,T]) x (CNO)), BeBRy), CebBR),
fio(B x C) 1= / m(CNO) x A)dt, BeBR,), CeB(R).
BN[0,T]

o(B) == mi(BNO), BeBR).

This implies that (fi., fig, m0) € P(R4+ x R) x M(Ry x R) x P(R). Define the operator

£00)(ta) = (0pla) +9() Bt 009 () + T (600" @)

for all v € C} (R4), ¢ € CZ(R). Then, by definition of i., fip and 7o,

(@) (de) + /R LOpta)io(dr o).

/R ORI d) = (0 /

R

Let U = {0, 1} and define a new operator £ by
L(Bye)(r,s, 2, u) = uB(r)L(vp)(s, )

+(1—-u) [B(O)W(O)Aw(w)mo(d@ = Br)y(s)e(z) + B/ (r)y(s)e(@) | ,

where 3 € C}(Ry), v € CE(Ry), ¢ € CE(R) and (r,s,z,u) € Ry x Ry x R x U. We set

D(L) = {510 B € CL(RL), 7 € CLRL), ¢ € CER)).
Define i € P(Ry x Ry x R x U) by
fi(dr, ds, dz, du) = K=" [61(du)do(dr)fio(ds, dz) + do(du)e™"Lg+ (r)drfi- (ds, dz)]

where K = [ip(R4+ x R) + 1. The conditional distribution of v given (r, s,x) under f is

7(r, 8,7, du) = 01(du)L oy (r) + do(du)e™ "Tg+(r).

As in Theorem 3.3 of [18], one can show that [ £(8v¢)dji = 0 for all Byp € D(L).
Second step: Verification of the conditions to apply Corollary 1.10 in [36]. Let
V' =R x R;. Define the operator

Lo:D(Ly) :=DL) CCp(Ry xRy xR) - C(Ry xRy xRxU xV)

Lol 0,0) =08 ) (7 (o) +2(5) [0 ) + 0] )

+(1—u) [ﬂ(O)V(O)Aw(x)mo(d$) = B(r)y(s)e(x) + B'(r)v(s)e(x)
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where v = (v!,v?) € V. We aim to apply Corollary 1.10 in [36] without singular control.
Define the transition function g from R4 x Ry xR x U to V as

no(r, s, x,u,dv) = 55(5@) (dv1)552(8@) (dvz).

We have,
E(ﬁ%ﬁ)(ﬁ 8,1‘7’11):/ ﬁo(ﬁW@)(ﬁ&%%”)ﬁO(ra s,x,u,dv).
|4

Let ¢(r, s, z,u,v) = 1 +u(|v'| +v?). We have that

/ 7[)(7’7871',11,,’1))77()(7",8,%,'LL,d’U)ﬂ(d”} dS,d$7d’Uz) <1l+ ”bHOO + ||O—2HOO < oo.
R xRy xRxUxV

Let us check that ¢y and £, verify Condition 1.3 in [36]. Taking 5 = v = ¢ = 1 we obtain
Lo(1) = 0. On the other hand we can verify that there exists a constant a(3,~, ¢) such
that for all (r, s, x, u,v),

‘£0(57<p)(r7 571'711'77))‘ S a(6777 90)1!](7”7 S, T, U, 1}).

One can find a countable subset of C}} (R} ) approximating any function of C} (R ) under
the point-wise convergence of 3 and 3’ (the same holds for CZ(R) with the point-wise
convergence of ¢, ¢’ and ). Then, the controlled martingale problem associated with
Lo is countably generated. Let us prove that for each (u,v) € U x V, the operator
Ay o (Bye)(r,s,x) == Lo(Byp)(r,s,z,u,v) is a pre-generator. Suppose first that v = 1,
then

'U2
Ao (B19)05,2) = 81r) (7 ()p(o) +903) o1/ a) + ") ).

For z = (r,s,2) € Ry x Ry x R, define the processes R = r, Sf = s+t and X7 =
x + vt + Vo2W,. Fort > 0and z € Ry x Ry x R, define the measures

Vi(B x C x D) = 6p:(B)ds: (C)P(X; € D), BeB(Ry), CeBRy), DeBR).

Since v* = (17);>0 solves the forward equation for (4, ,,d,) and is right continuous at
zero by the continuity in time of each process, we get by Proposition C.5 that 4, , is a
pre-generator.

Suppose now that u = 0, then

Ao.w(Bre)(r,8,0) = 5(0)7(0)/ p(x)io(dz) — B(r)y(s)e(x) + B'(r)y(s)e(z).

(@]

We can rewrite the operator as

Aou@) = [ (W) =Dy +0,h(z), hEDIL). zeRy xRy xR,

where
f(dr,ds, dx) = §o(dr)do(ds)mo(dz).

By Proposition 10.2 p. 265 in [25], for any initial probability distribution v on R4 x R4 X R,
there exists a solution to the martingale problem for (A ,, ) with cadlag paths. This
implies the existence of a right continuous at zero solution to the forward equation for
(Ao, 9), for any z, which in turn entails by Proposition C.5 that Ay , is a pre-generator.

Finally, the set D(L,) is closed under multiplication and separates points since we
can use bump functions.
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Third step: Controlled/stopped martingale problem representation. By Corollary 1.10
in [36], there exist a complete probability space (2, 7, Q) and a stationary Ry x Ry x R-
valued process (R, S,Y’) (which we may assume is defined for all ¢ € R) such that

BRV(S) (Vi) - /0 /U L(870) (Ray Sa Yo, )i Ray Sa, Voo du)ds

Sy

is an (ff;s"y)t—martingale for all 8yp € D(L), where (]t'tli’ )¢ is the complete and right

continuous augmentation of the natural filtration (}'tR’S’Y)t.

Following the same proof as Theorem 3.3 in [18], we arrive to the existence of a
complete filtered probability space (2, F,F,P), where T satisfies the usual conditions,
an FF-stopping time 7 with values in R, a process S with values in R+ such that
St]ltg = tl;<,, an FF-progressively measurable process X with values in R such that
P o X' = 1ng. Furthermore,

fio(T) = EF [/OT ILp(t,Xt)dt} , VI € B(R; x R),

and tAT
A (Bonr Yo (Xinr) — / £(v9)(8e X.)ds, ©1)
0

is an F-martingale for all v € C} (R ), ¢ € CZ(R). Note that

1 =mg(0) =mo(0) =P(Xo € 0),
which implies that Xy € O P-a.s. and

my =TPo Xyt
On the other hand, since
1= u([0,T] x O) = i, ([0,T] x O) = P(r € [0,T], X, € O),
we conclude that 7 < T, X, € O P-a.s. and
p="Po(r,X,)" "
Observe also that
/Fmt(d;v,A)dt = jio(T) =Y [/OT ]lp(t,Xt)dt} , VI € B([0,T] x O).

Then, for B € B([0,7T]),C € B(O), D € B(A),

/ / me(dz, da)dt = / Vo (D)my(dz, A)dt = / EP Lo (X, x, (D)1 dt,
BJoxD BxC B
which implies

mi(B x C) = E¥ [1p(Xi)vi.x,(C)1i<r], Be€B(O), CeB(A), t—ae.

By the definition of jip we have

0=jip(Ry x O°) = EF UOT 1o (Xt)dt} ,

EJP 26 (2021), paper 157. https://www.imstat.org/ejp
Page 39/49


https://doi.org/10.1214/21-EJP713
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Control and optimal stopping Mean Field Games

implying that
(PN ({(w,t) € Qx[0,T]: X¢(w) € Ot < 1(w)}) =0. (C.2)

Using that gs]lng = sls<, and taking v = 1 in (C.1), we get that for all ¢ € CZ(R),
tAT .
o(Xinr) — L(p)(s, Xs)ds
0

is an F-martingale. Extending b by 0 and o by 1 for ¢ > T, we obtain that for all
¢ € CE(R),

o) = o) = [ [ (blo X ) 06 + G (0. X)) ) v, ()i

is an F-martingale.
Fourth step: SDE representation of the controlled/stopped martingale problem.
Define Xt = Xyar forallt € R;. Let us show that X is a continuous process. Setting

l;s(w) = ]lsgr(w)/ b(s, Xs(w), a)vs x,(u)(da),
A

() = Lz [ 05, Xulw). i,  (da),
A

we get that for all p € C(R),
_ _ t B t és _
(P(Xt) - QO(XO) - / bs@/(Xsf)ds - / 5@//(X57)d8
0 0

is an IF-martingale. We conclude by Theorem I1.2.42 from [33] that Xisa semimartingale
with characteristics (B, C, 0) where

t t
Bt:/ byds, ctz/ ésds.
0 0

This means that the compensator of the random measure defined by

Mw, dt,dz) =Y LA ()20} O (6.0 %, (o) (1 d),
s>0

is equal to 0 P-a.s. Applying Theorem II.1.8 (i) from [33] with W = 1, we get that
pX(-,Ry xR) = 0 a.s., which implies that X is a continuous process. Using the continuity
and (C.2), we can deduce that X takes values in O.
Since (Q, F,F, P, (v x,)t>0,7, X) is a solution of the controlled/stopped martingale
problem, by Theorem B.6, on an extension of the filtered probability space, there exists
a continuous martingale measure )M with intensity v x, (da)1;<,dt such that

dXt:/ b(t,Xt,a)Vt7Xt(da)dt+/ o(t, X¢,a)M(dt,da), t<T.
A A

Moreover, there exists a Brownian motion W such that M (¢, A) = M(t A7, A) = Wix,. In
particular, if ¢ is uncontrolled,

dXi :/ b(t, Xy, a)v x, (da)dt + o (t, X )dW,, ¢t <T.
A
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Let us prove now that 7 < Tg P-a.s. If the first part of Assumption 2.17 holds, then
& > T P-a.s. Since X; = X; on {t < 7}, we get that 7 < 7§ P-a.s. If we suppose now
that the second part of Assumption 2.17 holds, then since ¢ is uncontrolled,

tAT tAT
Xinr = Xo —|—/ / b(s, X5, a)vs x,(da)ds + / o(s, Xs)dWs.
0 A 0

We define
t t
YthO—f—/ /b(s,XS,a)usyxs(da)]lngds+/ o(s, Xs)dWs.
0 Ja 0

By Lemma C.1 we get that 7, = 7 P-a.s. Using that for all ¢ > 0, X;p, = Yiar and Xya-
is O-valued, we get that 7 < 73 P-a.s.

The case where v; , = d,(;,) for some measurable function «, follows by the same
arguments and replacing Theorem B.6 by Theorem B.7. O

D Sufficient condition for the existence of a square integrable
density for m,(dx, A).

Proposition D.1. Suppose that Assumption 2.25 (1-6) holds true. Moreover, assume
that o2 is Lipschitz continuous on [0, T] x O and m}, has a bounded density with respect
to the Lebesgue measure. If (u,m) € R, then m;(dz, A)dt admits a square integrable
density with respect to the Lebesgue measure on [0,T] x O.

Proof. We set 7(dt,dz) = my(dz, A)dt. By Theorem C.6, there exist a filtered probability
space (2, F,TF,P), an F-adapted process X, an FF-stopping time 7 such that 7 < T A 7'()9(
P-a.s., and an F-Brownian motion W, such that

tAT AT

Xinr :/ / b(t, Xt a)ve x, (da)dt+/ o(t, X;)dW;, PoXy!=mj,
0 A 0

m(B x C) = E¥ [1p(X;)ve x,(C)li<,], BeB(O), CecB(A), t—ae.

We can rewrite 7,

n(B x C) = /OT EP [1p(t)1c(X:)lier]dt, B e B(0,T)), C € B(O).

Since 7 < 73, we get that
AxP){(t,w) : X¢(w) € 00,t < T(w)}) =0,

which means that n puts 0 mass on 9O and can thus be treated as a measure on [0,7] x O.
By standard arguments of existence of strong solutions to SDEs, there exists a unique
process Y such that

v _ X, ift<r
e X, + [Lo(s, Yy)dW, ift > (r,T).

Let
b :z/b(s,X&a)l/S’Xs(da)]ngT,
A

and rewrite Y as

t t
Y;=Y0+/ Esds+/ o(s,Ys)dWs, s€0,T].
0 0
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Define

bs
o(s, Xs)’

t 1t
Z; = exp {—/ AsdWy — 5/ /\ids] .
0 0

Since ) is a bounded process, by Girsanov’s Theorem, under Q,

As =

t
Wy :Wt+/ Asds
0

is an (I, Q)-Brownian motion, where

dQ
e S
ap ~ 7

The dynamics of Y under Q are as follows

t
Y, =Y, +/ o(s,Y)dWs, te€][0,T].
0

By Remark 5.1 in [10],

T
iB)=E® | [ 1a(tYiloyat|, B e B(0.7) x O),

0

admits a bounded density (¢,z) — 7(¢,2) with respect to the Lebesgue measure on
[0,T] x O, i.e. 7j(dt,dz) = 7j(t, z)dtdx. Letting B € B([0,T] x O), we have

T
77(3):/ EF [1p(t, X¢) 1<) dt
0
r P
S/o E |:]lB(t7}/t)]lt<T(g:| dt
T
:/ EQ [nB(t,Yt)nKT(gZ;l} dt
0
T 1/2
< (TE®[Z;2)"? ( / EQ [15(6 Vi) Ty | dt)
0
= Oy ((B)"?,

where C; = (TE®[Z;?]) "2 This allows us to deduce that n(dt,dz) = n(t, x)dtdz for some

non-negative L' function 7. Let us show that n € L?. For n > 1 define 1, = n A n and
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compute
T T
/ /nn(t,x)n(t,x)dtd:v:/ EY [n,(t, X)1yor] dt
0o Jo 0
T
< / BY [t Vi)l | dt
0

T
= / E? [nn(t,mlng;l] dt
0

. 1/2
< (TE®(z;2)"? ( / E® [n2(t, V) Loy | dt)

=C (/OT/(Qnﬁ(t,x)ﬁ(t,x)dtdx> -
< (Cy (/OT/O nn(t,x)n(t,x)dtdx> -

where Cy = (4 ||77||i£2 and we used that 7, < 7. Thus,

T
/ / (b, ) (¢, 2)dbde < C2,
0 (@]

and by the monotone convergence theorem, we conclude that the density n is in L?. O

E Proof of Theorem 2.29.
Proof. (1) We define 75% :=inf {t > 0: X;”* ¢ O}. By Theorem 2.27, forall z € O,

v(0,z) =E

/OT*(I) / (S,Xf’w(l’)7 a:(x)) ds+g (T*(z)val((X;)(z))] ’ ED

x,a”

Note that, by definition of the value function v, we have 7*(z) < 75% AT a.s. Now
consider the measures defined by

iy (B) = /OIP [(vaa*“),a;(x)) €B,t < T*(:c)} mi(dz), B e B(O x A),

i(B) = / P [(T*(x),xf;‘(’;)‘“)) € B] mi(dz), B e B([0,T] x O).
o
Integrating with respect to m{ in (E.1), we derive that
VS =T (s, m)

Since (fi,/) € R, we conclude that V¥ < VEP,

We now prove that the converse inequality holds. Fix (u,m) € R. Since v €
W122((0,T) x O), there exists a sequence (u,),>1 C Cy*([0,T] x O) such that u,, — v in
Wh22((0,T) x ©) N C([0,T] x O). By condition (7) in Assumption 2.25 and Theorem C.6,
we get that m;(dz, A)dt has a square integrable density with respect to the Lebesgue
measure. In particular we can change the set O by O in the integrals with respect to m.
Therefore, we get

T
/ v(t, z)u(dt, dx) = / v(0, z)mf(dx) —|—/ / (81} + L'v) (t, 2, a)myi(dx, da)dt.
[0,T]xO @] 0 OxA ot , )
E.2
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From the above equality, we derive that

VS 7/ v(t, x)p(dt, dx) / / ( + Ev) (t, z, a)my(dx, da)dt. (E.3)
[0,T]xO OxA

Now using the HJBVI (2.10), we get V° > VLF,

(2) Let (u*,m*) be a maximizer of the LP program. As before, m(dx, A)dt admits a
square integrable density with respect to the Lebesgue measure.

(@) By (1) we get VI = V'S5, that is

T
| stsamitsdades [ gtaptddn) = [ of0.0m(do).
0 OxA [0,T1xO @)

Since g € C,%([0,T] x O),

/ Cg(t,x)pr(dt, dr) = / 9(0, z)mf (dx) / / ( + Eg) (t,z,a)my (dz, da)dt.
[0,T1xO OxA

(E.4)
Therefore, using the last two equalities

/SxA (f + 2 Eg) (t, z,a)m; (dz,da)dt = /o(v — 9)(0, 2)m(dz)
B /ch (f + % + 59) (t,x,a)m; (dx,da)dt

> /@(v —9)(0, 2)m} (dx) + /C><A (3(1}8;g) + L(v— g)) (t,x,a)m;(dz,da)dt

- |- a0.omia) + [ ' L (252 4 0 -0)) o ami s .
(E.5)

The inequality follows from the HJBVI (2.10) and the last equality follows from the fact
that forall a € A,

By (E.2) and (E.4), we obtain

+ L(v— g)) (t,z,a) =0, a.e.onS.

/ (f+ —|—£g> (t, 2, a)m? (dz, da)dt — / (v — g)(t, 2)(dt,dz) > 0
SxA [0,T1xO

Finally, since for all a € A,

<f+gt+ﬁg> (t,z,a) <0 a.e.onS,

we conclude that

<f e cg) (t,, ) (d, da)dt = 0.
SxA

(b) The inequality in (E.5) is now an equality, so we have

_ f(t,z, a)m; (dz, da)dt :/ <8U + £v) (t,xz,a)my (dz,da)dt,
CxA CxA

/o(v ~ )0, 2)mi () +/0T/om (‘9(“8;9) + L —g)> (t, 2, a)m (de, da)dt = 0,
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Since
/ gt 2y (dt, dz) = | w(t,2)p* (dt, da) + / o(t, 2)u*(dt, dz)
[0,T]xO s c
b et da),
[0,T1x00
we get

/(v —g)(t, ) (dt,dx) = 0.

1

We conclude that p*(C) = 0.

(c) The result follows since p*(C) = 0. O
F Two technical lemmas.

Lemma F.1. Let X and ) be complete, separable metric spaces, andlet o : X x Y — R
be bounded and continuous. Then, the map

YV x M(X) > (y,v) H/ ¢(z,y)v(dr)
X
is continuous.

Proof. Let y™ — y and v™ — v, let us prove that

[ etemntin) = [ o ptn)

x x

It suffices to show that v" x §,» — v x dz. By Remark 8.3.1 and Exercise 8.10.71 in
[8] (Volume 2), it is sufficient to use bounded and Lipschitz functions as test functions.
Consider a bounded and Lipschitz function ¢ : X x ) — R and denote by L the Lipschitz
constant of . We have

/ o, y)b, (dy)v™ (dr) — / 6, )65 (dy)v (d)
XxY

XxY

/X b,y (d) — /X oz, Pv(dz)

<

/X bz, y" " (d) — /X oz, o™ (dz)

_|_

| twawnan - [ o)

The second term converges to 0 since v — v. For the first term we get

< Ldy(y",9) sup v (X),

| otaymian) = [ o)

which also converges to 0 since v"(X) converges to v(X), which gives the uniform
boundedness of (1" (X))n>1. O

Lemma F.2. Let ©, X be complete, separable metric spaces. Letn € M(©). Let
©:0 x X xR - R, with d € N*, be a bounded measurable map and assume that for
every t € O, o(t,-) is continuous. Suppose that a sequence of measurable functions
Y™ : © — RY converges in L'(©,n) to a measurable function ) : © — R? and that
(v (dz)n(dt))n>1 C M(OxX) converges to v,(dz)n(dt) € M(Ox X) in the stable topology,
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where (v™),,>1 and v are transition kernels from © to X'. Suppose also that there exists a
constant C' > 0 such that n-a.e. sup,,>; v{'(X) < C. Then,

// (t, z, " (t))vy (dx)n(dt) nﬁw// (t, z, ¥ (t))ve(dx)n(dt).

Proof. We need to prove that

/ o(t, ,y)0yn ) (dy)v" (dx)n(dt) — @(t, 2,y)0y ) (dy)ve(dz)n(dt).
OxX xR =0 Joxx xR4

It suffices to show that dyn ) (dy)v{ (dz)n(dt) converges to 0y (dy)vi(dz)n(dt) in the
stable topology. We are going to use Corollary 2.9 in [32]. Since d,n(;)(dy) has mass 1,
the first condition of the Corollary follows by stable convergence of v;*(dx)n(dt). Now,
we need to show that o) (dy)v{ (dz)n(dt) — Sy (dy)ve(de)n(dt). As in the previous
lemma, it is sufficient to use bounded and Lipschitz functions as test functions. Consider
a bounded and Lipschitz function ¢ : © x X x R* — R and denote by L the Lipschitz
constant of ¢. We have

| ot v @i taoman - [ ¢<t7x,w<t>>ut<dx>n<dt>]
OxX OxX

<

/ o(t, z, " (1)) (da)n(dt) — / ¢(t,w,w(t))Vf(dw)n(dt)’
OxX OxX

+

| ot vt nmtan - [ ¢(t,x,w(t))vt(dx)n(dt)‘
OxX OxX

The second term converges to 0 since v} (dz)n(dt) converges to v;(dx)n(dt) in the stable
topology. For the first term we get

| sttm ooy taoman - [ ¢(t,x,¢(t))l/?(dx)n(dt)'
OxX OxX
<cr / 0™ (6) — ()| In(de),

e

which also converges to 0. O

G Some results on set-valued analysis.

Let us recall some theory about set-valued analysis, which can be found in Chapter
17 of [1]. For the next definitions, consider a metric space (X, d) and a set valued map
¢ : X — 2% The graph of ¢ is defined as the following set:

Gr(p) == {(z,y) € X* 1y € p(x)}.

Definition G.1. The correspondence ¢ is said to be upper hemicontinuous if for any
sequence (n,Yn)n>1 in the graph of ¢ such that x, — z, the sequence (y,),>1 has a
limit point in ¢(x).

Theorem G.2 (Closed Graph Theorem, Theorem 17.11 in [1]). If X is compact, the
following statements are equivalent:

(1) ¢(x) is closed for all x € X and ¢ is upper hemicontinuous.
(ii) The graph of ¢ is closed.

Definition G.3. The correspondence y is said to be lower hemicontinuous if whenever
z, — z and y € ¢(z), there exists a subsequence (z,, )r>1 of (z,)n>1 and a sequence
(Yx)k>1, such that yy € ¢(zn,) and yi — y.
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Definition G.4. We say that ¢ is continuous if it is both upper hemicontinuous and lower
hemicontinuous.

Theorem G.5 (Berge’s Maximum Theorem, Theorem 17.31 in [1]). Let (X, d) be a metric
space. Consider R* : X — 2% a continuous correspondence with nonempty compact
values and F : Gr(R*) — R a continuous function. Define the function © : X — 2% by

O(z) = argmax F(z,y).
yER*(x)

Then O is upper hemicontinuous and has nonempty compact values.

Theorem G.6 (Kakutani-Fan-Glicksberg, Corollary 17.55 in [1]). Let K be a nonempty
compact convex subset of a locally convex Hausdorff space, and let the correspondence
© : K — 2K have closed graph and nonempty convex values. Then the set of fixed points
of © is compact and nonempty.
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