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Abstract

We study linearly edge-reinforced random walks on Z, where each edge {z,z + 1}
has the initial weight * for > 0 and 1 for z = 0, and each time an edge is traversed,
its weight is increased by A. It is known that the walk is recurrent if and only if o < 1.
The aim of this paper is to study the almost sure behavior of the walk in the recurrent
regime. For o < 1 and A > 0, we obtain a limit theorem which is a counterpart of the
law of the iterated logarithm for simple random walks. This reveals that the speed of
the walk with A > 0 is much slower than A = 0. In the critical case a = 1, our (almost
sure) bounds for the trajectory of the walk shows that there is a phase transition of
the speed at A = 2.
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1 Introduction

Reinforced random walks (RRWs), introduced by Coppersmith and Diaconis, are a
class of self-interacting random walks that have attracted many researchers for three
decades or more. Quoting from Diaconis [8],

“It was introduced as a simple model of exploring a new city. At first all routes
are equally unfamiliar, and one chooses at random between them. As time
goes on, routes that have been traveled more in the past are more likely to
be traveled.”
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Linearly edge-reinforced random walks on Z

Consider a finite connected graph, and each edge is given a positive initial weight.
In each step the traveller jumps to an adjacent vertex by traversing an edge, with a
probability proportional to the weight of that edge. Each time an edge is traversed, its
weight is increased by a fixed constant A > 0 (linear edge-reinforcement). We can see
that the walk is recurrent, that is, every vertex is visited infinitely often with probability
one. The limiting density of the normalized occupation measure on the edges, obtained
by Coppersmith and Diaconis in 1986, is found in [8] (see also Keane and Rolles [13]).

In this paper we consider the linearly edge-reinforced random walk (LERRW) on the
half-line in recurrent regime, and give almost sure results on how far the traveller is
from the origin. We begin with a motivating example. Let {S,,} be the symmetric simple
random walk on Z, starting at the origin. Notice that {|S,,|} is the symmetric simple
random walk on Z = {0,1,2,- -}, with a reflection at the origin. This walk is recurrent
a.s., that is,

liminf |S,| =0, and limsuplS,|=+oc0 a.s..
n—00 n—00

More precisely, by the law of the iterated logarithm, we have

: 1Snl
lim sup =1 a.s..
n—oo V2nloglogn
Now consider the LERRW on Z_, where the initial weights are all one and A = 1. Let X,
be the position of the walk at time n, and assume that Xy = 0. Again {X,,} is recurrent
a.s. (see [4]), but is quantitatively quite different from {|S,|}: Theorem 2.2 below implies
that

lim sup =1 a.s..

n—oo 10g4 N
As a consequence, the random walk with reinforcement is much slower than ordinary
random walk.

We also discuss how strongly the linear reinforcement affects the long time behavior
of the walk on Z, with heterogeneous initial weights, where each edge {z,x + 1} has
the initial weight = for > 0 and 1 for = 0. To summarize our aim is to describe phase
transitions of the speed in the recurrent regime o < 1 and A > 0. For a < 1, we obtain a
limit theorem which shows strong slow-down effects from A = 0, and is a counterpart
of the law of the iterated logarithm for simple random walks. To our best knowledge
this kind of results are first for RRWs. On the other hand, for a = 1, which is critical for
recurrence, essential slow-down effects appear only for A > 2.

2 Definitions and results

2.1 Model

We define the edge-reinforced random walk (ERRW) on Z,, denoted by X = {X,},
as follows. This process takes values on the vertices of Z, = {0,1,2,...}, and at each
step it jumps to one of the nearest neighbors. For each z € Z, let £, = (f(¢,z): £ € Zy)
be a non-decreasing sequence of positive numbers, called the reinforcement scheme at
xz. For x € Z,, let ¢,,(r) be the number of traversals of the edge {z,  + 1} by time n,
namely

Pn(z) = Z Ligx, 1 Xiy={z, z+1}}- (2.1)

i=1

For each n > 0, the weights at time n are defined by

wn(z) = f(on(x),x) forz € Zy,
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We set w,(—1) = 0 for all n, which implies a reflection at the origin. We call wy(z) =
f(0, x) the initial weight of the edge {z,x+1}. Assume that P(X, = 0) = 1. The transition
probability is given by

P(Xpi1=Xn+1]| Xo,..., X0)

1= P(Xpp1 = X — 1| Xo,...,X,)

_ wn(Xn)
= (X = 1)+ on(X) (2.2)

The linearly edge-reinforced random walk (LERRW) is the ERRW whose reinforcement
scheme is defined by

fll,x) = f(0,z) + ¢A forl,x € Z,. (2.3)
We call A > 0 the reinforcement parameter.

2.2 Recurrence classification

We say that the path X is recurrent if every point is visited infinitely often, and
transient if every point is visited only finitely many times. The recurrence problem for
the LEERW on Z, is solved by Takeshima [22] (although only the A =1 case is treated
n [22], his argument works for any A > 0 as well). In Appendix A, we give an elementary
and short proof of Theorem 2.1.

Theorem 2.1 ([22], Theorem 4.1). Let X be the linearly edge-reinforced random walk
on Z with the reinforcement parameter A > 0. Define

oo

1
Fo=2 Foa)

=0

(i) If Fy = 400, then X is recurrent a.s..

(ii) If Fy < 400, then X is transient a.s..

Theorem 2.1 shows that the recurrence of the LERRW is completely determined
by the initial weights: In particular, if the walk is transient when A = 0, then it never
becomes recurrent even if A > 0 is very large.

2.3 Main results: almost sure behavior of LERRWs
Consider the LERRW X on Z, with the initial weight

1 (x =0),
0 = 2.4
f(,x) {ma (J:E]NZ{LQ,"'}), ( )

and the reinforcement parameter A > 0. By Theorem 2.1, X is recurrent a.s. if and only
if o < 1. Ikenami (Master thesis) [11] shows that if 0 < a < 1 and the reinforcement
parameter A = 1, then for any € > 0,

. Xn
A, Togmy /ey — 0 @S-
The proof in [11] is inspired by the Lyapunov function method in Comets, Menshikov,
and Popov [2].
Our first result is for the off-critical case, o < 1, and the precise order of oscillation
of X,, is indeed (logn)/ (=),
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Theorem 2.2. Assume that o < 1 and A > 0. Let

l—«a

SA (o <0),
K(a,A) = (qf (;A + ;) v (;))_1 (a=0), (2.5)
1;a 0<a<),

where ¥(z) =I"(z)/I'(z) is the digamma function. The LERRW X with the initial weight
(2.4) and the reinforcement parameter A satisfies that

Xn
lim sup 1 a.s..

oo {K (o, A)logn}1/(—a) —

Remark 2.3. It is known that K (0,1) = 1/(log4), and K(0,A) ~ 1/(2A) as A — co. (See
(6.1) and Lemma 6.1 below, respectively.)

The next theorem is concerning the growth in the critical case, o = 1.

Theorem 2.4. Assume that « = 1 and A > 0, and consider the LERRW X with the initial
weight (2.4) and the reinforcement parameter A.

(i) If A > 2, then for any e > 0,

X
limsup ———~ = +o00, and lim

s Te/A Jm Greya 0 as-
(ii) If0 < A <2, then for any ¢ > 0,

. . Xn

lim sup =+o00, and lim ——= =0 a.s..

n—oo n17€)/2 n—oo n(l+e)/2

2.4 Effect of linear reinforcement

For comparison, we give almost sure bounds for the unreinforced case. In the case
a < 1 the speed of the walker becomes much slower as soon as A > 0, while it is not in
the critical case a = 1.
Theorem 2.5. Consider the LERRW X with the initial weight (2.4) and the reinforce-
ment parameter A = 0 (i.e. unreinforced).

(i) If a« < —1, then for any e > 0,

. X, ) X, B
llr?isolipm >0, and ”11_>Holo Tnllog n) e} /(-2 — 0 a.s.

(ii) If « = —1, then for any ¢ > 0,

Xn . Xn
W - +OO, and hm T T 13175 — 0 a.s..
n

lim sup 3% [n(log n) <1172

n—oo

(iii) If -1 < a < 1, then for any € > 0,

X Xn
limsup —= >0 and lim — =0 a.s..
n~>oop nt/2 ’ n—o0 {n(logn)i+e}1/2
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2.5 Related works

We briefly review related literatures concerning limit theorems for ERRWs in one
dimension. In Davis [4], the strong law of large numbers

. X’ﬂ

lim — =0 a.s.

n—oo N
is proved for initially fair, sequence-type RRWs (that is, f,, does not depend on z). See also
Takeshima [22] for a possible generalization. For limit theorems for sublinear ERRWs,
see Davis [5] and T6th [24, 25], among others. The continuous time vertex-reinforced
jump process (VRJP) was introduced by Davis and Volkov [7]. The LERRW and the VRJP
are known to be closely related, see Sabot and Tarrés [20] and references therein. The
analog of Theorem 2.1 for VRJP on Z, is proved in Davis and Dean [6]. For the VRJP
{X:} on Z corresponding to the LERRW with f(z,¢) = 1+ ¢, Davis and Volkov [7] shows
that

lim — ( max X, ) =2.768--- a.s..

t—oo logt \0<s<t

In Lupu, Sabot, and Tarres [15], the continuous space limit of the VRJP in one dimension
is constructed, and it is also obtained as a fine mesh limit of the LERRW.

2.6 The outline of the proofs of the main Theorems 2.2 and 2.4

The representation of the walk as a random walk in Beta random environment is given
in Section 3.1 (using a de Finetti’s representation of the Pélya urn). The corresponding
asymptotic result for that environment is summarized in Proposition 5.1, and is proved
in Section 6. Section 5 is devoted to the computation of the mean hitting time and
its consequences (lower and upper bounds) on the position of the random walk (using
previous results in [10, 17, 18], see Section 4.1).

3 Preliminaries

3.1 Reduction of LERRW to RWRE

Following Pemantle [19], we introduce a random walk in random environment
(RWRE), which is equivalent to the LERRW on Z, with A > 0.
Let pp = 1. Assume that {p;(w) };cn is a sequence of independent random variables,

£(0.4) (00— 1) +A>, thatis, for0 < a < B<1,

and the distribution of p; is Beta (

2A 2A
P(a <p; < B)
) ) — -1 B 0,1 0,i—1
:B(f;oA’Z),f(O’Z2A1)+A> / u%‘l(l—u)%—ldu,

where

£(0,3) f(0,i—1)+A _/1 100 FIURES DET-
B( A A =/t (1-1) dt.

The expectation and variance under PP are denoted by E|[ -] and V|- ], respectively.
Given a random environment {p;(w)}icz, , @ Markov chain Y = {Y},} on Z is defined
by P¥ (Yy =ig) = 1 and

P (Yop =i+ 1Y, =1i) = pi(w),
P%(Yn+1 =i—1|Y,=1) =q(w) :=1-p;i(w)
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for n > 0 and 7 € Z,. The next result is found in [19], Section 3. (See also Eckhoff and
Rolles [9] for the uniqueness of representation.)

Lemma 3.1. For any n > 0 and any ig,%1, - , %, € Z, we have
P(Xi=i1,..., X, =iy | Xo=1d0) =E [P (Y1 =i1,..., Y, =iy)] .

3.2 RWin a fixed environment

In this subsection, we fix an environment {p; }.
Define {7I}$EZ+ by

x
Y :=1, and %::H& for x € IN.
=1 Pi

Using w, := 1/7,, we have

po= —2  and gqo= —21  forzeZ,, (3.1)
Wep—1 + Wy Wyp—1 + Wy

where w_; := 0. In the electric network interpretation (see e.g. Chapter 2 in Lyons and
Peres [16]), 7, (resp. w,) is the resistance (resp. conductance) of the edge {z,z + 1}.
Let

ha) = 3
1=0

be a harmonic function with h(0) = 0 and h(1) = 1. The effective resistance from the

origin to infinity is h(c0) = Z 7;. Define {7, },ez. by
i=0

Ty = Wy—1 +w, forzeZ,.

From (3.1), we can see that {7, } is a reversible measure. Notice that

o0 o0
1
Z:=Y m <+oo ifandonlyif » — < +oo. (3.2)
‘ — Vi
1=0 1=0
The following recurrence classification is classical (see e.g. Theorem 2.2.5 in [18]).

Lemma 3.2. Consider the random walkY = {Y,} in a fixed environment {p; }.

o
(i) IfZ Yz < +00o, then'Y is transient.
=0

o0 o0 1
(i) If Y "7, =Y — = +oo, then Y is null recurrent.
=0

z=0 '*

oo oo
1
(iii) if Z% = +o00 and Z — < +o0, then Y is positive recurrent. The unique
x=0 z=0 'T
stationary distribution is given by

1
m(x) = - forx € Z..
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4 Almost sure bound

4.1 Almost sure bound by the Lyapunov function method

We consider the RWRE Y, defined in the previous section. The first hitting time to
x € Z is defined by
Ty :=inf{n >0:Y, = z}.
The next lemma is a consequence of the hitting time identity (see Proposition 2.20 in
[161).
Lemma 4.1. Define

z—1 z—1 z—1 z—1 %
T9(x) =Y mfh(@) =h(N} =D m > =D %) m (4.1)
Jj=0 j=0  i=j i=0  j=0

for x € Z,. Then the expectation of 7, under P§ is given by E{[r,] = T (x).

To obtain the almost sure upper bound, we use the following lemma (see Lemma
6.1.4 and Theorem 2.8.1 in [18]).

Lemma 4.2. Let t; be an increasing, nonnegative function on Z, with t;(z) — oo as
x — oo. If
P-a.e. w, T%(x) > t1(x) forall but finitely many z € Z.,

then for any ¢ > 0, P-a.e. w and Pj-a.s.,
Y, <t (2n{log(2n)}'*°) for all but finitely many n.

As for the almost sure lower bound, we use the following version of Lemma 4.3 in
[10]. No essential change is needed for the proof.

Lemma 4.3. Let i, be an increasing, nonnegative function on Z with

i t2($) < 0.

L 1CS)
If

P-a.e. w, T(x) <ts(x) for infinitely many x € Z.,
then for any ¢ > 0,

P-a.e. w and P§-a.s., Y, >t;'((1—¢)n) for infinitely many n.

We list useful bounds for 7% (x), easily derived from (4.1): Eqgs. (4.2) and (4.3) are
due to [10], Lemma 3.5.

Lemma 4.4. For any x € Z,, we have

T%(z) > h(z) > Jmax i > Ye—1, and (4.2)
T“(z) < 212 <012?<Xx %-> (Orgjaicx ’71j> . (4.3)
If 7% = i m; < 0o, then (4.3) can be improved as follows:
i=0
T (x) < ZYh(x) < Z%x (Or?fxz(w %-) . (4.4)
EJP 26 (2021), paper 104. https://www.imstat.org/ejp
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4.2 LERRW with A =0

As a warm-up, we prove almost sure bounds for the case A = 0. We use the next
lemma, which is an infinite series version of I’Hopital’s rule, due to Stolz and Cesaro.

Lemma 4.5 (see e.g. Knopp [14], p. 34). If a real sequence {a,,} and a positive sequence

{b,} satisfy

n—oo n

. ap .
lim 2% =L €RU{+o0}, and ;bn:ﬂo,

then N
lim 7251:1 9k
n—o0 Zk:l bk
Proof of Theorem 2.5. Assume that o < 1, and consider the random walk Y in a fixed
environment {p;} given by (3.1) and

{1 (x = 0),
Wy =
z% (xr € IN).

Notice that Z = Z m; < +oo if and only if @ < —1. In this subsection we write T'(z) for
j=0

=1L.

T (x).
(i) Suppose that a < —1. Since

z—1
1
hiz)=1 E T~ —— 27 asz — 0o,
(x) Jriilz ot T — 00

it follows from Lemma 4.4 that for any ¢ > 0,

(1 —+ E)Zirl—a
1—«

1—¢

T axl_“ <T(z) <

for all but finitely many x.

By Lemmata 4.2 and 4.3, we have

1—a 1/(1—c)
Y, < (16 . Qn{log(Qn)}H'E/Q) for all large n,

and

l—a 1/(1-a)
Y, >4 —% 1- for infinitel )
{(1+5)Z ( e)n} or infinitely many n

Py-a.s. (Notice that Z > my = 1). Thus we obtain the conclusion of (i).
(ii) When o« = —1, we have

7 %
1 1
%z;wjzi 2Jr22;}—Z ~ 2ilogi asi— oo.
J= J]=

By Lemma 4.5,

x—1 i

T(x) 22%275» ~z%logr asx — oo.

For simplicity, we content ourselves with a weaker bound: For any € > 0,

(1—¢e)a? <T(z) < (1+¢)xz®T for all but finitely many .
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We can obtain the conclusion of (ii) by a similar calculation as in (i).
(iii) Suppose that —1 < a < 1. We have

7 %
2
iy omp=it 242) =i | ~ i asi— oo,
j=0 j=1

a+1
and
r—1 A 1
T(z) = ZviZWj ~ Tﬂx2 as x — oo,
=0 7=0
again by Lemma 4.5. The rest of the proof is the same as above. O

5 Proof of main theorems

The following proposition allows us to estimate the random resistance {v,}.cz. -

Proposition 5.1. Assume that {p;(w)}ien is a sequence of independent random vari-
U)()(Z) wo(i - 1) + A) Let

ables, and the distribution of p; is Beta oA 5A

Sz :=log, = Zlog p‘p forx € IN.
i=1 ¢

(i) Ifa < 1 and A > 0, then
Sy 1

lim =

z—oo plm  K(a, A)

P-a.e. w,

where K(«, A) is defined in (2.5).
(ii) Ifa =1 and A > 0, then

lim Sz

z—o0 log x

=A—-1 P-ae w.

The proof of Proposition 5.1 consists of several steps, and will be given in the next
section. We prove our main results first. Notice that

Z‘”:Zﬂ'x<+oo ifo<land A>0,ora=1and A > 2. (5.1)

=0
Recall that {X,,} denotes the LERRW and {Y,,} the corresponding RWRE.

Proof of Theorem 2.2. We fix @ < 1 and A > 0, and write K = K(a, A).
By Proposition 5.1 (i) and Eq. (4.2), for any € > 0,

1—
T(z) > Y21 > exp ( Kg

xl_a) for all large x.

By Lemma 4.2, P-a.e. w and P§-a.s.,

Y, < {Kbg[znlog{un)HEH }“‘“”

for all large n,
1—¢

which implies

I Y, < 1
N (K logn)l/(—e) = (1 —¢)t/(=a)

EJP 26 (2021), paper 104. https://www.imstat.org/ejp
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Thus we have

Xy
i 4 -
llririsolip K logn)l/(l_o‘) <1 P-as..

We turn to the lower bound. Fix an arbitrary € > 0. Using Proposition 5.1 (i), we can
see that

1 + 5/2 1—
< L « .
orgﬁfx v < exp ( % x ) for all large x

By (5.1),
2
Z%x < exp (El/(xl_“> for all large z.
It follows from (4.4) that
w 1+¢e _,
T%(z) < exp N for all large .

By Lemma 4.3, P-a.e. w and P§-a.s.,

Y, > {Klog(l —e)n

1/(1-a)
for infinitel ,
iz } or infinitely many n

which implies

Y, 1

fimsup Z Tt ova-a

n—oo (K logn)t/(1=)

Thus we have

hTIlILSol(l)p W > 1 P-a.s..

This completes the proof. O

Proof of Theorem 2.4. The proof of the case (i) (resp. (ii)) is closely related to that of the
case (i) (resp. (iii)) of Theorem 2.5.
(i) Assume that o = 1 and A > 2. Proposition 5.1 (ii) implies that for any ¢ € (0, 1),

) _ Z'A—l—a

v > exp((A —1—¢)logi for all large 1.

By (4.2),

T (z) > h(z) = Z ; > % for all large = (5.2)
= = 2 ViZ TN ge x. .
By Lemma 4.2, P-a.e. w and P§-a.s.,
A—e¢

1/(A=e)
Y, < <1 ~2n{log(2n)}1+€> for all large n,
—€

which implies that

X
A, e/ ag — 0 Pas

EJP 26 (2021), paper 104. https://www.imstat.org/ejp
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Now we turn to the lower bound. By Proposition 5.1 (ii) and (5.1), for any € > 0,
vi < exp((A —1+¢/2)logi) = i471Fe/2)

and Z¥ < 4¢/2 for all large i, which together with (4.4) imply that

T () < Z9h(x) < LT

< Atz for all large .

By Lemma 4.3, P-a.e. w and P§-a.s.,

A 2 1/(A+e)
Y, > {1—16/ (1= a)n} for infinitely many n,
5

which implies that

lim sup TZ%) = +o00 P-as..

n—oo N
(ii) First we assume that « =1 and 0 < A < 2. For any ¢ > 0,
i1 <5, <871 forall large i.

Notice that

r—1 7 z—1 %
1 1
T =Y Y m =1+ Lo (2023 1)
i=0  j=0 i=1 j=1 Vi i
and
r—1 i 1
(A—1te —(A-1)%e ’2:|:2€ N .
;Z ;j 2_A+eo)(2+29)" as e
For any € > 0, we have
1+e 2
T%(x) < +2¢ for all large . 5.3
@< G aroere” gew (-3)
On the other hand, for any € € (0, (A —2) A 1),
w l—¢ 2-2¢
T (x) > x for all large .

2-A )2 2)

The rest of proof is similar to that of Theorem 2.5 (iii).
For the case a = 1 and A = 2, note that (5.2) is actually valid for any A > 0, and (5.3)
is true also for A = 2. This completes the proof. O

6 Proof of Proposition 5.1

1 —
Define (; := log _p * for s € IN. We begin with a particularly simple case, a = 0 and
. . .. . 1 1+A
A > 0. Since {p;}ien is an i.i.d. sequence with Beta A 9A ) the strong law of

large numbers for i.i.d. sequences together with (4.1) in [22] imply that

.S B 1 1 1
mlggoq;E[Cl]\I]<2A+2)\Ij<2A> P-a.e. w.
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If A =1, then we have

\1/(1)\1:(;> /01 (1og1u“> .ﬁdu
/Ol{log(1+t)+log(1t)210gt}dt (t = Vu)

= log 4. (6.1)

To obtain the result for the other cases, we prepare some lemmata. From (4.15) and
(4.13) in [22], for z € NN,

E[S,] = Z {\p (W) - (“’;?)} (6.2)

i=1

() () S (Y () s
Vs = 3 (o (BUSDEA) g (@) o4

i=1

Lemma 6.1. We have

1
- (z—> ),
V' (z) ~ 21 (6.5)
272 (Z — O),
and
1
1 2 (z = 00),
U(z+=)—-U(z)~<g 57 (6.6)
2 1 (z—0)
. .
Proof. The series expansions of ¥(z) and ¥’'(z) are given by
= 1 1
U(z) = —vy— - — 6.7
(2) i kz_()(z+k 1+k>’ (6.7)
V' (z) = i ! (6.8)
(2 + k)’ '
k=0
where « is Euler’s constant. Eq. (6.5) can be obtained as follows:
S 1 L /°° 1 d — 1 L 1
m’()—i+i—1 =27 ) Gra T AT x0T
T (z+0)2 11 11
=1 S ) 2 dZC = ) + —.
z o (z+x) z z
We turn to (6.6). Since V¥ is increasing and ¥’ is decreasing,
SU(z+1)-V(z) =,
1 z
v (z + 2) —U(z) t1/2 / , . ) (6.9)
:/Z \Il(u)du<f\I/(z)<Z 22
EJP 26 (2021), paper 104. https://www.imstat.org/ejp
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We use the first bound for 0 < z < 1, and the second for z > 1. On the other hand, by
(6.7),

1 1 Z‘” 1 1
v (Z+ 2> T =3 (24 0(z+ 5 +0) - 2(22+1) (610
and from (4.10) in [22],
1 1

We use (6.10) for 0 < z < 1/2, and (6.11) for z > 1/2. Thus (6.6) follows from (6.9)-
(6.11). O

We use the following bound also ((4.11) in [22]): For s,t > 0,

&+ | =

1
logt —logs — = < U(t) — ¥(s) <logt—logs+ —. (6.12)
s

Lemma 6.2. Assume thata < 1 and A > 0. As z — oo,

2A

lzax (a < 0),
E[Sz] ~ -«

o 0<a<l),

(A—=1)logz (a=1, A#1).
Ifa = A =1, then E[S,] = log4 for all x € N, by (6.2) and (6.1).

Proof. By (6.12) and

wo (0) wo ()
log ——~% —log ——~ = —al
og N og N alog x,
the first term in (6.3) satisfies
wo(0) wo () _
—al —2A < V¥ — v < —al YAV A .1
alogx < (2A> (2A < —alogx 4 2Ax (6.13)

First we assume that 0 < o < 1. From (6.13), we have

wo (0) wo ()
\II(QA)—\I/(QA>~—0410§$ as xr — oo. (6.14)

Since wy(x) — oo as ¢ — oo, by (6.6),

wo(Z) 1 _ UJO(Z) é .
\IJ(2A —|—2> \I/<ZA i asi — oo,

which implies

1 I—a (<a<l),
~AY —~dToa” O<a<l): or oo (6.15)
i=1 Alogx (a=1)

Egs. (6.14) and (6.15) give the conclusion for 0 < o < 1.
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Next we assume that a < 0. Since wg(z) vanishes as © — oo, by (6.6),

m(w"(i)+1>—m(w>~if as i — o,

2A 2 2A

which implies

=0 i=1

In view of (6.13), the second term is dominant in (6.3) as x — oo.

Lemma 6.3. Assume thata < 1 and A > 0. Asz — oo,

4A2 12«
14_ 5% (a < 0),
VISs] ~ . axl_“ (0<a<l),
4Alogx (a=1)

Proof. First we assume that 0 < o < 1. Since wp(x) — o0 as z — oo, by (6.5),
wo(Z) 2A
v’ ~ —, and
( 2A ) i

g (wl-1+AY  2A  2A
2A (i—1)+A " e

as ¢ — oo.

This together with (6.4) implies

A
. 1
V[SﬂwélAZ%w l-a (0<a<), as r — oo.
4Alog x (a=1)

Next we assume that o < 0. As wo(z) vanishes as x — oo, by (6.5),

2
V() () = e
ZOL
\Il(woz_1+A> <)>0 as i — 0o,
- s (wo(i—1)+ A / 1
;\p< A V(5 )e and
1 4A?2
/ 2 1—2«
Z\I} < ) ~4A ;ﬂa o

as ¢ — oo. This together with (6.4) gives the conclusion.

which implies

r—1 . . z—1
wo(i) 1Y\ o (wo(i) 1 2A .,
Z{W(ZA +2> W(?A QAZZ,Q 1_ax as T — oo.

O

The following lemma is a consequence of Kolmogorov’s strong law of large numbers

(see e.g. [12], Theorem 4.5.2).

Lemma 6. 4 Let {¢;} be a sequence of independent, square-integrable random variables,

and S, Z ¢i. IfV[S,] diverges as x — oo, then for any § > 0,

lim Sy — E[S]

L W =0 a.s..
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In particular, if

1/246
lim M =0 for somed > 0,

T—00 E[Sr}
then we have
lim So 1 a.s
A ES] = .S..

The conclusion of Proposition 5.1 for o < 1 and « # 0 follows from Lemmata 6.2, 6.3,
and 6.4.

A Recurrence and transience preservation

In this section, we give a new proof of Theorem 2.1. Consider the ERRW X defined
in Section 2, and set

=1
®, = fi /e
z Ez:(:)f(é,x) orx € 4y

As in [23], the following 0-1 law is our starting point (see [21] or [23] for a proof).

Lemma A.1 (Sellke’s 0-1 law). Consider the ERRW X onZ . If &, = 4oo forallx € Z,
then X is either recurrent a.s. or transient a.s..

Let 7 :=inf{n > 0: X,, = 0} and

KXnpar—1

M, = Z

z=0

for n € IN, with My = 0.
Wy (x)

The process {M,,} is in general a non-negative supermartingale, and the process {6, }
defined by

n—1

1 1
0, =M, E — 1 7
" T —= { wm(Xm) merl(Xm) } {Xmar<X(m41)ar}

is a nonnegative martingale (see Lemma 3.0 in [4] for details). As

# 1me+1:Xm+1:
Omi1 — O = wm({"{) form < 7,
m fXp1=Xn—1
we can rewrite
0, = i%ml (-1)° forn < 7 (A.1)
! z=0 (=0 &) ‘ ‘

Notice that if n < 7 and 0 < z < X,, (resp. = > X,,), then ¢, (z) is an odd (resp. even)
integer. Eq. (A.1) is inspired by the proof of Theorem 8.2.2 in [26], and is used in [1].
(An error in Page 11 of [1] is corrected.)

Now fix x € Z, and let

« (-
sj =s;(x) = 00 forj e Z,. (A.2)
£=0 ’
Since f(¢,z) is non-decreasing in ¢, we have
0< s <5y < o <sop < Sopr2 <o <osopqr < Sop—1 <o <sg <osp (A.3)
EJP 26 (2021), paper 104. https://www.imstat.org/ejp
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Set 5o = klim s21. Note that
—00

Sok < Soo < Sop_1 for k € IN. (A.4)

The initial transience is always preserved for ERRWs on the half-line.

Theorem A.2 (cf. [23], Corollary 1.2). Consider the ERRW X on Z., and assume that
®, =+oo forallz € Z,. If Fy < 400, then X is transient a.s..

Proof. If n < 7, then by (A.1) and (A.3),

oo o0 oo 1
On = 4, @@ <> si(z)=> Fo0m) Fy < +o0.
=0 =0 z=0 ’

Thus the martingale {©,,} is uniformly bounded, and the martingale convergence theo-
rem shows that

. . P p— 1
E [nlgnéo@n} = Jim (6] = B01] = 5 >0
This implies that P(7 < +00) < 1. By Lemma A.1, X is transient a.s.. O

The recurrence preservation is a much more delicate issue, and is explored in
[4, 3, 26, 23, 1]. Here is the simplest case where the initial recurrence is also preserved
(cf. Corollary 4.2 in [23]): If the reinforcement scheme is ‘up-only’, that is, {f,}.cz,
satisfies

f@m,z)=f(2m—1,z) forallm e Nandzx € Z,,

then
k—1
1 1 1
w21 (0) = 557y mZ: (f(2m ~1z) f<2m,x>>
1
= ——— forany k € IN.
f(0,z)
This together with (A.1) and (A.3) implies that
Xn—1 Xol
0, > Z s%(l)(x) = forn < .
=0 =0 f(o’x)

Let F = {T =400, lim X, = +oo}, and assume that &, = +oo forall z € Z,. If
n—oo
Fy = 400, then P(F) cannot be positive, and X is recurrent a.s., by Lemma A.1.
Now we show the recurrence preservation for the LERRW.

Theorem A.3 (cf. [22], Theorem 4.1, part 2). Consider the LERRW X on Z, with the
reinforcement parameter A > 0. If Iy = 400, then X is recurrent a.s..

Proof. Fix x € Z,. We use {s;(z)} defined by (A.2). Our claim is

1

> f h 7. A5
2 250,2) + A oreachz € Z (A.5)

500(95)

Fix an arbitrary z € Z_... Since

d 1 1

dm (f(O,:c) +2mA  f(0,z) + (2m + I)A)

- 2A 2A

T 0 F2mAE T 02 + @m+ DA ©

0,
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we can see that

= 1 1
ul@) =2, (Fom7oma - FOTOmTTE)
k 1 1
2_/0 <f(0 z) +2uA  f(0,z) + (2u+ 1)A > du
f(0,z) + 2uA =k
{ ,2)+ (2u+1)A }
1 {f(O x) + A (0, x) —|—2l<;A}
A F0,2){f(0,z) + (2k + 1)A}
1 £(0,2)% + (2k + 1) Af(0, x) + 2kA?
T 2A £(0,2)2 + (2k + 1)AF(0, z)
Using
%loggzt fort € (0,1),
we have
sok(x) > L. kA for k € IN.

A F(0,2)2 + (2k + )AF(0, z) + kA2

Letting £ — oo, we obtain (A.5).
By (A.1), (A.3), (A.4) and (A.5), we have

Xn—1

= 1
> > P ———— fi .
0, > ; S (x)(T) > ;) 0.0 T A orn<T

If Fy = +0o0, then P(FE) cannot be positive. The conclusion follows from Lemma A.1. O
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