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Zeros of smooth stationary Gaussian processes”
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Abstract

Let f : R — R be a stationary centered Gaussian process. For any R > 0, let vr
denote the counting measure of {z € R | f(Rz) = 0}. Under suitable assumptions
on the regularity of f and the decay of its correlation function at infinity, we derive
the asymptotics as R — +oc0 of the central moments of the linear statistics of vr. In
particular, we derive an asymptotics of order R% for the p-th central moment of the
number of zeros of f in [0, R]. As an application, we prove a functional Law of Large
Numbers and a functional Central Limit Theorem for the random measures vr. More
precisely, after a proper rescaling, vr converges almost surely towards the Lebesgue
measure in weak-* sense. Moreover, the fluctuation of vz around its mean converges
in distribution towards the standard Gaussian White Noise. The proof of our moments
estimates relies on a careful study of the k-point function of the zero point process
of f, for any k > 2. Our analysis yields two results of independent interest. First, we
derive an equivalent of this k-point function near any point of the large diagonal in R”,
thus quantifying the short-range repulsion between zeros of f. Second, we prove a
clustering property which quantifies the long-range decorrelation between zeros of f.
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1 Introduction

Let Z denote the zero set of a smooth centered stationary Gaussian process f on R.
A classical problem in probability is to understand the number of zeros of f in a growing
interval, that is the asymptotics of Card(Z N [0, R]) as R — +o0. This problem has a long
history, starting with the articles of Kac [23] and Rice [33] who computed the mean
number of zeros of f in an interval. We refer to Section 1.6 below for further discussion
of related works.

In this paper, we compute the large R asymptotics of the central moments of any
order of Card(Z N [0, R]), under suitable conditions on f. The starting point of our
analysis is the Kac-Rice formula, which allows to write the k-th factorial moment of
Card(Z N [0, R)]) as the integral over [0, R]* of the k-point function of the random point
process Z. Most of the paper is devoted to the study of this k-point function py, that we
believe to be of independent interest. A priori, py is only well-defined on R* \ A;, where
A} denotes the large diagonal in R*. We prove that p;, vanishes along A, which is the
sign of a repulsion between the zeros of f. In fact, we characterize this repulsion by
deriving an equivalent of pi(x) as ¢ — y, for any y € Ai. We also prove that p; satisfies a
clustering property if the correlation function of the process f decays fast enough. This
clustering property can be interpreted as a clue that zeros of f in two disjoint intervals
that are far from one another are quasi-independent. Our main tool in the study of py
and its singularities are the divided differences associated with f. We believe that the
methods we develop below regarding these divided differences can have applications
beyond the scope of this paper.

1.1 Linear statistics associated with the zeros of a Gaussian process

Let us introduce quickly the object of our study. More details are given in Section 2
below. Let f : R — R be a stationary centered Gaussian process of class C'. Let
k:x — E[f(0)f(x)] denote the correlation function of f. We assume that f is normalized
so that x(0) = 1 = —«"(0) (see Section 2.2). The zero set Z = f~1(0) is then almost
surely a closed discrete subset of R (see Lemma 2.12).

We denote by v = ., 0, the counting measure of Z, where ¢, is the unit Dirac
mass at z. Let ¢ : R — R, we denote by (v,¢) = > ., ¢(x) whenever this makes sense.
Besides, for any R > 0, we denote by ¢r :  +— ¢(%). Finally, for any A C R, we denote
by 1 4 the indicator function of A. Then, for any R > 0, we have:

Card(Z N[0, R]) = (v, Ljo,5) = (v, (Lp1))r) -

More generally, we can consider the asymptotics of (v, ¢r) as R — +oo, where ¢ : R — R
is a nice enough test-function. It turns out that the dual point of view is more relevant,
and this is the one we adopt in this paper: instead of integrating ¢ over Z, we consider
the integral of a fixed test-function ¢ over homothetical copies of Z. Let R > 0, we
denote by Zr = {z € R | f(Rz) =0} and by vg = > _ 0. its counting measure. Then,
forall ¢ : R — R, we have (v, ¢g) = (Vg ,¢). In particular, Card(Z N[0, R]) = (vg , 1o 1))-
Quantities of the form (v, ¢) are called the linear statistics of vg. In the following, we
study the large R asymptotic distribution of the random measure vy, mostly through the
central moments of its linear statistics.

1.2 Moments asymptotics

Our first theorem describes the large R asymptotics of the central moments of the
linear statistics (vg , ¢) of the random measure vg. To the best of our knowledge, this
is the first result of this kind for Gaussian processes on R, even in the simplest case of
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<1/R , ]1[0,1]> = Card (Z N [0, R]). We will consider the following quantities, that are slightly
more general.

Definition 1.1 (Central moments). Let p > 2 be an integer and let R > 0. For any
test-functions ¢1, ..., ¢,, we denote by

mp(VR) (@1, - -+, bp) =

E|TT (vr00) - [<VR,¢i>})],

i=1

whenever the right-hand side makes sense. In particular, m,(vgr)(¢,...,¢) equals
my((Vr,¢)), the p-th central moment of (vg,¢), when this quantity is well-defined.
When p = 2, we use the standard notation Var({vg , ¢)) instead of ma({vg , ¢)).

In this paper, we use the following class of test-functions. Note that this class contains,
among others, the indicator functions of bounded intervals and the continuous functions
decreasing fast enough at infinity.

Definition 1.2 (Test-function). We say that a measurable function ¢ : R — R is a test-
function if ¢ is integrable, essentially bounded and continuous almost everywhere with
respect to the Lebesgue measure.

In order to say something about central moments, we need to make some assumptions
on the random process f. These assumptions are further discussed in Section 2.2, and
in Appendix A where we build examples of processes satisfying these conditions. For
now, let us just give one concrete example. The hypotheses of all the theorems in the
present paper are satisfied by the so-called Bargmann-Fock process. This process is the
centered stationary Gaussian process on R whose correlation function is x +— e~ 3%, See
Appendix A for more details, especially Example A.4.

Notation 1.3 (C*-norms). Let k € IN and let g : R — R be a C*-function such that g and
all its derivatives of order at most k are bounded on R. For any n > 0, we denote by:

lglly.., = SUP{‘g“) ‘ ’ 0< 1<k |z| > 77},

where g(!) stands for the I-th derivative of g. If ) = 0, we simply denote 91110 DY llglly-

If f is a CP-process, then its correlation function satisfies x € CQP(R). Moreover, by
Cauchy-Schwarz’s Inequality, «(*) is bounded for all & € {0,...,2p}. Hence 15, is
well-defined for any k& € {0,...,2p} and n > 0. We refer to Sectlon 2.2 for more details.

Definition 1.4 (Partitions). Let A be a non-empty finite set, a partition of the set A is
a familyZ = {I,...,I,,} of non-empty disjoint subsets of A such that||", I, = A. We
denote by P (resp. Py) the set of partitions of A (resp. {1,...,k}). A partition into
pairs of A is a partition T € P4 such that Card(I) = 2 for all I € Z. We denote by
PP4, (resp. PPy) the set of partitions into pairs of A (resp. {1,...,k}). We also use the
convention that Py = {0} = PP;.
Notation 1.5 (Gaussian moments). For all p € IN, we denote by i, the p-th moment of a
centered Gaussian variable of variance 1. Recall that we have i, = Card(PP,), that is
iy = 275! (%!)71 if p is even, and p,, = 0 if p is odd.
Theorem 1.6 (Central moments asymptotics). Let p > 2 be an integer. Let f be a
normalized stationary centered Gaussian CP-process and let x denote its correlation
., =o0(n~*) asn — +oc. For all R > 0, we denote by vg
the counting measure of {x € R | f(Rz) = 0}.

Let ¢1,...,¢, be test-functions in the sense of Definition 1.2. Then, as R — +o0, we
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have:

ma(VR)(Ba,, dv,) + 0o(RE).

i

mp(VR)(¢1,~~u¢p) = Z

{{as bi}1<i<B }ePp, i

1

In particular, if ¢ is a test-function then, as R — 400, we have:

P
2

my (VR ,8)) = pp Var((vr , #))* + o( RE).

Remark 1.7. If p is odd, then PP, = () and y,, = 0. In this case, only the term o(R?)
remains on the right-hand side of the asymptotics in Theorem 1.6. On the other hand, if p
is even, then PP, # () and 1, > 0. In this latter case, the leading terms in the asymptotics
of Theorem 1.6 are of order R* for generic test-functions, see Proposition 1.11 below.
Note however that we obtain o( R?) if, for example, the (¢i)1<i<p are pairwise orthogonal
for the L? inner product defined by the Lebesgue measure.

In order to interpret this result, let us describe the expectation and the covariance
structure of the linear statistics of vr. First, we describe the expectation of vy for any
fixed R > 0. Note that Proposition 1.8 below is a natural extension of the results of
Kac [23] and Rice [33], who computed the expectation of Card (Z N [0, R]). Recall that
a Radon measure is a continuous linear form on (C2(R), ||-|| ), the space of compactly
supported continuous functions equipped with the sup-norm.

Proposition 1.8 (Expectation of the linear statistics). Let f be a normalized stationary
centered Gaussian C'-process. Let R > 0 and let vy denote the counting measure of
{xr e R| f(Rx) =0}. Let ¢ : R — R be a Borel-measurable function. If ¢ is non-negative
or Lebesgue-integrable then,

+o0o
Bl o) =7 [ olw)de

In particular, as Radon measures E[vg] = % dx, where dx stands for the Lebesgue
measure of R.

Remark 1.9. If ¢ : R — R is Lebesgue-integrable we can apply Proposition 1.8 to |¢|.
This proves that, for all R > 0, almost surely (vg, |¢|) < +00. Thus, the random variable
(vr , ®) is almost surely well-defined. Moreover |(vgr,®)| < (vr,|¢|), so that (vg,¢) is an
integrable random variable, and it makes sense to consider its expectation.

Remark 1.10. In this paper, we consider quantities of the form (v,¢) = > _, é(z),
where 7 is discrete. If ¢ is only defined up to modifications on a negligible set, these
quantities are ill-defined. However, let v be is as in Proposition 1.8 and let ¢; and
¢o be test-functions such that ¢; = ¢, almost everywhere. By Proposition 1.8, we
have E[(vg, |¢1 — ¢2|)] = 0, so that (vr,|¢1 — ¢2|) = 0 almost surely. This implies
(VR ,¢1) = (VR , ¢2) almost surely, since |(vr, ¢1) — (Vr, d2)| < (Vr,|d1 — @2]).

The following result gives the large R asymptotics of the covariance of (vr, ¢1) and
(VR , ¢2), where ¢; and ¢, are test-functions (see Definition 1.2). To the best of our
knowledge, this result was only known for ¢; = ¢ = 1o ;; until now, see [15, Theorem 1].
Note that the positivity of the leading constant ¢ in not proved in [15].

Proposition 1.11 (Covariances asymptotics). Let f be a normalized stationary centered
Gaussian C%-process and let x denote its correlation function. We assume that « and '
are square-integrable and that ||x|, , tends to 0 asn — +oo.

Then there exists ¢ > 0 such that, for any test-functions ¢, and ¢, we have:

+oo

ma(vi) (61, b2) = Ro® / 61(2)ba(z) dz + o(R) (1.1)

— 00
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as R — +o0. Moreover, we have:

o2 = 1 + 2 [ (1 = w(t)” — K(1)? (m—i— a(t) arcsin(a(t))) . 1) dt, (1.2)
0

T w2 (1-r(t)2)?

()R ()2 — K(t)*K"(t) + K" (t)

1—k(t)2 — K/(t)? '
Remark 1.12. The fact that ¢ > 0 is non-trivial. It is proved in Section 4.2, using the
Wiener-It6 expansion of Card (Z N [0, R]) derived in [26]. In Corollary 4.8, we obtain the
following explicit lower bound:

where a : (0,+00) — [—1,1] is the map defined by a : t — r

1 [t
o? > — (k(2) +K"(2))*dz > 0.
0
If we consider the Bargmann-Fock process fpp, thatisif x : z — e~2%°, the previous
lower bound gives 0']23F > (27T3)_$ ~ (0.12.... In [17, Proposition 3.1 and Remark 1],
Dalmao computed 0%, up to a factor % Using his result, we get 0%, ~0,18.... Note
that these values are smaller than % hence the integral on the right-hand side of

Equation (1.2) is negative.

1.3 Clustering for the k-point functions

Let p > 2 be an integer and let f be as above a normalized centered stationary
Gaussian process. The first step in the proof of our moments asymptotics (Theorem 1.6)

is to derive a tractable integral expression of the central moments m,(vgr)(¢1, ..., ¢p)
that we want to estimate. Using the Kac-Rice formula (see Proposition 3.6), we write
mp(Vr)(é1,...,¢p) as a linear combination of terms of the form
/ Dp(z)pr(x) dz, (1.3)
Rk

where 1 < k < pand ® : R* — R is an integrable function built from the (¢;)1<i<p. In
this equation, the function p;, is the Kac-Rice density of order k (cf. Definition 3.1). In
order to give some meaning to this density, notice that it coincides with the k-point
function of the random point process Z = f~!(0), see Lemma 3.11. By this we mean
that, for any = = (2;)1<i<r € R* such that pi () is well-defined, we have:

1
2"

k
HCard(Z N[z, —e,x; +€])
i=1

— pr(2).
e—0

The core of the proof of Theorem 1.6 is to understand the large R asymptotics of
integrals of the form (1.3). This leads to a detailed study of the Kac-Rice densities
(pk)ken+. Given k € IN*, Definition 3.1 allows to define pi(x) for any = = (x;)1<i<k
such that the Gaussian vector (f(z;))i<i<k iS non-degenerate. In particular, if the
correlation function « of f tends to 0 at infinity, as in Theorem 1.6 and Proposition 1.11,
the ergodicity of f implies that p, is well-defined on R¥ \ A, where we denoted by
Ap = {(x1,...,2,) €R* | 3i,j € {1,...,k},i # j and x; = x;} the large diagonal in R*
(cf. Lemma 2.10 for more details). In general, p; is a continuous symmetric function
defined on some symmetric open subset of R* \ A;, see Lemmas 3.5 and 3.9.

Interpreting p; as the k-point function of Z, some of the intermediate results in the
proof of Theorem 1.6 appear to be of independent interest. Theorems 1.13 and 1.14
below are analogous to the main results of [30], where Nazarov and Sodin studied the
k-point function of a Gaussian Entire Function. Note however that our methods are
completely different. In particular, we do not require any form of analyticity.
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Theorem 1.13 (Vanishing order of the k-point function). Let k € IN*, let f be a normalized
stationary centered Gaussian C*-process. Lety = (Yi)1<i<k € R* and let T € P, be the
partition defined by:

vi,j € {1,...,k}, yi=vy; < A el {i,j}Cl.

For any I € T, we denote by |I| the cardinality of I and by y; € R the common value of the
(vi)icr. Let us assume that the Gaussian vector (%) (y;)) is non-degenerate

I€Z,0<i<|I|
and denote by

=10\ E [z £ @n)| | vr e 2,vi € {0, 11| = 1}, FO(yr) = 0
tw = (I II 73 | | : ,

Iet i=0 (277)g det (Var((f(i)(yf))lez,ogi<|1|>> ’
(1.4)

where I [HIEZ ‘f(”')(yj)‘l]l’VI €I,V €{0,...,|I| — 1}, fO(yr) = O} stands for the con-

ditional expectation of HIeI‘f(”')(yI)‘lIl given that f)(y;) = 0 for all I € T and
i€A{0,...,]I] —1}.

Then, there exists a neighborhood U of y in R¥ such that the k-point function p; of
f71(0) is well-defined on U \ Ay and, as x — y with x = (x;)1<i<k € U \ Ag, we have:

I O o

N |zi — 2]
TeZ {(i,j)el?]i<j}

Moreover, if () (y)) is non-degenerate, then ((y) > 0.

IeZ,0<i<|I|
If the process f is of class C* and such that r(z) —+> 0, then the non-degeneracy
T—r+00

conditions in Theorem 1.13 are satisfied for all y € RF (cf. Lemma 2.10 below). In this
case, pj, is well-defined on R* \ Ay, and ¢(y) is positive for any y € R*. If y € RF \ A,
the partition associated with y is Z = {{i} | 1 < ¢ < k} € Py. Then, {(y) = pi(y) (see
Equation (1.4) and Definition 3.1) and Theorem 1.13 only states that p; is continuous at y
and that pi(y) > 0. If y € A, Theorem 1.13 shows that py(x) m 0. In particular, under

the assumption that « tends to 0 at infinity, the k-point function of Z can be uniquely
extended into a continuous function on R* that vanishes exactly on Ay. In this case, the
last part of the theorem gives the vanishing order of p; near any point of the diagonal.
The fact that p; vanishes along Ay is interpreted as the sign of a short-range repulsion
between zeros of f. The estimates of Theorem 1.13 quantify this phenomenon.

Let us now consider the long-range correlations between zeros of f. We still concern
ourselves with the case where « tends to 0 at infinity. Let A and B be two non-empty
disjoint intervals of R. If A and B are far enough from one another, the values of f on A
are essentially uncorrelated with those of f on B. It is then reasonable to expect the
point processes Z N A and Z N B to be roughly independent. The independence of Z N A
and Z N B would imply that py1;(z,y) = pr(z)pi(y) for any k,l € N*, any x € A*\ A and
any y € B'\ A,;. The following result shows that a relation of this form holds, up to an
error term.

Theorem 1.14 (Clustering for k-point functions). Let k € IN*, let f be a normalized
stationary centered Gaussian C*-process whose correlation function « is such that

(131 m 0. Foranyl € {1,...,k}, let p, denote the [-point function of f~*(0).

Then, there exists C > 0 such that for all z = (z;)1<i<r € R¥ \ A, we have:

0< pp(x) <C H min (|z; — z;],1).
1<i<j<k
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Moreover, for alln > 1, for all T € Py, for all x = (z;)1<i<k € R¥ \ Ay, satisfying:
VI,J € Z suchthatl # J, Viel, Vje J, |x;— x| >n,

we have:

[T e = pea) (1+0( (k)

1€

where the constant involved in the error term O((H/@Hkm)%) does not depend on 7,
nor z. Here, we denoted by |I| the cardinality of I and by z; = (x;)cr, forall I € T.

An important new idea in the proof of Theorems 1.13 and 1.14 is that we derive a
whole family of new expressions for the k-point functions p;, indexed by the partitions
of {1,...,k}. For any point z € R*, at least one of these expressions is uniformly non-
degenerate in a neighborhood of z. Then, studying p;, is mostly a matter of choosing the
right expression, depending on the domain we are considering. These new expressions
are introduced and studied in Section 6, using the divided differences introduced in
Section 5. A key idea is that divided differences allow to replace the random vector
(f(z:))1<i<k. appearing the original expression of py(z1,...,zx), by another Gaussian
vector which is never degenerate even on the diagonal. We will discuss these ideas
further in Section 1.5 below.

1.4 Law of large numbers and central limit theorem

As an application of the moments estimates of Theorem 1.6, we prove a strong Law
of Large Numbers and a Central Limit Theorem. These theorems hold in the large R
limit, for the linear statistics (v, ¢) with ¢ a test-function (cf. Definition 1.2), but also
for the random measures vg.

Remark 1.15. Under the hypotheses of Proposition 1.11, we immediately obtain a weak
Law of Large Number for the linear statistics by applying Markov’s Inequality and using
the variance estimates of Proposition 1.11. That is, for any test-function ¢, for all ¢ > 0,

we have:
IP(’l (VR ,¢) — /qb ) dx >e>:O(R_1).

In fact, if the correlation function s of f decays fast enough, we can combine the
moments estimates of Theorem 1.6 with Markov’s Inequality and the Borel-Cantelli
Lemma to obtain the following.

Theorem 1.16 (Strong Law of Large Numbers). Let p € IN* and f be a normalized
stationary centered Gaussian C?P-process whose correlation function k is such that
Ikllap., = o(n~®) as n — +oo. Let (R,)nen be a sequence of positive numbers that
satisfies ) | . R, P < +o0.

Then, for any test-function ¢, the following holds almost surely:

1
E (VR, » &) m %/]R(b(ﬂ?) dx

Moreover, we have 3-vi, — + dz almost surely in the weak-x sense.
n n—s+oco T

Let us now recall some classical definitions before stating our Central Limit Theorem.

Notation 1.17 (Gaussian distributions). Let n > 1 and let A be a positive semi-definite
square matrix of size n. We denote by N'(0,A) the centered Gaussian distribution of
variance A in R". We denote by X ~ N (0, A) the fact that distribution of the random
vector X € R" is N'(0,A).
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Definition 1.18 (Schwartz space). A function ¢ : R — R is said to be fast-decreasing if
it satisfies ¢(x) = O(\a:|_k) as |x| — 4oo, for all k € IN. The Schwartz space S(R) is the
space of C* functions ¢ such that ¢ and all its derivatives are fast-decreasing. Finally,
we denote by S'(R) the space of tempered generalized functions.

Remark 1.19. * In this paper, we use the terminology “generalized function” instead
of “distribution” to avoid any possible confusion with the distribution of a random
variable.

 Recall that §'(R) is indeed the topological dual of S(R), for some topology that we
do not recall here.
» We refer to [8] for details about the definition of random elements of S'(R) and the
notion of convergence in distribution in this space.
Definition 1.20 (White Noise). The standard Gaussian White Noise W is a random
element of S'(R) whose distribution is characterized by:

Vo e S(R), (W,¢)~N (0, |I¢>||2Lz) )

where (-, -) is the canonical pairing between S'(R) and S(R), and ||¢|| ;> = ([, ¢(x)? dx)%
is the L?-norm of ¢.
Theorem 1.21 (Central Limit Theorem). Let f be a normalized stationary centered
Gaussian process of class C*° and let us assume that its correlation function satisfies
k € S(R). Let 0 > 0 be the constant defined by Equation (1.2).

For any test-function ¢ (in the sense of Definition 1.2), we have the following conver-
gence in distribution:

1
Rio

(<VR,¢> - %/Rcﬁ(w) dx) m/\f(anqsniz).

Moreover, the following holds in distribution in §'(R):

1 R
- (VR _ 2 dm) — W,
R20 ™ R—+o00

where W is the standard Gaussian White Noise and dx is the Lebesgue measure of R.

The fact that almost surely vz € S’'(R) for all R > 0 is not obvious. This is proved in
Lemma 3.12 as a consequence of Proposition 1.8, see Section 3.3.

1.5 Sketch of proof

In this section, we discuss the main ideas of the proofs of our main results (Theo-
rems 1.6, 1.13 and 1.14). First, let us outline the proof of Theorem 1.6 assuming the
results of Theorem 1.14. The starting point of the proof is the Kac-Rice formula, see
Proposition 3.6 below. It allows to write the non-central moments of the linear statistics
associated with the random measure vy as follows:

k k _
H(VR,qSi)] = /Rk <Zl_[1¢)l (2)) pr(x1, ..., xp)dey .. dog, (1.5)

i=1

E

where (¢;)1<i<k are test-functions satisfying the hypotheses of Theorem 1.6 and p, is
the function defined by Definition 3.1 below. Here we are cheating a bit: Equation (1.5)
is false and the k-th non-central moment on the left-hand side should be replaced be the
so-called k-th factorial moment for this relation to hold. However, the k-th non-central
moment can be expressed in terms of the factorial moments of order at most k£ by some
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combinatorics, so that a more complicated version of Equation (1.5) holds. Dealing
with these combinatorics is one of the difficulties of the proof of Theorem 1.6 given in
Section 7. For the sake of clarity, in this sketch of proof we will not give more details
about this, and simply pretend that Equation (1.5) holds. This is enough to understand
the main ideas of the proof.

Under the hypotheses of Theorem 1.6, for any k € {1,...,p} the density p; is well-
defined from R*\ A, to R, but it is a priori singular along A. As discussed in Section 1.3,
the Kac-Rice density py, is equal to the k-point function of the zero point process of f. By
the first point in Theorem 1.14, it admits a unique continuous extension to R* which is
bounded. In particular, the right-hand side of Equation (1.5) is well-defined and finite.
Let A C {1,...,p}, we denote by |A| its cardinality. Moreover, for any x = (2;)1<i<p € R?,
we denote by x4 = (2;)ica. Then, using Equation (1.5), we can write m,(vgr)(¢1, ..., ¢p)

as:

mp(VR) (D1, .., dp) = /}RP (H i (2)) Fp(x) dz, (1.6)
where,

Fpiwr— Y (=P M) [T oa(e)- (1.7)

AcC{1,....p} igA

See Lemma 7.3 for the rigorous statement corresponding to Equation (1.6). Note that
we only use the notation F}, in the present section. In Section 7, this function is the one
denoted by F7 . (-

Apart from proving Theorem 1.14, the main difficulty in the proof of our moments
estimates is to understand the large R asymptotics of the integral appearing in Equa-
tion (1.6). In order to do so, we cut R? into pieces as follows. Let n > 0, for any
z = (z;)1<i<p € R?, we denote by G, (z) the graph whose set of vertices is {1,...,p} and
such that there is an edge between ¢ and j if and only if ¢ # j and |z; — z;| < 7. We
denote by Z, () € P, the partition defined by the connected components of G, (). This
partition encodes how the components of = are clustered in R, at scale 5. Finally, for
any Z € P, we denote by R7 | = {z € R” | Z,(z) = Z}. We have R” = | |;.p R7, so
that it is enough to understand the contribution of each ]R%n to the integral appearing in
Equation (1.6).

Since we are interested in the asymptotics as R — +o0, we choose a scale parameter
n(R) that depends on R. The most convenient choice for 7 is the following. Under the
hypotheses of Theorem 1.6, there exists a function « such that, setting n : R — Ria(R),
we have the following as R — +oo: n(R) — 400, a(R) — 0 and |[|&[|,, ,, ) = o(R77). In
particular, the error term in Theorem 1.14 becomes o(R~%). Then, the contribution
of R? to (1.6) depends on the combinatorics of Z, and one of the following three

T TIn(R)
situations occurs.

1. The partition 7 contains a singleton, say {p} € Z. This means that if z € ]Rlzj.n( R)

then x,, is far from the other components of z, at scale n(R). In this case, for each
A cC{1,...,p—1}, we regroup the terms indexed by A and AU{p} in Equation (1.7).
Using the clustering property of Theorem 1.14, these two terms cancel each other
out, up to an error term of order o(R~%). Summing over A C {1,...,p — 1},
we obtain Fj,(r) = o(R™%) uniformly on R’I’m( r)- This implies that ]R%n( ) only
contributes o(Rg) to (1.6).

2. If 7 does not contain any singletons, we denote by a the number of pairs in 7 and
by b the number of elements of 7 of cardinality at least 3. In the second situation
we consider, we assume that b > 1. In this case, we prove that the contribution
of R} & to (1.6) is O(R**’n(R)?~2*~"). This bound is obtained by using the
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clustering property of Theorem 1.14 in a way similar to what we did in the previous
case. The dissymmetry between the pairs and the other elements of 7 comes from
the integrability of the function z — F5(0, z) on R. This dissymmetry is crucial in
the following. Using the relation (R) = Ria(R) and 2a + 3b < p, we have:

Ra+bn(R)p72a7b _ O(Rga(R)pigaib).

Since b > 1, we have 2a + b < p and the previous term is O(R%). Once again, ]R’%~
only contributes O(R%) to (1.6).

n(R)

3. The last situation is when 7 = {{ai, b; } ’ 1<i< g} is a partition into pairs, which
can only happen if p is even. In this case, the clustering property of Theorem 1.14
implies that F,(z) = [[2, Fa(2a,,®s,) + o(R~%), uniformly on RY y(r)- This implies

that the contribution of R”

To(R) to (1.6) equals:

ma(VR)(ba;s d,) + o(RE).

'Emm

Zf[l 2 Pa, (%) b, (%) Fy(xz,y)dxdy + O(R%) =

i=1

We conclude the proof of Theorem 1.6 by summing up over Z € P, the contributions of
each R%n( R) to the integral in Equation (1.6). Note that the leading term comes from
the pieces indexed by partitions into pairs.

Let us now consider the proofs of Theorems 1.13 and 1.14. In this sketch of proof,
we assume that the correlation function x of f tends to 0 at infinity. This ensures that py,
is well-defined on R¥ \ A;. By Definition 3.1, for any = = (z;)1<i<x € R¥ \ A, we have
pe(z) = (2m)% Ny () Di ()~ 2, where Dy () is the determinant of the variance matrix
of (f(x1),..., f(zr)) and Ng(x) is the conditional expectation of Hle |f'(x;)| given that
f(z1) = --- = f(zr) = 0. The density pj, is a priori singular along the large diagonal
A, C RF, since D;, vanishes along Aj;. The main problem here is to understand to
behavior of pg, that is of N; and Dy, near Ay. This is what we focus on in the remainder
of this section. Once this is done, the clustering result of Theorem 1.14 is a (non-trivial)
consequence of the decay at infinity of x and its derivatives.

Our study of N, and D;, near Ay relies on the use of the divided differences associated
with the process f. Let us explain our strategy on the simplest non-trivial case, that is
for D,. A direct computation, using the Taylor expansion of x around 0, shows that, in
the setting of this paper, we have Dy(z,y) ~ (y — ) as y — x. This proof is very simple,
but its extension to 3 points or more seems intractable. Here is another proof of the
same result that can be generalized to k£ > 3. If y # x, we can write:

(?EZ;D - G y2x> (%) : (1.8)

As y — x, we have (f(:c), M) — (f(x), f'(z)). By stationarity and normalization

y—x
of f, the matrix Var(f(x), f'(z)) is the identity. Hence, taking the determinant of the
variance of (1.8), we recover Dy(x,y) ~ (y — r)? as y — .

In Equation (1.8), by stationarity, normalization and regularity of f, the Gaussian
vector ( f(x), %) is uniformly non-degenerate in a neighborhood of As. Thus, the
degeneracy of (f(x), f(y)) along A, is completely accounted for by the degeneracy of the
matrix (} ygw ) whose coefficients are deterministic polynomial in (y — «). The divided
differences generalize this situation to any number of points. By definition of the divided

differences ([f];(21,...,2;)),¢ <, associated with f and = = (z;)1<i<k € RE\ Ay, (see
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Section 5.1), we have:

f(xl) [f]1($1)
: = M(z) : ;
f(xr) [flk(@1,. ., Tk)

where the coefficients of the matrix M (z) are deterministic polynomials in (z; — 2;)i<;.
In fact, det M(z) = [],<;;<x(2; — xi) and we have:

(k-1)

(o). flatoraa)eeenn fors o) ——— (£ G ).
z—(2,2,...,2) (k — 1)'
Our hypotheses ensure that the Gaussian vector on the right-hand side is non-degenerate.
Denoting by D > 0 the determinant of its variance, this proves that, as ¢ — (z, z,..., 2),
we have Dy (z) ~ D[] ¢, ;< (@; —x;)2. Note that D does not depend on z, by stationarity.
A refinement of this argument shows that Ny (z) ~ N [, ;s (2; — 2i)* for some N > 0.
Hence, as ¢ — (z,2,...,2) we have:

N
pr(T) ~ ——— H |lzj — 4] .

1<i<j<k

—~
DN
3

~—
(VB
=

The previous discussion explains how the divided differences allow to understand
the apparent singularity of p; near {(z,2,...,2) | z € R} C R¥, which is the stratum of
smallest dimension in A,. Near other strata, the situation is more intricate, yet tractable
by similar methods. The key point is that, using the divided differences associated with f,
we define a family of alternative expressions of p; indexed by the partitions of {1,...,k},
see Definition 6.14. Then, for any y € R*, we prove the local estimate of Theorem 1.13 by
choosing the right expression of p;, depending on how the components of y are clustered.
Precisely, we use the expression indexed by the partition Zy(y) defined previously, see
also Definition 6.2.

1.6 Related works

The study of the zeros of a Gaussian process goes back to Kac [23], who obtained a
formula for the mean number of roots of some Gaussian polynomials in an interval. This
was generalized to other Gaussian processes by Rice [33]. The mean number of zeros in
an interval of any continuous stationary Gaussian process was computed by Ylvisaker,
see [35]. The proofs of Kac and Rice rely on an integral formula for the mean number
of zeros. Extensions of their work lead to what are now called the Kac-Rice formulas.
Modern references for these are [2] and [6], but formulas of this kind already appear
in [13].

Among other things, Kac-Rice formulas were used to derive conditions for the
finiteness of the moments of the number of zeros of Gaussian processes. Geman derived
a necessary and sufficient condition for the finiteness of the second moment in [22].
The case of higher moments was studied by Cuzick in [14, 16]. Note that [16] already
uses divided differences in order to obtain criteria for the finiteness of the moments
of the number of zeros of a Gaussian process. The results of [16] do not apply to the
Bargmann-Fock field, whose correlation function is z — e*%ZQ, and which is one of our
main example in this paper (cf. Example A.4). Much more recently, a necessary condition
for the finiteness of the moment of order p was derived in [5]. We emphasize that the
methods developed in the present paper allow to prove the finiteness of the higher
moments of the number of zeros of a Gaussian process in an interval under three simple
conditions: stationarity, sufficient regularity of the process, and fast enough decay at
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infinity of the correlation function and its first derivatives. While being easy to state and
rather general, these conditions are quite strong and probably far from necessary.

In [15], Cuzick studied the asymptotic variance as R — +oo of the number of zeros
of a stationary Gaussian process f in [0, R]. He obtained the same asymptotics as in
Proposition 1.11 for ¢; = 1jg,1] = ¢2, under slightly weaker conditions. However, he did
not prove the positivity of the constant ¢ (cf. Equation (1.2)). Assuming that o > 0, he
also derived a Central Limit Theorem for Card(Z N [0, R]) as R — +oc. Piterbarg proved
similar results and the positivity of o under different assumptions, see [32, Theorem 3.5]
for example.

In [27], Kratz and Leon developed a method for proving Central Limit Theorems
for level functionals of Gaussian processes. In particular, it should allow to prove
Theorem 1.21 under weaker hypotheses than those we gave. The method of [27] is
completely different and relies on the Wiener-It6 expansion of the functional under study.
The Wiener-Ité expansion of Card(Z N [0, R]) was computed in [26]. The same proof
should yield the expansion of (vg, ¢) for any Lebesgue-integrable ¢. The results of Kratz-
Leon also show that the variance of Card(Z N [0, R]) is equivalent to 02R as R — +oo, for
some o > 0. In Section 4.2, we use the result of [26] to derive the lower bound on o2
mentioned in Remark 1.12. Let us mention that, very recently, Lachiéze-Rey [28] proved
that:

lim inf % Var(Card(Z 1[0, B])) > 0,
under essentially no hypothesis on the process f. This implies the positivity of o2 in
Proposition 1.11. The present paper partially overlaps with [28] since we obtained
independently a similar lower bound for o2 by the same method, see [28, Section 4] and
Corollary 4.8 below.

The references cited previously are concerned with the number of zeros of f in an
interval. More generally, a lot of them consider the number of crossings, or up-crossings,
of a level by f in an interval. For an in depth survey of the existing literature on the
subject we refer to [25].

A special case of [31, Theorem 1] gives the strong Law of Large Numbers for the
number of zeros of a stationary Gaussian process f in [0, R], under weaker assumptions
than Theorem 1.16. Nazarov and Sodin also studied the k-point functions of the point
process defined by the complex zeros of a Gaussian Entire Function, see [30]. Theo-
rems 1.13 and 1.14 are analogous to the main results of [30], but for the real zeros of
a stationary Gaussian process. We stress that our techniques are different from those
of [30]. In particular, in [30] the authors require the analiticity of the Gaussian process
and use techniques from complex analysis, such as the Residue Theorem, whereas we
only require our Gaussian fields to be C* in order to obtain a clustering property of the
k-point function.

The k-point functions pj, of the real zeros of the Bargmann-Fock process were studied
by Do and Vu. In [18, Lemma 9], they proved that the p; satisfy a clustering property
similar to Theorem 1.14, with an exponentially small error term. They also derived the
vanishing order of the p; along the diagonal, see [18, Lemma 10]. Their methods build
on the work of [30] and also relies on complex analysis. In particular, it is paramount in
their work that the Bargmann-Fock is the restriction to R of a Gaussian Entire Function.

In both [30] and [18], the authors deduce from their clustering result a Central
Limit Theorem for the (compactly supported) linear statistics of the point processes they
study. Their proofs rely on the cumulants method. This strategy was generalized in [10,
Theorem 13], where the authors show that a strong clustering property of the kind of
Theorem 1.14, with a fast-decreasing error term, implies a Central Limit Theorem for
the compactly supported linear statistics of the underlying point process. Note that one
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can not deduce the moments estimates of Theorem 1.6 from this kind of results, even
when the correlation function « lies in S(R).

Under the hypotheses of Theorem 1.6, Markov’s Inequality implies the concentration
in probability of % Card(Z N [0, R]), more generally of the normalized linear statistics,
around its mean at polynomial speed in R. Under stronger assumptions, in [7], the
authors proved a large deviation result for £ Card(Z N [0, R]), that is concentration
around the mean at exponential speed in R. Their proof relies on the existence of
an analytic extension of f to horizontal strips in the complex plane. Note that the
Bargmann-Fock process satisfies the hypotheses of [7, Theorem 1.1].

In this paper, we study the zeros of a stationary Gaussian process in an interval of
size R as R — +oo. In [4], we studied the real zeros of a Gaussian section of the d-th
tensor power of an ample line bundle over a real algebraic curve, as d — 4+00. The model
of Gaussian section considered in [4] is known as the complex Fubini-Study ensemble
and was introduced in [21]. It is the real analogue of the complex model studied by
Shiffman-Zelditch in [34] and subsequent papers. The idea to study the random measure
associated with the zero set of a Gaussian section already appears in [34]. In [12], the
authors study the scaling limit of the k-point function of the complex zero set of a random
section in their model. They also relate this function with the non-central moments of
the linear statistics associated with these complex zeros.

In [4], we derived the large d asymptotics for the central moments of the linear
statistics associated with the real zero set of a Gaussian section of degree d in the
complex Fubini-Study ensemble. These results are the counterpart of Theorems 1.6,
1.16 and 1.21 in this context. Note that [4, Theorem 1.12] generalizes the variance
estimate derived by Letendre-Puchol in [29], in the case where the ambient dimension
is 1. Its proof relies on results of Ancona, who proved the counterpart of Theorem 1.14
in [3, Theorems 4.1 and 5.7 and Proposition 4.2]. However, note that Theorems 1.14 and
1.13 are more precise than their counterparts in [3]. For example, [3, Theorem 5.7] says
that the k-point function p; vanishes along the diagonal Ay, while in Theorem 1.13 we
also compute the vanishing order of p; along the diagonal Ay, also giving conditions on
the process f for which this vanishing order is sharp. As explained in the last paragraph
of Section 1.5, one of the fundamental parts of studying the k-point function is finding
good expression for pi(x), depending on how the components of = are clustered. The
expressions used in the present article are different from those used in [3] (one should
compare the expression appearing in Definition 6.14 with the one in [3, Proposition
5.21]). The new expressions used in the present paper turn out to be more precise for
estimating p; along the diagonal. The results of [3, 4] apply to the number of real roots
of a Kostlan polynomial of degree d, see [24]. In this case, the variance asymptotics and
the Central Limit Theorem were proved by Dalmao [17].

To conclude this section, let us mention that the setting of the present paper is related
with that of [3, 4, 21, 29]. Indeed, the Bargmann-Fock process introduced previously
is the universal local scaling limit, as d — +o00, of a random section of degree d in the
complex Fubini-Study ensemble. See [4] for more details.

1.7 Organization of the paper

The content of this paper is organized as follows. In Section 2, we introduce our
framework and the random measures vrp we are interested in. We also introduce some
useful notations that will appear throughout the paper. In Section 3, we recall the Kac-
Rice formulas. As first applications, we prove that the Kac-Rice density py, is the k-point
function of the random point process Z and Proposition 1.8. Section 4 is dedicated to
the proof of the covariance estimates of Proposition 1.11. In Section 5, we introduce
the divided differences associated with a function and study the distribution of the
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divided differences associated with a stationary Gaussian process. In Section 6, we
use the divided differences to derive alternative expressions of the Kac-Rice densities.
In particular, we prove Theorem 1.13 in Section 6.3 and Theorem 1.14 in Section 6.7.
Section 7 is concerned with the proof of Theorem 1.6 and Section 8 is concerned with the
proofs of the limit Theorems 1.16 and 1.21. This paper also contains three appendices.
In Appendix A, we build examples of Gaussian processes satisfying the hypotheses of
our main theorems. Appendix B contains the proofs of some auxiliary results related to
the proof of Proposition 1.11. Finally, Appendix C is dedicated to the proof of a lemma
pertaining to the regularity of the Kac-Rice densities.

2 Framework

In this section, we introduce the random measures we are interested in. First, in
Section 2.1, we introduce some notations related to partitions of finite sets and diagonals
in Cartesian products. In Section 2.2, we introduce properly the random processes we
are interested in and their correlation functions. Finally, in Section 2.3, we prove that the
vanishing locus of the processes introduced in Section 2.2 is almost surely well-behaved
(see Lemma 2.12), and we introduce several counting measures associated with this
random set.

2.1 Partitions, products and diagonal inclusions

Let us first introduce some notations that will be useful throughout the paper. Recall
that we already defined the set P4 (resp. P;) of partitions of a finite set A (resp. of
{1,...,k}) and the set PP, (resp. PP;) of its partitions into pairs (see Definition 1.4).

Notations 2.1. Let A be a finite set and let Z be any set.

e We denote by Card(A) or by | A| the cardinality of A.

e We denote by Z* the Cartesian product of |A| copies of Z, indexed by the elements
of A.

* A generic element of Z# is denoted by x4 = (4)aca, or more simply by . If B C A
we denote by x5 = (24)acB-

e Let (¢po)aca be functions on Z, we denote by ¢4 = Kyca¢, the function on zZA
defined by: ¢a(z4) = [yen Ga(®a), forall z, = (z4)aca € Z*. If A is of the form
{1,...,k} with k € IN*, we use the simpler notation ¢ = ¢ 4.

Definition 2.2 (Diagonals). Let A be a non-empty finite set, we denote by A, the large
diagonal of R*:

A ={(a)aca € R* | Ja,b € A such thata # b and x, = 5} .
Moreover, for allZ € P4, we denote by
Az = {(Ta)aca € R |Va,b€ A, (v, =2, <= I €T suchthataclandbel)}.

IfA={1,...,k}, we use the simpler notations A, = A4 and Ay 1z = A4 7.

Definition 2.3 (Diagonal inclusions). Let A be a non-empty finite set and letZ € P4. The
diagonal inclusion ¢z is the function from R? to R* defined by: for all z; = (z1)rer € R,
tz(zg) = Y, = (Ya)aca, where forall I € Z, foralla € I, we sety, = xj.

Remark 2.4. With the previous definitions, we have R4 = |_|I€7,A A 4 7 and similarly
Ax = Uzepa\(zoim(a)y Da,z, where we denoted Ziin(A) = {{a} | a € A} (this notation
comes from the fact that Z,,;,(A) is the minimum of P4 for some partial order, see
Definition 6.3). Moreover, for all Z € P4, the map ¢z is a smooth diffeomorphism from
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R% \ Az onto Ay 7z C R Note that Ay 7, () is the configuration space R\ A, of 4]
distinct points in R. In the following, we avoid using the notation A4 7 . (4) and use
R4\ A, instead.
Remark 2.5. Let y € R¥, the partition Z defined in Theorem 1.13 is the unique Z € P,
such that y € A 7. With the notations of Theorem 1.13, there exists (y;)rez € RT \ Az
such that y = vz((yr)rez)-

Let Z C R be a closed discrete subset. In particular, for any K C R compact, Z N K
is finite. As in the introduction, we denote by v = ___, d, the counting measure of Z.
More generally, for any non-empty finite set A, we can define the counting measure of
Z4 C RA.
Definition 2.6 (Counting measures). Let Z C R be closed and discrete and let A be a
non-empty finite set. We denote by:

vA = Z O and vl = Z Oy

reZA TEZA\A 4

where ¢, is the unit Dirac mass at x € RA and A 4 is defined by Definition 2.2. These
counting measures act on a function ¢ : R* — R as follows:

cif¢p>00ry, ,alé(z)| <+4oothen (v, ¢) =3 4 d(z),
cif¢p>00rY,c an, [6(@)| < oo then (WA, ) =37 /i a, (2),

Quantities of the form (v, ) (resp. (V4 ¢)) are called the linear statistics of v*
(resp. v!4). As usual, if A = {1,...,k}, we denote v* = v* and v* = 4],

Note that 4 (resp. v[4ly defines a Radon measure on R4, that is a continuous linear
form on (C2(R%), [|||..), the space of compactly supported continuous functions on R*
equipped with the sup-norm. Note also that the measure v* and ¢! are completely char-
acterized by the linear statistics {(v*,¢) | ¢ € CO(R?)} and {(v!1,¢) | ¢ € CO(RA)}
respectively.

Lemma 2.7. Let Z C R be closed and discrete and let A be a non-empty finite set. Using
the notations introduced above, we have v* = Y TP, (7).

Proof. Recall that R4 = |_|I€7DA A4 7. Then, we have:

DT S I S

rEZA ZePa \z€Z4NAA 1

Let T € P4, recall that (7 defines a smooth diffeomorphism from R% \ Az onto A AT
Moreover, 17(Z% \ Az) = ZAN A4 1 (see Definition 2.2 and 2.3). Hence,

Z 0g = Z Ouz(y) = Z (LI)*(Sy:(LI)*U[I]. 0

IEZAF]AA,I yEZI\AI yEZI\AI

2.2 Stationary Gaussian processes and correlation functions

In this section, we introduce the random processes we study and how they are
normalized. Let f : R — R be a stationary centered Gaussian process. By stationary, we
mean that, for all ¢ € R, the process = + f(x +t) is distributed as f. Let K : R? — R be
the correlation kernel of f, defined by K : (z,y) — E[f(z)f(y)]. Since f is centered, its
distribution is characterized by K. Let s :  — K (0, z) denote the correlation function
of f. The stationarity of f is equivalent to the fact that K(z,y) = k(y — «) for all
(z,y) € R?. Note that, since K is symmetric, then « is an even function.
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Definition 2.8 (CP-process). Let p € INU {oo}, we say that f is a process of class C? (or
a CP-process) if its trajectories are almost surely of class CP.

Let us assume that f is of class C?, for some p € NU {oco}. For all k € {0,...,p} we
denote by f(¥) the k-th derivative of f. We also use the usual notations f' = f(*) and
f" = f®. Then, for all m € IN*, for all z1,...,2,, € R, forall ky,...,k,, € {0,...,p},
the random vector (f*s)(x;))1<j<m is a centered Gaussian vector in R™. Let us denote
by 0, (resp. 0;) the partial derivative with respect to the first (resp. second) variable
for functions from R? to R. For all k£ and [ in {0,...,p}, the partial derivative f 04K is
well-defined and continuous on R2. Moreover,  is of class C?? and, for all k, € {0,...,p},
for all z,y € R, we have:

E [f(k) (l‘)f(l)(y)} _ 3?8%]((.’5, y) = (_1)k',i(k+l)(y — ). 2.1)

In particular, the variance matrix of (f*/)(z;))1<j<m is (fo‘é)ng(xi,xj)) . This
1<i,j<m
material is standard. We refer the interested reader to [31, Appendix A.2 and A.3] for

more details.

Let us now assume that f is a C'-process. If k(0) = 0, then for all + € R, almost
surely f(z) = 0. Then, almost surely, f is continuous and for all z € Q, f(z) = 0.
Hence f is almost surely the zero function. Similarly, if ”(0) = 0 then f’ is almost
surely the zero function. Hence f is almost surely constant, equal to f(0) ~ N (0, x(0)).
These degenerate situations are well-understood, and we will not consider them in the
following. That is, we assume that Var(f(0)) = «(0) > 0 and Var(f’(0)) = —«"(0) > 0.
Without loss of generality, up to replacing f by:

N VO
) ( w"(0) )

we may assume that x(0) = 1 = —«"(0).

Definition 2.9 (Normalization). We say that a stationary centered Gaussian process f of
class C! is normalized if its correlation function  satisfies £(0) = 1 = —x''(0).

In the rest of this paper, unless otherwise specified, the random process f is always
assumed to be a normalized stationary centered Gaussian process at least of class C*.

Recall that, in Theorems 1.6 and 1.14, we consider a normalized Gaussian C*-process
f whose correlation function x satisfies some form of decay at infinity, as well as its first
derivatives. In the remainder of this section, we discuss these conditions. Let us first
check that they make sense. Let! € {0,...,k}, for all z € R we have:

K (@) = B[00/ @) < B[00 B[f0@)?] < 520,
and, if ] < k,
KD (@) = B[/D(0) O (@) < B[f00°] B[f0@)?] < x242 0))(0).

Hence, x and all its derivatives of order at most 2k are bounded on RR. Recalling
Notation 1.3, this means that ||«[|, , is well-defined for any [ € {0,...,2k} and n > 0.
Moreover, the previous inequalities show that |||, = max {x?Y(0) | 0 <1 < k}. Note
that asking for ||x||, , to decay at some rate as  — +o0, is just a way to require that
x and all its derivatives of order at most k£ decay at said rate at infinity. For example,
taking into account the parity of «, the hypothesis that | || . m 0 in Theorem 1.14

is equivalent to asking that x(*)(z) P Oforalll e {0,...,k}.
Tr—r+00
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The fact that « tends to 0 infinity ensures the non-degeneracy of the finite-dimensional
marginal distributions of the process f. Let us make this statement precise.

Lemma 2.10 (Non-degeneracy of the marginals). Let p € IN and let f be a stationary
centered Gaussian process of class CP whose correlation function is denoted by k. Let us
assume that k(x) — 0. Let m € N*, let x1,...,2,, € R and letky,..., k, € {0,...,p}

Tr—+00
be such that the couples ((x;,k;))1<;j<m are pairwise distinct. Then, the random vector

(f(’“j)(xj))1< . Is a non-degenerate centered Gaussian vector in R™.
\]gﬂl

Proof. Let us just sketch the proof here. The details are given in Appendix A.2. The
condition that x tends to 0 at infinity implies that the process f is ergodic, which
is equivalent to the fact that its spectral measure has no atom. In particular, the
spectral measure of f has an accumulation point. This condition is enough to ensure the
non-degeneracy of (f*4)(z;)), . as soon as the couples ((z;, k;))1<;j<m are pairwise
distinct. O

We conclude this section by making a few remarks about the content of this section
and its relation to the hypotheses of Theorem 1.13.

Remark 2.11. Let f be a normalized stationary centered Gaussian process and let s
denote its correlation function.

* Since « is even, «/(0) = 0. In particular, for all z € R, the random vector (f(x), f'(x))
is a standard Gaussian vector in R?. That is, for all z € R, f(z) and f/(z) are
independent A/ (0, 1) variables.

* Let z,y € R be such that x # y, the determinant of the variance matrix of
(f(x), f(y)) equals 1 — k(y — x)?. Hence, this Gaussian vector is degenerate if and
only if |k(y — z)| = 1. By Cauchy-Schwarz’s inequality, we have |x(z)| < x(0) =1
for all x € R. Thus, for k = 2, the first non-degeneracy condition in Theorem 1.13
is equivalent to the fact that |x(z)| < 1 for any = # 0.

+ Let k € IN*, if f is of class C* then, by Lemma 2.10, the fact x(z) — 0 is enough

to ensure that f satisfies the hypotheses of Theorem 1.13 at any point 4 € R*. This
condition is sufficient but not necessary, see Lemma A.2 below.

2.3 Zeros of stationary Gaussian processes

Let us now introduce more precisely the random sets we study. Let f be a normalized
centered stationary Gaussian process and let us denote by Z = f~!(0) its vanishing
locus.

Lemma 2.12. Let f : R — R be a normalized centered stationary Gaussian process and
let Z = f~1(0). Then, almost surely, Z is a closed discrete subset of R.

Proof. The process f is almost surely of class C'. By Bulinskaya’s Lemma (see [6, Propo-
sition. 1.20]), since f(z) ~ AN (0,1) for all z € R, we have that f vanishes transversally
almost surely. That is, almost surely, for all € R such that f(z) = 0 we have f'(z) # 0.
Then, Z is almost surely a closed 0-dimensional submanifold of R. Equivalently, Z is
almost surely a closed discrete subset of R. O

Definition 2.13. Let R > 0.

« Weset Zp = 72 ={x € R| f(Rx) =0}.

* Let vp = ) ,cz, 0z (resp. v = ) _,0,) denote the counting measure of Zp
(resp. 7).

* As in Definition 2.6, for any non-empty finite set A, we denote by v* (resp. v14)) the
counting measure of the random set ZA (resp. Z4 \ Ay).
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In this paper, we study the asymptotic distribution of vz as R — +oo through the
asymptotics of its linear statistics (vg , ¢), where ¢ : R — R is a nice enough function.

Notations 2.14. As in Section 1, we will use the following notations.

e Letd:R* - R, forany R > 0 we set p : z — #(E). In particular, if g : R — R,
we have (vg,¢) = (v, ¢r).

e Let A be a subset of some set B, we denote by 1 4 : B — R the indicator function
of A. For example, if A C R, we have Card(Z N A) = (v,14).

Remark 2.15. Let k € IN*, then v/* is the counting measure of Z*\ A,.. Let B be a Borel
subset of R, we denote by Nz = Card(ZNB) = (v, 1g). The k-th factorial moment of Nz
is defined as the expectation of N¥) = Ng(Np — 1) -+ (N — k + 1). As explained in [6,
p. 58], we have NJ[Bk] = (WM &Kt 1p) = (VF 1), hence E[(vM  1p:)] is the k-th
factorial moment of Card(Z N B). We will see below that this quantities are well-defined
in [0, +o00].

3 Kac-Rice formulas and mean number of zeros

In this section, we state the so-called Kac-Rice formulas, that are one of the tools
in the proofs of Theorem 1.6 and Propositions 1.8 and 1.11. The Kac-Rice formulas
are recalled in Section 3.1. In Section 3.2, we related the Kac-Rice density introduced
in Definition 3.1 with the k-point function of the random set Z = f~1(0) defined in
Section 2.3. Then, in Section 3.3, we prove Proposition 1.8.

3.1 Kac-Rice formulas
In this section, we recall the Kac-Rice formulas (see Proposition 3.6). A standard ref-
erence for this material is [6, Chapters 3 and 6], see also [2, Chapter 11]. Note however
that formulas of this kind already appear in the work of Cramér and Leadbetter [13].
First, we need to introduce the Kac-Rice densities associated with a non-degenerate
Gaussian process of class C'.
Definition 3.1 (Kac-Rice densities). Let f be a centered Gaussian C'-process. Let k € IN*
and let © = (z;)1<i<k € R*. We denote by

Dy.(x) = det (Var(f(z1),. .., f(zr))). (3.1)

If (f(x1),..., f(xr)) is non-degenerate, i.e. if Dy (x) # 0, we denote by

k
Ni() =BT I (@)l|Vi € {1,.... k}, f(a:) = 0] , (3.2)
=1
the conditional expectation of |f'(x1)|- - |f'(xx)| given that f(x;) = --- = f(xy) =0, and
by
Ni(z)
= . 3.3
SSNCE R NEE o

We refer to p;. as the Kac-Rice density of order k associated with f.
Remark 3.2. By Lemma 2.10, if k() m 0 then, for all £ € IN* the Kac-Rice density
pr is well-defined on R* \ Aj. Note however that D; always vanishes along Ay.
Example 3.3. Let f be a normalized Gaussian process (see Definition 2.9)
e Forallz € R, f(z) and f’(x) are independent A/(0, 1) variables (see Remark 2.11).
Hence, D;(x) = Var(f(x)) = 1 and Ny (z) = E[|f'(z)]] = \/g Thus, p; is constant

equal to 1.
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* Let x denote the correlation function of f. We have Ds(z,y) = 1 — k(y — x)? for
all (z,y) € R?. Hence p, is well-defined on R? \ A, if and only if |x(z)| < 1 for all
x € R\ {0}.

Notation 3.4 (Symmetric group). Let A be a non-empty finite set, we denote by & 4
the group of permutations of A. For alloc € &4 and z = (74)aea € R*, we denote by
0= (Ts(a))aca. f A={1,...,k}, we denote &;, = & 4 for simplicity.

Lemma 3.5 (Symmetry). Let k € IN*, we have Dy (o) = Dy(x) for allz € R¥. Moreover,
if Di(x) # 0, then Ny (o - x) = Ni(z) and pi(o - ) = pr(z).

Proof. Let o € &}, and let ¥ denote the linear map z — o - z. For all 2 € R¥, we have:

Dy(o-x) = det Var(f(z,(1)), - - -+ f(Zor))) = det Var(S (f(z1), ..., f(zx))) = det(Z)* Dy ().

Since the matrix of ¥ in the canonical basis of R* is a permutation matrix, det(X)? = 1.
This proves that Dj, is symmetric on R*.

If Di(xz) # 0, the first point shows that Dy(o - x) # 0, so that Ni(z), Ni(o - z),
pr(x) and pg(o - ) are well-defined. To conclude the proof it is enough to check that
Ni(o - ) = Ni(x). This follows from the definition of N, see Equation (3.2). O

We can now state the Kac-Rice formula itself.

Proposition 3.6 (Kac-Rice formula). Let f be a centered Gaussian process of class C*
and let Z denote its zero set. Let k € IN* and let v[¥] be the counting measure of Z* \ A,.
Let U be an open subset of R such that, forallz € U \ Ak, Di(z) # 0 (cf. Definition 3.1).
Let ® : R* — R be a Borel function supported in U satisfying one of the following
conditions:

e the function ® is non-negative;
» the function ®p;, is Lebesgue-integrable on R¥;

» the random variable (vI*l | ®) is integrable.

Then we have:

E Kl/[k] ,'1>>} = /e]Rk O (x)pg(x) dz,

x

where dz denote the Lebesgue measure of R¥.

Proof. We refer to [6, Theorem 3.2] for a proof of this result (see also [6, Theorem 6.2
and 6.3]). Our statement of the Kac-Rice formula differs from those that can be found
in [6]. Let us comment upon the differences.

In [6], the authors are concerned with the so-called factorial moments of the number
of zeros of f in some Borel set B C R. As we already explained in Remark 2.15, the k-th
factorial moment of Card(Z N B) is E [(v!* 1 5. )]. Hence, Azais and Wschebor state and
prove Proposition 3.6 in the case where @ is the indicator function 1 z», where B is an
interval in [6, Theorem 3.2] and a Borel set in [6, Theorem 6.2 and 6.3]. Their proofs
can be adapted to deal with a Borel function ®. Alternatively, once the result is proved
for the indicator function of a Borel set, it also holds for simple functions. Then, we
conclude by approximating the positive and negative part of ® by simple functions and
applying Beppo Levi’s Monotone Convergence Theorem. O

Remark 3.7. The only place where we use the Kac-Rice formula with U # RF is the
proof of Lemma 3.11, where we prove that p; coincides with the k-point function of Z.
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Remark 3.8. We prove below that, if f is of class C* and its correlation function  is such
that HK”km tends to 0 as n — +oo, then the function pj, is bounded (see Theorem 1.14).
In this case, the second condition in Proposition 3.6 can be replaced by the Lebesgue-
integrability of ® on R*. In particular, this implies that for any integrable function
® : R¥ — R the random variable (v* | ®) is almost surely well-defined.

3.2 Kac-Rice density and k-point functions

In this section, we show that the Kac-Rice density pj, introduced in Definition 3.1 is
in fact the k-point function of the point process Z = f~1(0) introduced in Section 2.3.
First, we need to prove the continuity of py.
Lemma 3.9 (Continuity). Let f be a centered Gaussian process of class C'. For all

k € IN*, the maps Dy, Ni and p; appearing in Definition 3.1 are continuous on their
domains of definition.

Proof. Let k € IN*, for all x = (xi)lgigk S Rk, let us denote by Xk(l‘) = (f(xi))lgigk and
Yi(x) = (f'(%:))1<i<k. Then, (Xi(z), Yi(z)),crr is a continuous centered Gaussian field
with values in R?*. We write the variance matrix of (X, (z), Yx(z)) by square blocks of

size k as:
(@k@:) tEk(:c)>
Ere(z)  Qi(z))’
where O, =}, and ), are continuous on R¥. Then, D, = det(©y,) is continuous on R*.
If + € R” is such that Dy (z) # 0, then Yj(z) given that X (z) = 0 is a well-defined
centered Gaussian vector of variance matrix A, (z) = Qi () —Zx (2)Ok (z) ! 'Ex () (see [6,
Proposition 1.2]). Note that A}, is continuous on {z € R* | Dy (z) # 0}. Then,

k

I112i()l

i=1

Nk(i) =K

)

where (Z1(z),..., Zx(z)) ~ N(0,Ax(z)). Thatis, Ni(z) = IIx(Ax(z)), where IIj is the
map defined in Definition C.1. Since 1l is continuous (see Corollary C.3), the function
Ny, is continuous on {z € R | Dy(z) # 0}, and so is py. O

Let us now consider a normalized centered stationary Gaussian process f which is C!.
By Lemma 2.12, its zero set Z is a discrete closed subset of R almost surely. That is 7 is
random point process in R.

Definition 3.10 (k-point function). Let = = (z;)1<i<k € R¥ \ Ay, the value at x of the
k-point function of a random point process Z is defined as:

3

. 1
gg% (2e)k =

k
H Card (ZN[x; —e,2; +€])
i=1

if this limit is well-defined.
We can now make precise our claim that pj is the k-point function of Z.

Lemma 3.11. Let k € IN* and let f be a normalized centered stationary Gaussian C'-
process. Let us denote by Z the vanishing locus of f. Then, for all * = (z;)1<;<r € RF
such that Dy(z) # 0, we have:

k
1
WIE 1_[1Card (ZN|z;—e,x; +¢]) — (),
im
where py, is the function appearing in Definition 3.1.
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Proof. Since Dy(x) # 0, by continuity of Dy, (see Lemma 3.9) there exists a neighborhood
U of = such that Dj, does not vanish on U. Note that this implies U C R* \ Aj.

Let € # 0. Without loss of generality, we can assume ¢ to be positive and small enough
that Hle[xi —&,x; + €] CU C R*\ Ay. In particular, the intervals ([z; — €, 7; + €])1<i<k
are pairwise disjoint. Let C' denote the cube [—1, 1]’C . Using the notations introduced in
Definition 2.13 and Notations 2.14, we have:

k
HCard (ZN[zi—e,x;+¢]) = Card (ZF N (x +£0)) = (V¥ 1pyec) = <1/[k] 7]1m+sC> ,

i=1

since = 4 £C does not intersect A;. The function p; is well-defined and continuous on U.
Then, by the Kac-Rice formula of order k (see Proposition 3.6), we have:

k

1

— HCard(Z N[z; —e,z; +e])
i=1

1
22" = e P )

since = + £C has volume (2¢)* and py, is continuous at z. O

3.3 Proof of Proposition 1.8: expectation of the linear statistics

A first application of the Kac-Rice formulas (cf. Proposition 3.6) is the computation
of the expectation of the linear statistics (vr, ¢) (see Section 2.3), where R > 0 and
¢ : R — R is either non-negative or integrable. In this section, we address this problem
and prove Proposition 1.8.

Proof of Proposition 1.8. Let R > 0 and let ¢ : R — R be non-negative or integrable. By
definition of vg and ¢r (see Section 2.3), we have E[(vg, ¢)] = E[(v,dr)]. We apply
the Kac-Rice formula for £ = 1, bearing in mind that p; is constant equal to % (see
Example 3.3). We obtain:

Bltvn, o) = Bl o] = B[(Won)] =+ [ onwar =2 [ owar

T J_ o s
Forall ¢ € CO(R) we have: (E[vg] ,¢) = E[(vr,$)] = (£dz,¢). Hence, Elvg] = £dz. O

As explained in Remark 1.9, applying Proposition 1.8 for the positive function |¢|
allows to prove that, if ¢ is integrable then, for all R > 0, (vr, ¢) is almost surely well-
defined. We can do a bit better than that. For example, let £ denote the following space
of functions:

&= {¢ : R — R Lebesgue-measurable | 3C > 0,3a > 1,Vz € R, |¢(x)| < Hc{a} .
x

For all C > 0 and o > 1, we denote by ¢c, : = ﬁ from R to R. By Proposition 1.8,
for all C > 0 and @ > 1 such that C' € Q and « € Q, we have (V,9¥c ) < +0o almost
surely. Hence, almost surely, for all ¢ € £, we have (v, |¢|) < +oo. A function ¢ belongs
to £ if and only if it is bounded and ¢(z) = O(|z|™“) as |z| — +o0, for some a > 1. Thus,
if p € £, then ¢ € £ for all R > 0. Finally, we obtain that, almost surely, for all ¢ € &, for
all R > 0, we have (v, |¢g|) < +o0, i.e. (vg,¢) = (v, ¢r) is well-defined. Of course, in
this example, the family {¢)c | C > 0, > 1} can be replaced by any countable family
of non-negative integrable functions. The same idea shows that vy almost surely defines

a tempered distribution.

Lemma 3.12. Using the same notations as in Proposition 1.8, almost surely, forall R > 0
we have vy € S'(R).
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Proof. We recalled the definitions of S(R) and S’(R) in Definition 1.18. For all ¢ € S(R),
we denote by C(¢) = maxzern |(1+ 22)¢(z)|. Note that ¢ — C(¢) is one of the norms
defining the topology of S(R). In particular, C'(¢) — 0 as ¢ — 0 in S(R).

Let ¢ : & — 75z. By Proposition 1.8, almost surely (v,4) < +oco. Let us consider a
fixed realization of v in the full probability event such that (v,) < +o0o. Forall R > 0
and all ¢ € S(R) we have:

(vr,|9l) = (v, |érl) < C(gr) (v, ¥) < C(P)R* (v, ).

On the one hand, this shows that (v, ¢) is well-defined. On the other hand, for all R > 0,

(VR , )| < C(¢)R? (v, ) P 0.

Thus the linear form ¢ — (vg, ¢) is continuous on S(R), i.e. vg € S'(R). O

4 Proof of Proposition 1.11: asymptotics of the covariances

This section is concerned with the proof of Proposition 1.11. In all this section, we
consider a Gaussian process [ satisfying the hypotheses of Proposition 1.11, that is
f is a normalized stationary centered Gaussian C2-process. Moreover, the correlation
function « of f is such that x and «” are square-integrable functions that tend to 0 at
infinity.

First, in Section 4.1, we prove that the asymptotics given in Equation (1.1) holds.
Then, we prove the positivity of the constant ¢ (see Equation (1.2)) in Section 4.2.

4.1 Asymptotics of the covariances

In this section, we prove that Equation (1.1) in Proposition 1.11 holds. The content
of this section is close to what can already be found in the literature, for example in
the work of Cuzick [15]. The main difference is that we added test-functions ¢; and
¢2 in Equation (1.1), where other authors generally consider the case ¢1 = ¢2 = 1g 4.
However, some of the notations and auxiliary results of this section will also be used in
the proof of Theorem 1.6 (see Section 7.5). Besides, the proof of (1.1) is a good toy-model
for the proof of Theorem 1.6, which is another reason to write it in full here.

We first introduce a density function F' (see Definition 4.1) and state some of its
properties in Lemmas 4.2 and 4.3. The proofs of these lemmas are postponed until
Appendix B. Then we establish Equation (1.1).

Since k tends to 0 at infinity, by Lemma 2.10, the Kac-Rice density p» is well-defined
on R?\ A, (see Remark 3.2). Moreover, since f is stationary, we have ps(z, 7+2) = p2(0, 2)
for all z # 0 (see Definition 3.1).

Definition 4.1. We denote by F : z +— p3(0,2) — 5 from R\ {0} to R.

Note that, for all « # y, we have pa(x,y) — p1(2)p1(y) = F(y — x). It is possible to
compute a somewhat more explicit expression of F'.

Lemma 4.2. For all z > 0, we have:

1 (1—k(2)?—FK(2)? .
F(z)=F(-2) = = 3 1 —a(2)? + a(z)arcsin(a(z)) ) — 1|,
: < T ) ) )

K
where a(z) = el-1,1
(2) 1—k(2)? —K'(2)? | ]
Proof. See Appendix B.1. O
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Lemma 4.3. Under the hypotheses of Proposition 1.11, we have:

1
F(z) — —— and F(z) —— 0.

z2—0 2 |z| =400
Moreover, the function F' is Lebesgue-integrable on R.
Proof. See Appendix B.2. O

Assuming that Lemmas 4.2 and 4.3 hold, we can now prove the first part of Proposi-
tion 1.11. An important step is the following lemma, which will also appear in the proof
of Theorem 1.6.

Lemma 4.4. Under the hypotheses of Proposition 1.11, for all R > 0 we have:

_ LAPNE] _ R
ma(VR) (01, ¢2) = /]R2 ¢1(R) ¢2(R) F(y —x)dxdy + - /]Rﬁbl(ff)@(x) dx,
where F' is the function introduced in Definition 4.1.

Proof. Let R > 0 and let ¢; and ¢ be two Lebesgue-integrable functions such that ¢, is
essentially bounded and continuous almost everywhere. Note that ¢;¢- is integrable.
By Remark 1.9, the random variables (v, ¢1), (Vr, ¢2) and (vr, ¢1¢2) are almost surely
well-defined and integrable. Using the Notations 2.1, we have ¢r = (¢1)r X (¢2) g and:

ma(vr)(¢1,02) = E[(vr, ¢1) (VR , ¢2)] — E[{vr, 1) E[(vr , ¢2)]
=E[(1?,¢r)] —E[v, (61)r)| E[(v, (2)r)]
=B WQ] 7¢R>} +E[v, (4102)r)] — E[(v, (01)R) E[(v, (¢2)R)] -

The middle term in the previous expression equals E[(vr , ¢1¢2)] = £ Jg 01(x) o (x) da,
by Proposition 1.8. We compute the other two terms by the Kac-Rice formulas of order 1
and 2. By Lemma 3.9, p; is continuous on R? \ A,. By Lemma 4.3 and Definition 4.1,
the function p; is bounded on R? \ A,. Thus, ¢rps is Lebesgue-integrable on R?. Then,
by Lemma 2.10, the hypotheses of Proposition 3.6 are satisfied. Recalling that p; is
constant equal to % (see Example 3.3), we obtain:

B[(v . 6n)] ~ E[w, (6)) Bl (¢2))]
= [ 1) 02(%) tales) = @pa(w) dwty

= [ oi(F)oa(F) Fu—aaray. 0

Proof of Equation (1.1). Under the hypotheses of Proposition 1.11, we apply Lemma 4.4,
which yields:

R
mavm)(on.00) = [ () oa() Plu—a)ardy+ 2 [ 61(@ponta) da.
By a change of variable, we obtain:
/]R2 o1 (%) o2 (%) F(y—2x)dady = R/]R2 o1(x)do (:v + %) F(z)dzd-=.
Let us define g : (z,2) — ¢1(x)¢2(x)F(2) and gg : (z,2) — ¢1(x)d2(z + %) F(2) for all

R > 0. Since ¢, is continuous almost everywhere, gr simply converges toward g almost
everywhere on R?. Besides, for all (7, z) € R? we have:

l9r (2, 2)| < [|@2)lo 61 ()] [F(2)],
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where ||$2||,, stands for the essential supremum of ¢,. Since ¢; and F are integrable on
R (see Lemma 4.3), the right-hand side is integrable on R?. By Lebesgue’s Dominated
Convergence Theorem, we get:

[ o@en(a+ ) FE@araz ( [ s da:) ( IRE dz) |

Putting together everything we have done so far, as R — +oo, we have:

+o0 1 +oo
maln)(on o) = ([ ar@enteydn) (24 [ FG)s) 4otm
Finally, by Lemma 4.2 and Equation (1.2), we have: % + f:f F(z)dz = 02, hence the
result. O

4.2 Positivity of the leading constant

The goal of this section is to conclude the proof of Proposition 1.11, by proving that
o2 > 0, see Corollary 4.8 below. Recall that o2 is given by Equation (1.2) and that ¢ is its
non-negative square root. It is not clear from its expression that o2 is positive. Indeed,
Equation (1.2) can be rewritten (cf. Section 4.1) as:

™

1 Heo
0227—1—2/ F(z)dz,
0

where F' is defined by Definition 4.1. The function F' is not non-negative since it tends
to —7%2 as z — 0 (see Lemma 4.3). In fact, on several examples 2 f0+oo F(z)dz < 0 and
we would need to compare this integral with —% in order to deduce the positivity of o2
from the previous expression.

Our proof does not use Equation (1.2), but relies on the Wiener-It6 expansion of
(vr,1jp,1)) derived by Kratz-Leon in [26]. It is not necessary to know about these
Wiener-It6 expansions to understand what follows, and we refer the interested reader
to [26].

Proposition 4.5. Let f be a normalized centered stationary Gaussian C?-process and
let Z denote its zero set. Then, for any R > 0, there exists a square-integrable centered
random variable X such that:

R
Card (Z N[0, R)) = 2 4 2i/ F(@)? — f(x)2dz + Xn.
i iy 0

R
Moreover, / f'(z)* — f(x)*dx is a square-integrable centered random variable and we
0

R
(/0 fl(x)? — f(x)? dx) XR] =0.

Remark 4.6. One can check that, since f is normalized (see Definition 2.9), we have:

/ORf(x)2dx] :/ORIE[f($)2] dx:/ORdg;:R

and, by Cauchy-Schwarz’s Inequality:

f 2 i ot 2 00012 : 413 i 2
E (/0 fx) da?) :/0 /0 E|[f(z) f(y)]dzdy<</0 E|[f(z)] da:) = 3R".
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Thus fOR f(x)?dx is square-integrable of mean R. Similarly, fOR f'(z)?dz is square-
integrable of mean R. Hence the difference of these terms is indeed square-integrable
and centered.

Proof of Proposition 4.5. This result is a simplified version of [26, Proposition 1]. Note
that this result holds for a normalized process f whose correlation function x satisfies
5(4)(0) < +o0o (see [26, Condition (1), p. 238]). Here, our process f is of class C?, hence
this condition is satisfied.

Let us denote by Nz = Card(Z N [0, R]). Kratz and Leon prove that an expansion of
the form:

NR = E[NR] +ZNR[C]]

g=1

holds in the space of L?-random variables, where the (Ng[q]),>1 are uncorrelated cen-
tered random variables. Using Proposition 1.8 and setting Xz = > >2 NEg[q], we have:

NR:§+NR[1}+XR,

where Nz[1] and Xy are centered L?-random variables such that E [J\/’ r[1] X R] = 0.

Then, [26, Proposition 1] gives an expression of ANz[g], for all ¢ > 0. In particular, we
have:

R R
Na[1] = aghs(0) / Hy (f () Ho(f () da + asbo(0) / Ho(f () Ha( () do.

Here Hy(X) = 1 and Ho(X) = X2 — 1 are the Hermite polynomials of degree 0 and 2

respectively, ag = \/g and as = \/% by [26, Lemma 2], by(0) = \/% and by(0) = —~
by [26, Proposition 1]. Finally, a direct computation yields:

3l

1
T or

R
Nr[1] /0 f'(x)? = f(x)*da. O

Lemma 4.7. Let f be a normalized centered stationary Gaussian C?-process and let k
denote its correlation function. We assume that « and k" are square-integrable and that
k(z)k' () — 0 as * — +o0. Then,

R——+oc0

1 R ’ 2 2 oo " 2
RVar(/O F@)? — f(a) dx) —>4/0 (k(z) + &'(2))? da.

Proof. As explained in Remark 4.6, fOR f'(z)?— f(x)? dx is square-integrable and centered.
For all R > 0, we have:

R 2 2 R’ / 2 2 ’
Var< | r@r-r@ da:) —E ( | e - dx)

R /R

By Wick’s Formula (see [2, Lemma 11.6.1]), if (X, Y) is a centered Gaussian vector in R?,
then we have E[X?Y?] = E[X?] E[Y?] + 2E[XY]’. For example, using the stationarity
and normalization of f, we have:

E[f(2)2f(y)?] = E[f(2)?] BE[f()?] + 2BE[f(2)f(y)]* = 1 + 2k(y — z)*.
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Applying Wick's Formula to ((x), /(4)), (f(«). f' (1), (f(x), [ (4)) and (f'(x), J'(4)) yields:

R/ 2 2 _ n R// 71,27 Ii/ 7332 71,2%
v(/ () — fx) dx)?/o / Ky — 2)° — 26 (y — 2)? + wly — 2) dedy
R

= 2/0 (/I:x K" (2)% = 26/ (2)? + K(2)? dz> dz

—9R /0 1 ( [ 1:1) W (2)2 — 26 (2)2 + (2)? dz> dz.

Integrating by parts, we have:

R(1—x) R(1—x)
/ K (2)?dz = k(R(1 — 2))&'(R(1 — z)) — k(—Rx)x' (—Rx) — / k(2)k(z)" dz,
—Rx —Rx
so that

R(1—z) R(1-x)
/ K'(2)? = 2k (2)? + K(2)?dz = / (k(2) + K" (2)) dz

—Rx —Rx
+r(R(1 — )k (R(1 — z)) — k(—Rx)r'(—Rx).

Recall that x«’ tends to 0 at infinity and that « is even. Letting R — +oc in the previous
equation, we obtain for any z € (0,1):

R(1—x) 400 9
/ K'(2)? — 26/ (2)? + K(2)? dz ——— (k(2) + &"(2))" dz,

—Rzx R—+o0 —00

where the right-hand side is finite since both « and x” are square-integrable. By
Lebesgue’s Dominated Convergence Theorem, we get:

1 R"Q— z)%dx +Oo/<;,z K (2))° dz
RVar</Of(l) f()d>—>4/0 (5(2) + 5" (2))" d.

R—+oc0

In this last step the dominating function is constant on [0, 1] equal to:

+oo
2l + [ k(a) + () d .

— 00

The following corollary proves the positivity of o2 and concludes the proof of Proposi-
tion 1.11.

Corollary 4.8 (Explicit lower bound on ¢?). Let f be a normalized centered stationary
centered Gaussian C?-process and let « denote its correlation function. Under the
hypotheses of Proposition 1.11, the constant o? defined by Equation (1.2) satisfies:

2 1ot

0% > (k(2) + K" (2))* dz > 0.

w2 Jy
Proof. Let Z denote the zero set of f and let v denote its counting measure, as in
Section 2.3. As we already said, we have: Card(Z N[0, R]) = (v,1Ljo,5)) = (vr,1p1))-
We use the asymptotics given by Equation (1.1) with ¢; = ¢ = 1jg1;. Note that this
asymptotics was already proved to hold, in Section 4.1. Then, as R — +o0,

mQ(VR)(]].[O)l], ]1[071]) = Vaf(<VR N ]1[071]>) = RO'2 + O(R)
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. 1 2
That 1S, R Var(Card(Z n [0, R])) m g~.

By Proposition 4.5, we have:

1 R
Var(Card(Z N[0, R])) > ﬁVar </ Fl(2)? = f(x)? dx> .
n 0
We divide by R and let R — +o00. By Lemma 4.7, we have:

1 1
o? = lim EVar(Card(Z N[0, R])) =

R—+o0 7'(‘2

+oo 9
/ (k(z) + K"(2))" d=.
0

In order to conclude the proof, we need to check that the right-hand side of the
previous equation is positive. It is clearly non-negative. If it were zero, then « would be
an even function of class C? such that x(0) = 1, ¥/(0) = 0 and Vz > 0, k(2) + " (2) = 0.
That is we would have x(z) = cos(z) for all z € R. This would contradict our hypotheses
on «, for example the fact that x(2) P 0. Thus,

+oo
/0 (k(2) + K" (2))* dz > 0. O

5 Divided differences

In this section, we introduce another important tool that we will use in the proofs of
Theorems 1.6, 1.13 and 1.14: the divided differences. The divided differences associated
with a point z € RP and a function f € CP(R) are coefficients of the Hermite interpolation
polynomial of f at x (see Definition 5.6 below). As such, they are an important object in
polynomial approximation and are well-studied. In Section 5.1, we define the divided
differences and the related Hermite interpolation polynomials. In Section 5.2, we state
the properties of the divided differences that we are interested in. Most of the material of
these two sections is classical and can be found in the survey [19]. Finally, in Section 5.3,
we study the distribution of the divided differences associated with a stationary centered
Gaussian process.

5.1 Hermite interpolation and divided differences

The goal of this section is to define the so-called divided differences associated with
a point z € R? and a function f € CP~1(R). First we define the evaluation at € R” and
introduce some useful notations. Then we define the Hermite interpolation polynomial
of f at x and the associated divided differences in Definition 5.6.

Definition 5.1 (Evaluation map). Let p € IN* and let v = (2;)1<i<p € RP. For all
i € {1,...,p} we denote by c;(x) = Card{j € {1,...,i — 1} | z; = z;}. We denote by
ev, : CP"1(R) — RP the evaluation map defined by:

(ci(®) (.
evy : fr— (f(ml)) .
1<i<p

ci(x)!

Example 5.2. If 2 = (2;)1<i<p € RP\A,, thenev, : f = (f(z1),..., f(zp)) is the classical
evaluation map at the points (z;)1<i<p- On the diagonal, we also evaluate derivatives of
foife = (y1,...,Y1,- - Ym,---,Ym), Where the (y;)1<;<m are distinct and y; is repeated
kj + 1 times, then p = 377", (k; + 1) and

f(kl) y f(km) ym
evs F o (S £ e T ), ) )
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More generally, with the notations of Section 2.1, let Z € P, let y = (yr)rezr € RT \ Az
and let z = 17 (y) € A, 7. Then, for any f € CP~*(R), we have:

O]
eva(f) = (f _(yl)

il )IEI,O<i<I| .
Definitions 5.3 (Newton polynomials). Let p € IN* and let z = (z;)1<i<p € RP.

e We denote by R,,_1[X] the space of polynomials in X of degree at mostp — 1.

e For all j € {0,...,p — 1}, we denote by P} = {zl(X — x;) the j-th Newton
polynomial associated with .

e Let M(x) denote the matrix of the restriction of ev, to R,_:1[X], in the basis
(PY,...,PP~1) of R,_1[X] and the canonical basis of R¥ (see Example 5.10.1 below).

Lemma 5.4. Let p € IN* and let © = (2;)1<i<p € RP. The matrix M (z) = (M;;(z))

is lower triangular and, for alli € {1,...,p}, we have:

Mii(.’lﬁ) = H (.’L‘i — l‘}g).

(ke {L,i1}anes)

1,<4,j<p

Moreover, if 1 < j < i < p, the coefficient M;;(x) vanishes when c;(xz) > j (cf. Defini-
tion 5.1), and is an homogeneous polynomial of degree j — 1 — ¢;(x) in (z; — 2;)1<i<;
when ¢;(z) < j.

Proof. Let x = (z;)1<icp € RP and let ¢,j € {1,...,p}. By definition of M (xz), we have

(pwj—l)(cl'(x)) ()

+ 1. Hence, z; is a root of P/~! of multiplicity

Ifi < j, then Card{l < j | z; = 2;} > ¢;(x)
) = 0. Thus M (z) is lower triangular. Then, if i = j,

at least ¢;(x) + 1, and (PJ~1)(©(®) (g,
we have
P = (X =)@ T (X — ),
keK

where K = {k € {1,...,i — 1} | m # x;}. Hence, M;;(z) = [ [, cx(7:i — 7) as claimed.

Let us now assume that j < i. If ¢;(x) > j, since P/~! has degree j — 1 we have
(PI~1)(®) = 0, and M;;(x) = 0. If ¢;(x) < j, then (P{~1)(¢(*)) is a sum of terms which
are products of exactly j — 1 — ¢;(z) factors of the form (X — z;), where 1 < I < j.
Thus M;;(z) is some homogeneous polynomial of degree j — 1 — ¢;(z) evaluated on
(i — 21)1<i<j- O

Corollary 5.5. For all = € R?, the restriction of ev, is an isomorphism from R,_,[X]
to RP.

Proof. By Lemma 5.4, the matrix M (z) of this linear map is lower triangular and its
diagonal coefficients are non-zero. O

We can now define the Hermite interpolation polynomial of f at z € RP and the
divided difference [f],(x). The meaning of the name “divided difference” is not obvious
in the following definition. The terminology will become clearer after we explained how
to compute these divided differences recursively (see Lemma 5.12 below).

Definition 5.6 (Divided differences). Let p € IN* and let x € RP. By Corollary 5.5,
for any f € CP~1(R) there exists a unique 7} € R,_1[X] such that ev,(rf) = ev,(f).
This polynomial is called the Hermite interpolation polynomial of f at x. The divided
difference [f],(z) is defined as its leading coefficient.
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The following lemma shows that the divided differences are the coordinates of the
Hermite interpolation polynomial in the basis of the Newton polynomials defined above,
see Definitions 5.3.

Lemma 5.7. Let p € N* and let x = (z;)1<i<p € RP. Forall f € CP~'(R), we have:

p
wl = [fi@r,. ., z) P

Jj=1

Proof. We prove this result by induction on p € IN*. If p = 1, for any continuous f, the
polynomial 7/ is constant equal to f(x;). Hence, mf = [f]i(z1)P? where [f], = f.

Let us assume that the result holds for p € IN*. Let = = (z;)1<i<p+1 € RPT!, we denote
by Z = (z;)1<i<p- Note that for any f € C?(R), the components of ev;(f) are the first p
components of ev,(f). Then, by Lemma 5.4, we have ev;(P?) = 0. Hence,

vz (wf — [flpir (@)P) = eva(rl) = ova(f).

Moreover, by Definition 5.6, the polynomial mf — [f],+1(x) PP has degree at most p — 1.
Thus, 7/ — [f]p41(z)P? = nf Y [flj(21,. .., x;)P]~", where the second equality is

5=

given by the induction hypothesis. This concludes the induction step and the proof. O

Definition 5.8 (Divided differences evaluation map). Let p € N* and = = (z;)1<i<p € R,
we denote by [ev], : CP°"}(R) — RP the linear map defined by

[ev]y : fr— ([f]j(ml,...,xj))1<j<p.

EVA

Lemma 5.9. Let p € IN*, for all € RP we have M (x)lev], = ev,, where ev, is as in
Definition 5.1 and M(z) is defined by Definitions 5.3.

Proof. Let x € R? and let f € C’P~!(R). By Lemma 5.7, the components of [ev],(f) are the
coordinates of the polynomial 7/ in the basis (P})1<;<p of Rp—1[X]. Then, by definition
of M(z) and 7, we have:

M(z)[ev].(f) :evm(wi) =ev.(f). O
Example 5.10. We conclude this section by giving some examples.

1 0
1 To — T1

[fli(z1) 1\ _ i (fE)y_ (1 0 fle)) _ [ fla)
([f]z(xl,:m)) ~ M (f(m)) B (1 1) (f(xﬂ) B (f”_f”> '
2. Letp € IN*, let z = (7:)1<i<p € RP and let f € CP~1(R). If there exists z € R such
that z; = z foralli € {1,...,p}, then ev,(f) = (f(z), ey f(p_l)(z)) and M (z) is the

1. Let f € CY(R) and (x1,72) € R?\ Ay, we have M(z) = ( > Hence

D!
identity matrix of size p. Then, 7r£ is the Taylor polynomial of degree p — 1 of f at z
j—1
and [f];(z1,....2;) = L2, forall j € {1,...,p}.
3. Let p € N* and (Q?i)lgigp € R? \ Ap Let f € CP(R) be such that [.ﬂj(l‘l, . ,QL‘]‘) =0
forallj € {1,...,p}. Leti € {1,...,p}, we denote by z = (z1,...,z,,7;) € RP*. By
Lemma 5.7, we have 7/ = [f],41(z1,. .., 2p, ;) H§:1(X — ;). Hence,

Fla) =@ @) = M, wpw) [ (@—a).
JE{1,....p1\ {7}
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5.2 Properties of the divided differences

Let us now derive some interesting properties of the divided differences defined in
Definition 5.6. They will be useful in Section 6, to obtain new expressions of the Kac-Rice
densities (cf. Definition 3.1) and prove clustering results for these densities.

Recall that we denoted by o - « the action of 0 € &, on x € R by permutation of the
indices (see Notation 3.4).

Lemma 5.11 (Symmetry). Let p € N* and f € CP"'(R). Forallz € R? and all o € &,
we have 7., = n/. In particular [flp(c - x) = [f]p(x), that is the function [f], : R» — R is
symmetric.

Proof. Let x € RP. By Remark 2.4, there exists a unique Z € P, such that 2 € A, 7.
Moreover, there exists a unique y = (yr)rezr € R \ Az such that z = 17(y). By Defini-
tion 5.6, the polynomial 7/ is the only element of R,_;[X] such that(7] — £)®(y;) =0
forall I € 7 and all ¢ < |I|. The set {(ys,|I|) | I € Z} is invariant under the action of o
on x by permutation of the components. Hence 7., = wgf and, looking at the leading
coefficients, we have [f],(c - ) = [f],(z). O

The following result shows that the divided differences can be computed recursively,
at least if the interpolation points z1,...,z, € R are distinct. It also explains the name
“divided differences”.

Lemma 5.12 (Inductive definition). Let p € IN*, let f € CP(R) and = = (x;)1<i<p+1 € RPT!
be such that x,, # x,+1. Then, we have:

[flps1(z) = [ﬂp(mh...,iﬂp17-%;;111)—3[:?1)(.%‘1...,1;1)hxp).

Proof. Let 0 € &, be defined by o(p) = p+ 1, o(p+ 1) = p and o(i) = ¢ for all
i€ {l,...,p—1}. Using Notation 3.4, by Lemmas 5.7 and 5.11, we have:

p+1 p+1
0= ’/Tf]cc - Trc{:'z = [f]j(xla cee 7xj)Pajcil - Z[.ﬂj(xa(l)7 cee »zo(j))Pg;l‘
j=1 j=1

We have PJ,' = P/~ for j € {1,...,p}. Moreover, [f];(Zo(1):- - - To(j)) = Lf]j(z1 ..., 2;)
forall j € {1,...,p+ 1} \ {p}. Hence, only the terms of index p and p + 1 do not cancel
out in the previous sums. Dividing by P?~! = Hf;ll (X — x;) = P}, we obtain:

(@pt1—2p) [flpr1 (21, s @p, Tpp1) +[flp (@1, 21, Tpi1) = [flp(@1 - 2po1,2p) = 0. O

Notation 5.13. Let p € N* and = = (z;)1<i<p, We denote by Twin = min{z; | 1 <1i < p}
and by Tmax = max{z; | 1 <i < p}.
Lemma 5.14 (Rolle’s Property). Let p € IN* and f € CP~'(R). For all z = (z;)1<i<p € R,

. (p—1)
there exists £ € [Tmin, Tmax] Such that [f],(z) = ’C(Tl)(f).
Proof. Let x € RP. There exist y; < --- < y,, and ky,...,k,, € IN such that, for all
Jj € {1,...,m}, exactly k; + 1 components of z are equal to y;. With these notations,

Tmin = Y1 and Tpyay = Ym. By Definition 5.6, (f — 7f) has at least p zeros in [min, Tmax),
counted with multiplicity. More precisely, Vj € {1,...,m}, Vk € {0,...,k;}, we have
(f =7))® (y;) = 0.

For all j € {1,...,m — 1}, there exists z; € (y;,y;+1) such that (f — 7f)'(z;) = 0,
by Rolle’s Theorem. Hence (f — 7/)’ has at least p — 1 zeros in [Zmin, Zmax], Namely
21, .., %m—1 with multiplicity 1, and y; with multiplicity k; — 1, for all j € {1,...,m}.
Iterating this procedure, for all k € {0,...,p—1}, the function (f —«f)*) has at least p—k
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ZEros in [Tmin, Tmax), counted with multiplicity. In particular, there exists £ € [Zmin, Zmax]
such that:

(f =mD)P=0(€) = fP7D(E) = (p = DI[f]p(2) = 0. m
Lemma 5.15 (Continuity). If f € CP~'(R), then the function [f], : R” — R is continuous.

Proof. We prove this result by induction on p. If p = 1, then [f]; = f is continuous on R.

Let us now that the result holds for some p € IN* and let f € CP(R). Using Lemma 5.12
and the induction hypothesis, [f],+1 is continuous on {(z1,...,2p11) € RPT! | 2, # 241}
By symmetry (see Lemma 5.11), this map is in fact continuous at any point (z;)1<i<p+1
such that z; # xz; for some ¢,j € {1,...,p + 1}. In order to conclude the proof, it is
enough to prove that, for all z € R,

[f]p+1(x) — [f]p+1(zv LR Z)

z—(2,2,...,2)

We have seen in Example 5.10.2 that [f],41(z,...,2) = %. Let z € RPY!, by

()
Lemma 5.14, there exists £ € [Zmin, Tmax] Such that [f],+1(z) = %. Asz — (z,...,2),
we have z,i, — z and xy.x — 2. The conclusion follows from the continuity of f ®, O

Remark 5.16. Let p € IN* and f € CP(R), for all z = (z;)1<i<p+1 € RP we have:

[flps1(z) = lim [flp(@s -y ap—1,2) = [flp(1, - Tpo1,2p) (5.1)

Z—=Tp41 z— {Ep '

If z, # 2,11, this is follows from Lemma 5.12 and the continuity of [f], (see Lemma 5.15).
If z, = x4 this follows from the first case and the continuity of [f],+1. Thus, one can
define the divided differences recursively as follows: if f € C°(R) then [f]; = f, and
if f € CP(R) the map [f],+1 : RP*! — R is defined by Equation (5.1). This definition is
equivalent to Definition 5.6.

Lemma 5.17 (Regularity). Letp € N* and let k € IN, if f € CP**~1(R) then [f], : R? — R
is of class C*. Moreover, for all ki,...,k, € IN such that k; + --- + k, < k, for all
T = (l‘i)lgigp € RP, we have:

1 ok,

kil kgt ...83@2”

(.’L’) = [f]p+k1+---+kp (xl, ey Ly, Tpy e ,J}p), (52)

where each x; is repeated k; 4 1 times on the right-hand side.

Proof. We prove this result by induction on k. The case k = 0 is given by Lemma 5.15.

For k = 1, let p € IN* and let f € CP(R). By Lemmas 5.12 and 5.15 (see also
Remark 5.16, Equation (5.1)), the map [f], admits a continuous partial derivative with
respect to the p-th variable, given by:

. (‘Tlv"'7xp) = [f}P-‘rl(xla"'a‘TvaP)'

The symmetry of the divided differences (see Lemma 5.11) yields that [f], is of class C!,
with partial derivatives given by Equation (5.2).

Let £ € IN* and let us assume that the result holds for £ and any p € IN*. Let p € IN*
and let f € CP**(R). Using the case k = 1, the map [f], is C! and its partial derivatives
of order 1 are given by Equation (5.2). The induction hypothesis shows that [f],+1 is of
class C*, hence [f], is of class C**!. The induction hypothesis also shows that the partial
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derivatives of order at most k of [f], are given by (5.2). Let k1, ..., k, € IN be such that
ki+---+k,=kandletie {1,...,p}. We have:

kit tkp
3( 1 9 mp)a(zr—>[f]p+k(x1,...,xl,...,a:p,...,xp)),

where each z; is repeated k; + 1 times on the right-hand side. Using the case k£ = 1 for
[f]p+x proves that the partial derivatives of order k + 1 of [f], satisfy Equation (5.2). O

We conclude this section by stating facts that provide some insight on divided differ-
ences. Let p € N* and let z = (z;)1<i<p € R \ A, for all f € CP~1(R), we have:

o) =Y f) ][ ximl
i=1 le{l,...p3\{i} "

This formula is proved by induction on p € IN*, using Lemma 5.12 in the induction step.
Taking partial derivatives in the previous formula and using Lemma 5.17 allows to derive
an expression of [f],(z) for any p € N*, any z = (z;)1<i<p € R? and any f € CP"}(R).
One obtains that [f],(z) is a linear combination of the f*)(x;) with i € {1,...,p} and
k < Card{j € {1,...,p} | ©; = x;}. The coefficients of this linear combination are rational
functions in (z; — x;)1<j<i<p, independent of f. This can already be deduced from the
fact that [f],(z) is the last coordinate of M (z)~!ev,(f) and the expression of M(z) (see
Definitions 5.3 and Lemmas 5.4 and 5.9).

5.3 Double divided differences and correlation function

In the previous two sections, we defined and studied the divided differences of
some regular enough function. The upshot is to consider the divided differences of
the Gaussian process f that we are interested in. Since the evaluation [ev], is linear,
[ev].(f) is a centered Gaussian vector. The goal of this section is to compute and study
its variance.

Let K : R?> — R denote the correlation kernel of f. In order to compute the
coefficients of the variance matrix of [ev],(f), we need to take divided differences of K
with respect to the first variable, then take divided differences of the result with respect
to the second variable. If f was not stationary, this would require to develop a notion of
“partial divided differences” and prove parametric versions of the regularity results of
Section 5.2. This can be done but is a bit cumbersome. Since we consider stationary
processes in this paper, we can avoid these complications and only consider divided
differences associated with the correlation function « : x — K (0, z). We need however to
introduce some additional notations.

Let x : R — R and let K : R? — R be defined by K : (z,w) = r(w — z). If k is CP~}
then, for all y € R, the map K(-,y) : 2 — K(z,y) is of class CP~!. In particular, the
divided differences [K (-, y)] are well-defined for all k € {1,...,p}.

Definition 5.18. Let p € N*, let k € {1,...,p} and let x € C°~'(R). For all x € R¥ and
ally € R, we denote by (k] 1)(2,y) = [K(-,y)|x(x), where K : (z,w) — k(w — 2).

Lemma 5.19. Let p € N* and k € CP"Y(R). Let k € {1,...,p}, forallz = (z;)1<i<k € R¥,
for ally € R, we have:
[R](kvl) (1'7y) = (_1)k71["{]k(y — L1y Y — xk)

Proof. Let K : (z,w) — r(w — z). By Definition 5.6, [k]x1)(2,y) = [K(-,y)]x(x) is the

leading coefficient of m; . Now, recalling Definition 5.1, we have:

K(y)y — . _ 1 9K, — ((_1yei(z) ) (y—ay)
eVa (T, ) = eva(K(-y)) = (Ci(i)‘ daei(®) (x“y))léiék a (( 1)t T a@t ) igick’
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and 7% (¥) is the only polynomial in Ry_;[X] satisfying this condition. On the other

hand, let us denote by y —x = (y — 21,...,y — 2x) € R¥. Foralli € {1,...,k}, we have
¢i(y — x) = ¢;(x). Then, 7/__ (y — X) € Ry—1[X] satisfies:

y—x
T\ y—x ci(z)! y—x t 1<i<k ci(x)! 1<i<k
Thus 7= %) = 7 ,(y — X), and its leading coefficient equals (—1)*[x](y — z). O

A consequence of Lemma 5.19 is that, if k € CP"!(R) and k € {1,...,p}, then for
all z € R* the function [k] 4 1) (2, ) : w — [K]x,1) (@, w) is of class CP~* from R to R (see
Lemma 5.17). In particular, its the divided differences of order at most p — k 4+ 1 are
well-defined, and the following makes sense.

Definition 5.20 (Double divided differences). Let p € IN* and let x € C°P~(R). Let k and
| € N* be such that k + | < p + 1, we denote by [k] ;) : R¥ x R — R the map defined by
[n}(k7l)(z,y) = [[n}(k,l)(x, )]l (y) forallz € R* and y € R'.

Thanks to Lemma 5.14, we can give bounds on the double divided differences
[£](k,1y (%, y). This is the object of the following result.

Lemma 5.21. Let k and | € N* and let x € C*T'=2(R), for all * = (v;)1<;<x € R* and all
y=(yj)igj<i € R!, we have:

HK](k,l) (9C7y)| < max{"‘{(k—i_l_Q) (5)‘ ’ Ymin — Tmax < 5 < Ymax — (Emin} .
Proof. Since [«]((2,y) = [[&]x,1)(z,-)], (y), there exists wo € [Ymin, Ymax) SUch that:

1 oY
(K] (k) (7, ) = =1 900D e, (K] (k,1) (2, W),

by Lemma 5.14. Then, by Lemma 5.19 and Lemma 5.17, we have:
(—1)k=1 9U-D)
(l - 1)' 8w(l*1) lw=wq

1 al—l
= (_1)k_1 Z 1 [Ii]kl (w0_$17...,w0—l‘k)
Ll =l—1 Ll oahy ... Oy

(] (,y (2, y) = [Klp(w — 21, ..., w—x))

:(fl)kfl Z [Klgri—1(wo — 1, ..., W — T1, ..., Wo — Thy ..., Wy — Tk),
L++Hlp=l—-1

where the last two sums are indexed by {(ly,...,lx) € N¥ | [y +---+1; = — 1}, and each
wo — x; is repeated exactly /; + 1 times in the term indexed by (I3, ...,[;) on the last line.

Let (I1,...,1;) € N* be such that [; 4+ ---+ [y = [ — 1. By Lemma 5.14 there exists
&(,....1) € R such that:

Ymin — Tmax S Wo — Tmax < f(ll ..... k) S Wo — Tmin < Ymax — Lmin,
and

EHD(Eqy )
Gri-20

where each term wy — x; is repeated [; + 1 times on the right-hand side. Thus,

[Kleri—1(wo — 21, .., Wo — X1, .., Wo — Tpy -+ o, Wo — Tp) =

|[H](k,l) (.’E, y)| < max { ‘K(k+172) (g)‘ ’ Ymin — Tmax < g < Ymax — xmin}

provided that Card {(Iy,...,l) € N* | Iy + -+l =1 — 1} < (k+1—2)!. This cardinal is
the dimension of the space of homogeneous polynomials of degree (I — 1) in k variables.

Thus, it is equal to (*}'7%) < (k+1—2)!. O
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The double divided differences [] () will appear in the coefficients of the variance
matrix of the Gaussian vector [ev].(f). The key step in this direction is the following
lemma. It also shows how to compute efficiently [K](k,l) from the values of x and its
derivatives. Finally, Lemma 5.22 shows that taking divided differences in the x variable
then in the y variable gives the same result as the converse, which is hinted by the
notation but is not obvious from the definition.

Lemma 5.22. Let p € N* and let k,| € IN* be such thatk +1 < p+ 1. Let K € C°"(R),
forallz = (z;)1<i<k € R¥ and y = (y;)1<j<1 € R! we have:

([ﬂ](i,j)(xl, sy Ty Y1y e 7yj)>1<i<k =
1<l
M(z)-1 <(—1)Cf<f),.;<cz-<m>+cj<y)>(yj — )

t
M(y)~™,
ci(z)le;(y)! ) 1Sick

where ¢;(-) is as in Definition 5.1 and M (-) is as in Definitions 5.3. In particular,

[y (2, )], @) = Wl (@ 9) = [[Klay )], (@).

Proof. Let K : (z,w) — k(w — z). We denote by C(z,y) the matrix

(_1)Ci("li)/€(ci(-7))+0j(y))(yj — ;) 1 gei(@)t+e; () ¢
1<i<k  \¢i()le;(y)! 0264 dwes W) (i, 5) 1<i

. .

. | | i< <
i(®)le; (vt 1555 1553
The j-th column of C(z,y) equals:
1 9% 1 gei@ K 1 9@
(2 = x K Yy .
& ) Do ey, (mn Fzee) (T )1<Z<k ) Do ey, e )

Then, by Lemma 5.9, the j-th column of M (z)~1C(x,y) is

1 99®
[ev]o (K (- w)) = (Cj(y)lawcj(y) lw=y; [

_ 1 acj(y) [Ii](iJ) (;L' . )
\gy)! ows® Lo Tis Uy 1<i<k'

It

1 9%®
¢j(y)! Owes W) =y,

K(,w)i(z, ..., xi)) 1<i<k

Xtx

This shows that the i-th row of M (z)~'C(z,y) equals ‘ev, ([Kl¢, 1y (21, - - @i, ). Then,
1

the i-th row of M (z)~*C(z,y) "M (y)~* equals:

(M) evy (I @ 2i,)) = levly (Ko @, zi,)
- ([[K](“l)(zl’""xi")]j (yl""7yj))1<j<z
= ([/{](W-)(xl, ey Ly Yy -t ’yj))lgjgl .

This proves that the coefficients of M (z)~'C/(z,y) "M(y)~" are as claimed.

By the previous computation the bottom-right coefficient of M (z)~1C(z,y) ‘M (y)
equals [[x] k1) (z, )]l (y) = [k](ks)(z,y). This reflects the fact that we first multiplied
C(z,y) by M(z)~! on the left, thus acting on each column of C (z,y) and taking divided
differences in the x variables, then we multiplied the result by ‘M (y)~! on the right, thus
acting on the rows and taking divided differences in the y variables. If we first multiply
C(z,y) by tM(y)_1 on the right then multiply the result by M (z)~! on the left, we first

-1
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act on the rows of C(z,y) then on the columns of C(z,y) "M (y)~'. In this case, we start
by computing divided differences in the y variables, then we take divided differences
in the z variables. The same kind of computation as above shows that the bottom-right
coefficient of M (z)1C(z,y) "M(y)~" equals [[x] 1 (-, y)], (). Thus, the desired relation
is just a consequence of the associativity of the matrix product. O

We conclude this section by studying the distribution of the divided differences
associated with a regular enough Gaussian process. Note that the following result shows
that, if « is the correlation function of a CP~! Gaussian process, then [] (k1) is continuous
on R* x R!, for all k,1 € {1,...,p}.

Lemma 5.23 (Distribution of divided differences). Let p € IN*, let f be a stationary
centered Gaussian process of class C°~! and let x denote the correlation function of f.
The map = — [ev],(f) from R? to itself defines a continuous centered Gaussian field. Its
distribution is characterized by the fact that for all k,1 € {1,...,p}, for all x € R* and

y € R}, E{[f]k(z)[ﬂl(y)} = [n}(kyl)(r,y). Moreover, the distribution of([ev]m(f))l_em is
invariant under the diagonal action of R on R? by translation. That is, for allt € R, we
have ([ev]x+(t7"‘vt)(f))weRT’ = ([ev]2(f)),ere in distribution.

Proof. Since [ev], is linear for all x € R?, the finite-dimensional marginal distributions
of the field ([ev].(f)),cr» are centered and Gaussian. By Lemma 5.17, since f is almost
surely C?~!, then 2 — [ev],(f) is almost surely continuous. Thus, ([ev],(f)),cps iS
a continuous centered Gaussian field, and characterizing its distribution amounts to
computing the variance matrix of [ev],(f) and [ev],(f) for any z,y € R”.

Recall that, since f is of class CP~!, its correlation function « is at least C??~2. Let
= (x;)1<i<p and y = (y;)1<j<p € R?, by Lemmas 5.9 and 5.22, the variance matrix of
lev]z(f) and [ev],(f) equals:

B [evl, (£) 'fevy (f)] = M(2) 7B eva(£) ‘ev, (£)] "M ()~
- (ot (LR

)m M(y)t

ci(x)le(y)! <ij<p
= ([ﬁ](i,j)(xlw~~»=’Ei»ylv--~7yj)>1<i’j<p

where M(z) (resp. M(y)) is defined in Definitions 5.3, and is invertible by Lemma 5.4.
Equivalently, we have I {[f]k(:c)[f]l(y)} = [k](x,1)(z,y) for any z € R* and y € R' with
1<k 1I<p.
By Lemma 5.4, for all x € RP and all ¢t € R, we have M (x + (¢,...,t)) = M(z). Hence,
using Lemma 5.9,
[eV}er(t ..... t)(f) = ]\4(51?)_1 CVari(t,... t)(f)-

The stationarity of f implies that (ev, (. . ) (f))cerr = (eve(f))zerr in distribution.
Thus, ([ev]si(,...1)(f))zcro is distributed as (M ()" ev.(f)), gr = ([ev]e(f)),cpr- One
can also check this distributional invariance directly on the expression of the variance

matrix E [ev]m(f)t[ev]y(f)} above. O

6 Kac-Rice densities revisited and clustering

The purpose of this section is to derive alternative expressions for the Kac-Rice
density p, defined by Equation (3.3). The upshot is to be able to choose the nicest
of these expressions depending on the point € R* we are considering. These new
expressions use the divided differences introduced in Section 5. In particular, the divided
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differences allow us to replace (f(z1),..., f(zr)) in Equation (3.3) by another Gaussian
vector which is never degenerate, even on the diagonal. We also study the properties of
pr using these new expressions. This allows us to prove Theorems 1.13 and 1.14.

In Section 6.1, we define a nice partition of R* that we use in the following. In
Section 6.2, we derive the alternative expressions of the Kac-Rice densities that we are
interested in, using the formalism of divided differences introduced in Section 5. The
main result of Section 6.2 is Proposition 6.23. In Section 6.3, we deduce Theorem 1.13
from Proposition 6.23. In Section 6.4, we introduce notations allowing to study the
distribution of the random vectors appearing in the definition of p;. Then, we study the
clustering properties of the Kac-Rice densities in Sections 6.5, 6.6 and 6.7. We prove
Theorem 1.14 in Section 6.7. Several results of this section will also be useful in the
proof of Theorem 1.6 in Section 7.

6.1 Graph partitions

In this section, given a finite set A # () and a scale parameter > 0, we define a
partition of the Cartesian product R4 into disjoint pieces. These pieces are indexed by
the set P, of partitions of A. In order to do this, we first need to define the graph and
the partition associated with a point z € R“ and the scale parameter 7. Along the way,
we also endow P4 with a partially ordered set structure.

Definition 6.1. Let A be a non-empty finite set and letn > 0. For any « = (24)aca € R4,
we define a graph G,,(z) as follows:

* the vertices of G)(x) are the elements of A;

* two vertices a and b € A are joined by an edge of G, (z) if and only if a # b and
|xq — x| < 7.

We are not interested in the graph G, (z) itself, but rather in the partition of A defined
by its connected components. This partition encodes how the components (z,).c of
are clustered in R, at scale . An example of this construction is given on Figure 1 below.

Definition 6.2. Let A be a non-empty finite set and n > 0. We define T, : R4 — P, as
follows: for all x = (z4)eea € R, T,() is the partition of A given by the connected
components of G,,(x). That is a and b € A belong to the same element of 7,(z) if and
only if they are in the same connected component of G, (z). An element I € Z,(x), or
equivalently the set {x; | i € I}, is called a cluster of components of = at scale 7.

// \\
// %\
\
e el OS ONORORONO
\T1 T2 T4 1 s Lo T3

(a) A configuration = = (z1,...,26) € RS. The circle (b) The graph G, (z) associated with the config-
shows the points at distance at most 7 from z4. uration z and the distance 7 on the left.

Figure 1: Example of a configuration of six points in R. The partition Z, (x) defined by
and z = (z1,...,z6) is Z,)(z) = {{1,2,4},{3,6},{5}} € .

Let us now define a partial order < on the set P4 of partitions of A.

Definition 6.3 (Partial order on partitions). Let A be a non-empty finite set and let
I,J € Ps. We denote J < 7 if J is finer than Z, that is for all J € J, there exists [ € T
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such that J C I. We denote by J < T the fact that 7 <Z andZ # J.

One can check that < is a partial order on P4 such that Z +— |Z| is decreasing. It
admits a minimum equal to {{a} | a € A}, and a maximum equal to {A}.

Notation 6.4. Let A # () be a finite set, we denote the minimum (resp. maximum) of
(Pa, <) by Znin(A) = {{a} | a € A} (resp. Imax(A) = {A}). If A is of the form {1, ... k},
we use the simpler notation Ty, (k) for Zmin(A) (resp. Imax(k) for Tiax(A)).

Let A be a non-empty finite set and let Z, 7 € P4. We have J < Z if and only if every
I € 7 is obtained as the disjoint union of elements of 7. Equivalently, for all I € Z, the
set {J € J | J C I} is a partition of I. This justifies the introduction of the following
notation, that will be used in Sections 6.4 and 6.5.

Notation 6.5 (Induced partition). Let A # () be a finite set and let Z, J € P4 be such
that J < ZI. ForallI € Z, we denote by Jr ={J € J | J C I} € P;. Note that if 7 < T in
Pa, we have J = | |;c1 Jr.

Lemma 6.6. Let A be a non-empty finite set, for all = € R* the map n — Z,(z) is
non-decreasing from [0, 400) to Pj.

Proof. Let x € R4 and let 0 < n<n'. Leta,be A, if a and b belong to the same cluster
of 7,,(z), then they are in the same connected component of G, () by definition. Every
edge of G, (z) is also an edge of G,/ (x), by Definition 6.1. Hence a and b belong to the
same cluster of Z,/(z). Thus Z, (z) < Z, (). O

Definition 6.7. Let A be a non-empty finite set, letn > 0 and let Z € P,. We define:
RE, ={zeR*|I,)(x) =T}.
Remark 6.8. The sets Rf)n we just defined satisfy the following properties.

* For any A # () and any 5 > 0, we can partition R as follows: R* = [ |, R7 .

« Letn >0,let T € Py and let (z,)eca € Rén. For any cluster I € 7 and any 4, j € I,
we have: |z; —z;| < (|I| — 1)n < |A|n.

Example 6.9. Let A # () be a finite set and let 2 = (24)aca € RA. If = 0, then i and j
are in the same cluster of Zy(«) if and only if 2; = z;. That is, for all 7 € P4, we have
IR%O = A4 1 (see Definition 2.2). In particular, the partition Z appearing in Theorem 1.13
is IO (y)

Lemma 6.10. Let A be a non-empty finite set, let T € P4 and let I, J € T be such that
I#J. Letn >0, forany r = (24)qeca € Rén' we have either (2 ;)min > (Z1)max + 1 OF
(2 7)max < (Z7)min — 7 (see Notations 2.1 and 5.13).

Proof. We can write I = {i1,...,i|;} in such a way that:
(Z)min =1 < @iy, < Tiy <o < Ty < (Tp)max — 1

Moreover, since Z,(z) = Z, we have z;,,, —x;, <nforallk e {1,...,|I| -1}. Letj € J,
if we had z; € [(Z;)min — 7, (1 )max + 1], there would exists ¢ € I such that |z; — z;| < 7.
This would contradict the fact that < and j are in different clusters of components of x
at scale . Hence, for all j € J, we have either z; > (2;)max + 7 0T 2; < (Z;)min — 7
Symmetrically, for all i € I, we have either z; > (2;)max + 1 0T ; < (Z)min — 7-

If we had both (2 ;)min < (Z7)min — 7 @nd (Z;)max > (Z7)max + 1, Wwe would have, for
alli € I, ; € [(Z7)min, (Z)max], which is absurd. Hence, either (z;)min > (7 )max + 1 OF
(gJ)max < (gl)min - O
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6.2 Kac-Rice densities revisited

The goal of this section is to derive new expressions of the Kac-Rice density py
(cf. Definition 3.1), in terms of divided differences studied in Section 5. This is done in
Proposition 6.23 below.

In all this section, we denote by A a non-empty finite set and by f a normalized
stationary centered Gaussian process which is at least of class C!.

Definition 6.11 (Evaluation map associated with a partition). Let z = (7,)sca € R4,
Using the notations of Section 2.1, for any T € P4 we denote by evZ : CI4I=1(R) — R/
the linear map defined by ev% : f — ([ev]y, (f))1ez, where [ev], is defined in Definition 5.8.

Remark 6.12. Given 7 € P4, we need to fix an ordering of 7 and an ordering of each
I € T for evZ to be well-defined. Here and throughout the paper, we implicitly assume
that such orderings are fixed whenever necessary. The precise choice of these orderings
will be of no consequence.

Example 6.13. Let us give some examples.

1. If 7 = {{1,3},{2,4,5}} € Ps and = = (;)1<i<5, for all f € C*(R) we have:

v (f) = ([fh(@), [fla(@r, 23), [fl(@2), [fla(@2, 24), [fl3(22, 24, 25)) -

2. Forall z = (24)qca € R4, we have evf’“‘“(A) : f = (f(24))aca, where Zp,;in(A) is as
in Notation 6.4.

3. If T = Z,ax(A) = {A}, then for all z € R*, we have evit = [ev], after choosing
some ordering of A. In particular, we have M (x) eviA} = ev, by Lemma 5.7.

4. More generally, let Z € P4. Let us choose an ordering of each I € Z, and let us
also choose an ordering of Z, say Z = {I; | 1 < i < |I|}. This yields an ordering
of A such thatif a € I; and b € I; with i < j then a < b, and whose restriction to
any I € 7 coincides with the ordering of I we fixed. Using this ordering, we can
identify A with {1,...,|A|}. Then, for all z € R4\ A4, we have:

M @Il )

=N

evi =ev,. (6.1)

xT

M@I‘I,)

Note that Equation (6.1) holds independently of our choices or orderings of Z and
each I € 7, as long as they are consistent from one term to the other.

Recall that the Kac-Rice densities were defined by Definition 3.1. One of the key
ideas in this paper is that we can find alternative expressions of p; (see Equation (3.3)).
These alternative expressions are indexed by Z € Py, (see Definition 6.14 below). Then,
we are to choose the right Z, that is the right expression for p;, depending on the point
x € R¥ at which we want to evaluate py.

Definition 6.14 (Kac-Rice densities associated with a partition). Let A be a non-empty
finite set and let f be a centered Gaussian process of class Cl4. Let T € P4, for all
T = (74)aea € R4, we denote by

Dz(z) = det (Var(evZ(f))). (6.2)

Moreover, if evZ(f) is non-degenerate, i.e. if Dz(x) # 0, we denote by:

Nz(z)=E H H g (rs )|

IeTiel

evi(f) = 0} , (6.3)
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the conditional expectation of [[,.7 [T,/ |[f]jrj+1(z;, #:)| given that evZ(f) = 0. Finally
we denote by:

pz(z) = H H |z; — l‘j‘% ]‘\j‘z—(ﬂ@) (6.4)

141 1
IET {(i.5)e1?|i#i} (2m)= Dz(x)z
Remark 6.15. This definition requires some comments.

* Both Dz(z) and Nz(x) only depend on the joint distribution of the divided differ-
ences
{[flj(xar, - 2a;) | 1 <j<|A[+1and ay,...,a; € A}. (6.5)

By Lemma 5.23, this distribution is a centered Gaussian. This remains true after
conditioning on evZ(f) = 0, as soon as evZ(f) is non-degenerate. In particular,
Dz(z), Nz(x) and pz are well-defined.

* By Lemma 5.23, the joint distribution of the divided differences (6.5) is invariant
by diagonal translation. In particular, for any x € R? and any ¢ € R we have
Dz(x+ (t,...,t)) = Dz(x), No(z + (¢,...,t)) = Nz(z) and pz(z + (¢,...,1)) = pz(x).

* The definitions of Dz(x), Nz(x) and pz(x) do not depend on the orderings we choose
on Z and on each I € Z. This is not obvious, and will be proved in Lemmas 6.17
and 6.19 below.

Lemma 6.16 (Continuity). If f is of class C!4l, then for all T € P,, the maps Dz, Nz and
pz are continuous on their domains of definition.

Proof. The proof is similar to that of Lemma 3.9. Let Z € Py, for all x = (24)aca € R4,
we denote by Xz(z) = evi(z) and by Yz(2) = ([f]jr+1(2s. i) ;7 ;- BY Lemma 5.23,
(Xz(x),Yz(x))zera is a continuous centered Gaussian field with values in R4/, We write
the variance matrix of (Xz(z),Yz(z)) by square blocks of size |A| as:

(&) 2.

where O7, Z7 and 7 are continuous on R“. Then, D7 = det(07) is continuous on R4.
If € R is such that Dz(z) # 0, then Yz(x) given that Xz(z) = 0 is a well-defined
centered Gaussian variable, whose variance matrix Az (z) = Qz(z) —Z7(2)0z(z) ' 'Ez(x)
depends continuously on x. Then, Nz(z) = Il 4(Az(x)), where II|4| is defined by
Definition C.1. By Corollary C.3, II|4 is continuous. Hence Nz is continuous on
{x € R4 | Dz(x) # 0}, and so is pz. O

Lemma 6.17. Let us assume that f is C!4l. Let T € Py, for all x = (2,)aca € R* we
have:

D@ =TI Il  lei—al) Dzlo), (6.6)

TeT {(i,j)el?|i#j}
where D) | is the symmetric function defined by Equation (3.1). In particular, Dz(x) is
independent of the ordering on T and of the ordering on each I € T used to define evZ.

Proof. Let Z € P4. As in Example 6.13.4, we choose an ordering of each I € 7 and an
ordering of Z, say Z = {I; | 1 < i < |I|}. This defines an ordering of 4, that coincides with
the one on each I € 7 and such that if ¢ < j then the elements of I; are smaller than those
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of I;. Let us identify A with {1,...,|A|} using this ordering. For all x = (z,) € R4\ Ay,
we have:

M (Ell )

evf(f):ev$(f): (f(xl)?af($|A|)) (67)
M(le)

Taking the determinant of the variance of these random vectors, we obtain:

|Z]
Dyay(x) = | [[ det (M(z,))" | Dz(x) = (H det (M(acI))Q) Dz(x).
j=1

Iez
Let I € 7 and let us assume that I = {iy,...,i|7}. Since ¢ A4, by Lemma 5.4 we have
7] j—1
det(M(z))* = [[[1s, =)= [ (@ —2)*= ]  lwi—ayl.
j=11=1 1< <] {(i.d)e12]iz5}

This proves Equation (6.6) for any = € R4\ A4. Since R4\ A4 is dense in R4 and both
sides of Equation (6.6) are continuous functions (see Lemmas 3.9 and 6.16), this relation
holds for all z € R4.

By Lemma 3.5, the function D), is symmetric on RI4l. Hence the left-hand side
of Equation (6.6) does not depend on the ordering of A we used to identify A and
{1,...,]A]}. Let Dz(z) be defined for all z € R* by Equation (6.2), and let Dz (z) be
defined similarly but with other choices of ordering on Z or on some I € Z. Using
Equation (6.6), for all z € R4\ A4, we have:

—1

Dr(x)= | ]] II |zi—=l] D) = Dz(a).

1T {(i.j)el?|i#j}

Indeed the middle term does not depend on the ordering of Z, nor on the orderings of
each I € Z. Then D7 = D7, since these are continuous functions on R that coincide on
a dense subset. O

Corollary 6.18. Let us assume that f € clAl Let Z,J € P4 be such that J < Z, then for
all x = (x4)qca we have:

Dy(z)=|]] 11 IT  |wi—=0 | Dz(a),
[ET {(J 1)) eTR|I#I'} (i) €T X T/
where for all I € Z, we denoted by J; = {J € J | J C I} € Pz, as in Notation 6.5.
Proof. By Lemma 6.17, for all = (24)aca € R# we have:

II II  |ei—=l| Dzla) 11 I[I |z—=l|Ds

T€T {(i,5)€I?|i#]} JET {(i,5)€J?|i#£j}

(IIIT  II  lei=al) Do),

I€Z JeJr {(i,j)eJ?|i#j}

Thus, the result is true for all € R4 \ A4. Since this set is dense in R4 and since Dy
and Dy are continuous (see Lemma 6.16), this concludes the proof. O
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Lemma 6.19. Let us assume that f is Cl4l. Let T € Py, for all z = (Za)aca € R4 such
that D4 (x) # 0, we have:

Na@) = 1T 11  lo—al | Na(a), (6.8)

T€T {(i,j)el?|i#j}

where N‘A| is the symmetric function defined by Equation (3.2). Moreover, for all x € RA
such that Dz(x) # 0, Nz(x) is independent of the ordering on 7 and of the ordering on
eachl €T.

Proof. Let T € Pg, as in the proof of Lemma 6.17, we assume that Z = {I; | 1 <i < |Z|}
is ordered, as well as each I € 7. This defines an ordering of A that we use to identify A
and {1,...,|A|}. By Lemma 3.5, neither the condition D|4|(x) # 0 nor the left-hand side
of Equation (6.8) depend on a choice of ordering of A.

Let x € R4, if Dz(z) = 0, then D4 (x) = 0, by Lemma 6.17. Conversely, if z is such
that Dz(x) # 0, by continuity of Dz (see Lemma 6.17) there exists a neighborhood U of =
on which Dz does not vanish. By Lemma 6.17, for all y € U \ A4, we have D4 (y) # 0.
Thus {z € R* | D4 /() # 0} is a dense subset of {x € R* | Dz(z) # 0}. In particular,
both N|4 and Nz are well-defined on {z € R* | Dj4/(z) # 0} C R*\ Aa.

Let # = (%a)aca € R? be such that D)4 () # 0. Since Dj4|(x) # 0 we have z ¢ A 4.
Then, as in the proof of Lemma 6.17, Equation (6.7) holds under the identification of

Aand {l,...,|A|}. By Lemma 5.4, for all j € {1,...,|Z|} the matrix M(z,,) is invertible.
Hence, it is equivalent to condition on f(z1) = -+ = f(x4)) = 0 and on evZ(f) = 0. Thus,
Niaj@) =E [ TTTT 1/ @l evi(f) = O] :

IeTiel

Let I = {i1,...,i;} € Z. The condition evZ(f) = 0 implies that [ev],, (f) = 0, that is
[flj(@iy,...,zs;) = 0forall j € {1,...,[I|}. Under this condition, by Example 5.10.3, we
have:

Fl@i) = e @i ainz) [ @— =) = neaen ) [ @— ),

1<isH| JEN\{i}

171

forall - € I. Hence,

117Gl — (H\[f]mﬂ(xz,xi)!) M oo

icl icl {(i,5)€I?|i#5}

This proves that Equation (6.8) holds for all z € R4 such that Dya(z) # 0.

Let Nz(x) be defined by Equation (6.3) and let NI be defined similarly but with other
choices of ordering on 7 or on some I € Z. Recall that the function N4, is symmetric by
Lemma 3.5. Using Equation (6.8), for all x € R4 such that D|A|(x) # 0 we have:

Nz(z) = [ ]] T  lwi—=2™" | Nay(@) = Nz(a),

IE€T {(i.j)el?|i#j}

since the middle term does not depend on our choices of orderings on Z and on each
I € 7. By Lemmas 6.16 and 6.17, both Nz and ]\71 are defined and continuous on
{z € R* | Dz(z) # 0}. They coincide on the dense subset {z € R* | D 4|(z) # 0}, hence
everywhere. O
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Corollary 6.20. Let us assume that f € clAl Let Z,J € P4 be such that J < Z, then for
all x = (x4)qca such that Dz (x) # 0, we have:

Ns(x)=]] 11 IT 1w —al | Nz(a),
[ET {(J,INETR|TAT'Y (i) x T/
where foralll € Z, Jy ={J € J | J C I} € Py, as in Notation 6.5.

Proof. Let © = (z4)aca € R” be such that Ds(x) # 0. By Corollary 6.18, we have
Dz(z) # 0 and both N(z) and Nz(x) are well-defined. Then, by Lemma 6.19,

T II ===l Nz 11 IT  lwi—al ) Na(a)

TeZ {(i.j)el?|i#5} JeT {(i,j)€J?li#5}

(LT II  lee=al | Na(o).

IeT JeJr {(i,j)eJ?|i#5}

Thus, the result is true for all z € R4\ A, such that D;(z) # 0. Since N7 and
N are continuous (see Lemma 6.16) and {x € R*\ A4 | Ds(x) # 0} is dense in
{x € RA | Ds(x) # 0}, this concludes the proof. O

Recall that, in Theorems 1.6 and 1.14, we consider a normalized stationary centered
Gaussian process f whose correlation function « tends to 0 at infinity. In particular, it
satisfies the hypotheses of Lemma 2.10.

Lemma 6.21 (Positivity). Let us assume that f is of class C!4l and that its correlation
function & is such that k(x) = 0. Let z € R* and let us denote by T = Zy(z). Then
r—+00

DI(JI) > 0 and NI(I) > 0.

Proof. Letz € R4 andlet Z = Zy(z) € P4 be the partition defined by Definition 6.2. Since
T e IR%"O = A4 7, there exists y = (yr)rez € RT\ Az such that z = 1z(y) (see Definition 2.3
and Remark 2.4). Let I € Z, we have z; = (yr,...,y1) € R!. Then, by Definition 6.11 and

Example 5.10.2, we have [ev],, (f) = (%)MKM and evZ(f) = (%)IEI o<iciil’

Since « tends to 0 at infinity, this Gaussian vector is non-degenerate by Lemma 2.10,
that is Dz(l‘) > 0.

The previous expression of evZ(f) shows that the condition evZ(f) = 0 is equivalent
to: VI €Z, Vi€ {0,...,|I| =1}, fD(y;) = 0. For all i € I, by Example 5.10.2 we have:

()
Uliss(en ) = i 1) = fm(,y’
Hence,
Nz(z) = (H |I|!'I> £l \f“”‘(yﬂ\'” V€LY € {0, | =1} f (yr) = 0
IeT Iel

(6.9)
Let us denote by U = (f(y;))rez,0<i<(r and by V = (f17D(y;)) ez. Since k(z) —0
x (oo}

by Lemma 2.10 the centered Gaussian vector (U, V) is non-degenerate. Let us denote

t
B
by ( B C’) its block variance matrix. The variance matrix of V given that U = 0 is
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C — BA ''B, see [6, Proposition 1.2]. Note that C — BA~! !B is the Schur complement
of A. In particular,

A tB —1t

det = det(A)det(C — BA™""B) > 0.
B C

Thus, the distribution of V' given that U = 0 is a non-degenerate centered Gaussian.

Hence it admits a positive density with respect to the Lebesgue measure of R”. Finally,

by Equation (6.9) we have Nz(x) > 0, which concludes the proof. O

Corollary 6.22 (Vanishing locus). Let us assume that f is of class C!4! and x(z) ——0
Tr—r+00

LetT € Py, for all z € R4, Dz(z) =0 ifand only if there existi €c I € Tandje€ J €T
such that I # J and x; = z;. Moreover, if Dz(z) # 0 we have Nz(x) > 0. In particular,
we have D4y (x) > 0 and Nyay(z) > 0 for all z € R™.

Proof. Let Z € P4, by Corollary 6.18, for all x € R~ we have:

Dz(z) = Dyay(x) 11 I 12—l (6.10)

{(I,])eT2|I£T} (i,§)eIx T

Let € R4, we already know that D{A}(x) >0.If D{A}(x) = 0, then by Equation (6.10)
we would have Dz(z) = 0 for all Z € P4. Since we assumed that x(z) = 0, this

would contradict the result of Lemma 6.21. Hence, for all + € R4, we have Dyay(z) > 0.
Then, Equation (6.10) shows that Dz(x) = 0 if and only if there exist ¢ € I € Z and
j€Jelsuchthat # J and z; = x;.

Similarly, let € R%. Since D4;(z) > 0, we know that Ny 4;(z) is well-defined and
non-negative. For all 7 € P4 such that Dz(x) # 0, we have:

Nz(z) = Nyay(x) 11 T e ==l (6.11)

{(I,1)eT?|I#£T} (i,5)€IXT

by Corollary 6.20. If we had Ny4;(z) = 0, we would have Nz(z) = 0 for all T € P,
such that Dz(x) > 0, which would contradict Lemma 6.21. Thus, Ny4;(z) > 0 for all
r € RA. Finally, by Equations (6.10) and (6.11), if Z € P, is such that Dz(x) # 0, then
NI(JJ) > 0. O

We can now state the main result of this section.

Proposition 6.23 (Equality of Kac-Rice densities). Let f be a normalized stationary
centered Gaussian process whose correlation function tends to 0 at infinity. Let A be a
non-empty finite set and us assume that f is of class C!4!. Then, p{ay Is a well-defined
continuous map from R* to R such that for all v € R4, for all T € Pa, if Dz(z) # 0 then
pay(x) = pz(x). Moreover, pgay(x) = 0 if and only if z € A 4.

In particular, if f is of class C¥ with k € IN*, then the Kac-Rice density p;, (see
Definition 3.1) can be uniquely extended into a continuous map from R* to R whose
vanishing locus is Aj. Moreover, for all x € R*, for all T € P, such that Dz(x) #0, we

have pi(x) = pz(z).

Proof. Let A # () be a finite set and let us assume that f is Cl4|. By Corollary 6.22, the
maps N{A} and p{A} are well-defined from R4 to R. By Lemma 6.16 and Equation (6.4),
these maps are continuous on R* and piay vanishes along A 4. In fact, by Corollary 6.22,
we have p4y(2) = 0if and only if z € A,.

Let Z € P4, by Corollary 6.22, for all z € R4\ A4 we have Dz(z) # 0. Then, by
Corollaries 6.18 and 6.20, for all z € R*\ Ay, pz(x) = pay(z). Since pz and p4y are
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continuous and R* \ A, is dense in R*, we have pz(z) = p(4}(z) for any z € R* such
that pz(x) is well-defined.

Let k£ € IN* and let us assume that f is of class Ck. The map p; of Equation (3.3) is
equal to the map pz, , (r) of Definition 6.14, where Z,,in(k) = {{i} | 1 < i < k}. Applying
the first point of Proposition 6.23 with A = {1,...,k} and setting Znax(k) = {{1,...,k}},
we obtain:

Pr(T) = PLin (k) (T) = P (k) (T),

for all z € R* \ Ay. Then pz, (i) is the desired continuous extension of p; to R*. It is
necessarily unique by density of R¥ \ Ay in RF. O

Remark 6.24. Given any ordering of A, we can identify A and {1,...,|A|}. Then,
assuming that » tends to 0 at infinity, we have pga)(z) = pz,.,.(a)(z) = pja|(z) for any
z € R*\ A4 Then, by Lemma 3.5, the map py 4 is symmetric on R* \ A4, hence on R#
by continuity. Moreover, for all 7 € P4, the function p7 does not depend on the choices
of ordering of 7 and of each I € Z, by Lemmas 6.17 and 6.19.

6.3 Proof of Theorem 1.13: vanishing order of the k-point function

In this section we prove Theorem 1.13. This result is a consequence of Lemmas 6.16,
6.17 and 6.19, that were proved in the previous section.

Proof of Theorem 1.13. Let k € IN* and let f be a normalized stationary centered
Gaussian C*-process. Let Z = f~!(0) be the point process of the zeros of f. Let
y = (yi)1<i<k € R* and let Z = Zy(y) € Pi. Recalling Definition 6.2, this partition is the
only one such that, for any ¢,j € {1,...,k}, we have (y; = y;) < (3 € Z,{i,j} C I).
As in Theorem 1.13 and Remark 2.5, we have y € Az, and there exists a unique
(yr)rezr € RT\ Az such that y = 17 ((yr)rez). It is characterized by the fact that y; is the
common value of the (y;);cz, forall I € Z.

Let us assume that (f(i)(y]))]ez70<i<|]‘ is non-degenerate. As already discussed
in the proof of Lemma 6.21, this is equivalent to the non-degeneracy of evf,f (f), see
Definition 5.1 and Example 5.2.2, hence Dz(y) > 0. By Lemma 6.16, there exists a
neighborhood U of y in R* such that Dz(x) > 0 for all z € U. By Lemma 6.17, for all
x € U\ Ay, we have Dy (x) > 0, so that the Kac-Rice density py, is well-defined on U \ A,
(cf. Definition 3.1). Then, by Lemma 3.11, the k-point function of the point process 7 is
well-defined and equal to p; on U \ Ag.

By Lemmas 6.17 and 6.19, for any = € U \ A, we have:

Ni(x 1 Nz(z)
ﬂk(l‘)_il— H H lz; — 252 | — 1
(2m)2 D)2 \iez (aperiiz (2m)2 Dy ()
By continuity of Dz and Nz on U (cf. Lemma 6.16), we have

1 . Nz(y)
) O | O el L =i Tm e

x
TeT {(i,j)e?|i<j}

and it is enough to check that the right-hand side of the previous equation equals ¢(y)
(cf. Equation (1.4)) to prove the first part of Theorem 1.13.

)
Let [ € Z, for all i € I, we have y; = y;. Hence, evf(f) (f jy“)l 4 and
€7,0<i<|I|
[1]-1
D(y) = det Var(ev? det Var ( @ ) . (612
) = S\ ) e (900), ., )
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Combining Equations (6.12) and (6.9), we have (27)"2Nz(y)Dz(y)~2 = ((y), as ex-
pected.

Let us now assume that (f(i)(yl))lel,0<i<|l| is non-degenerate. Proceeding as in the
proof of Lemma 6.21, this condition ensures that Nz(y) > 0. Hence, £(y) > 0, which
concludes the proof. O

6.4 Variance and covariance matrices

In this section, we study the distribution of the random vectors appearing in the
definitions of the functions Dz, N7 and p; (see Definition 6.14). We introduce notations
for their variance and covariance matrices that will be used in the proof of Theorem 1.14.
Then, we derive some estimates for the coefficients of these matrices. In all this section,
we denote by A a non-empty finite set and by f a C!*| Gaussian process which is assumed
to be stationary centered and normalized. Moreover, we denote by « the correlation
function of f.

Let T € P4 and 2 € R4, using the same notations as in the proof of Lemma 6.16
above, we denote by X7(x) and Yz(z) € RI4! the following centered Gaussian vectors:

Xz(z) = evi(f), (6.13)
Yz(x) = ((flin+1(2r20)) jegier (6.14)
We also denote by:
O7(x) taz(x)) 615
(E:r(x) Qz(x). (6.15)

the variance matrix of (Xz(z),Yz(z)), by blocks of size |A|. Finally, if Dz(x) # 0, i.e. if
©z(x) is invertible, we denote by Az(x) the variance of Yz(x) given that Xz(z) = 0. By [6,
Proposition 1.2], we have:

Az(z) = Qz(z) — E2(2)O1(x) " B (a). (6.16)

Note that X7, Y7, ©7, =7, Q7 and Az depend on how we order Z and each I € Z, but
recall that Dz, Nz and pz do not (cf. Lemmas 6.17 and 6.19).

We have Oz(z) = Var(Xz(z)) = Var(evZ(f)). By Definition 6.11, we can write O7(x)
as a block matrix indexed by the elements of 7: ©z(z) = (©1;(z;,2,)); jc7, Where for

any I,J € Z,

Ors(arzy) = E|levly, (1) Tevle, ()] = (B[Uk@is- @) @i 20| icngyn -

1<I< ||

In this last equation, we denoted by i1,...,%; (resp. ji,...,Js) the elements of I
(resp. J). By Lemma 5.23, we finally obtain that:

Ors(zp,2;) = (["{](k,l)(‘rilv'"axikaxhw"ale))1<k<|l| ) (6.17)
1<ig|
where [k] (1, is the double divided differences introduced in Definition 5.20. Similarly, we

write Ez(z) = (S (2, 27)) 1 jez, Qz(2) = (a2, 25)); jer and Az(z) = (Ars (@) jer
by blocks, where for all I and J € Z:

Er(znzy) = (Kot @n i Ty - T5) ) 1<k 1] (6.18)
ISP

Qri(zrzy) = ([Klqr41040) @5 T, Ty, T5,) ) 1<k<1) » (6.19)
1<i<]|
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and, if Dz(x) #0,

Ary(@) = Q@) — Sk (@ 2x)) g og Ox (@) (tEJL(zJ,m)LEI. (6.20)

Note that, unlike ©;;, Z;; and ;;, the function A;; depends a priori on all the
components of x. Note also that the diagonal blocks are such that, for any I € Z,

Orr(zr,z;) = @{I}@I)' Err(zr,zp) = E{I}@I) and Qrr(z;,z;) = Q{I}@I)-

Notation 6.25 (Sup-norm). Let U = (U;;) be a matrix, we denote by ||U|| , = max; ; |Uj;|
its sup-norm.

Recall that we defined the norms |||, , and |||

w for k € N and n > 0, in Notation 1.3.

Lemma 6.26. For any T € P4 and any point = € R4 we have ||0z(z)|, < 5llg) 4
122(2) g < Ixllapa) and 222 < Iy

Proof. Let us prove this result for ©(z). It is enough to prove that forall I, J € Z, we
have [©1s(z;,2))llo < 6lly - Let I,J € Z,let k € {1,...,[I[} and let I € {1,...,[J[}.
By Lemma 5.21,

loo

‘[K](k,l)(xiu""xik7xj1a"'7sz)’ < H’%Hk+lf2 < ||’L€||2|A\ .

Thus, by Equation (6.17), we have [|©7;(z;,z,)| . < [|&lly - The proof is similar for
Ez(z) and Qz(x), using Equations (6.18) and (6.19). O

Lemma 6.27. For any T € P, and any point + € R* such that Dz(z) # 0, we have
IAz(2)l o < (15120

Proof. Since Az(x) is a variance matrix, by the Cauchy-Schwarz Inequality it is enough
to prove that its diagonal coefficients are bounded by x|, 4-

Since ©z(z) is a variance matrix of determinant Dz (z), if Dz(z) # 0 then Oz(x) is
symmetric and positive definite. Then ©7(z)~! is also symmetric and positive definite,
so that the diagonal coefficients of Z7(x)O1(x)~! 'Sz (x) are non-negative. Indeed these
diagonal coefficients are of the form ZOz(x)~!'Z, where Z is one of the rows of Zz(z).

Thus, by Equation (6.16), the diagonal coefficients of Az(x) are non-negative and
bounded from above by the corresponding diagonal coefficients of Qz(z). Finally,
|Az(2)| < ||Qz(x)] ., and the conclusion follows from Lemma 6.26. O

Corollary 6.28. There exists C > 0 such that, for all T € P4, for all € R* such that
Dz(x) # 0, we have |Nz(x)| < C.

Proof. We use the notations of Appendix C, in particular Definition C.1. Let Z € Py,
for all # € R* such that Dz(z) # 0, we have Nz(z) = IIj4/(Az(x)). By Lemma 6.27, the
map Az takes values in the compact ball of center 0 and radius ||x|y 4, in the space of
symmetric matrices endowed with |-|| . By Corollary C.3, the map II| 4| is continuous on
this ball, hence bounded. Thus N7 is bounded on {x € R* | Dz(x) # 0}. The conclusion
follows from the finiteness of P4. O

Lemma 6.29. Let 7, J € P4 be such that J < T and let us denote T = {Ii,...,Iz|}. For
alli € {1,...,|Z|}, we denote by J; = Ji, (see Notation 6.5) for simplicity. Then, for all
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n>=0, forallz e lRém we have:

07 (z1,) 0 0
0 O (x :
oy | O Ol <l gy
: - . 0
0 0 @-7\1|(£1‘I|) o
Eaq(zr) 0 0
- 0 En
= (@) - »(2r) L.
: 0
0 0 Egg @)/ Il
and
Qg (zr,) 0 0
0 Q7 (2r,) ;
QJ(SC) - . 2 f2 < ||K’|||A|77] .
0 e 0 QL7\I|(£I‘I‘) oo

The statement of Lemma 6.29 may seem a little obscure, so let us start by commenting
upon it. In the following, we only consider © 7 (z), but the cases of E7(z) and Q 7(z) are
similar.

IfJ=ZthenJ,={Ie€Z|ICI}={L}foralliec {1,...,]Z|}. In this case, using

the block decomposition of ©z(z), we have Oz(z) = (611',[]' (zl_,zlj)> i and, by
‘ 1<i,j<

definition, © 7, (z;.) = O¢y,}(z;,) = Or,1,(2;,,2;,). Then, Lemma 6.29 simply states that
the sup-norms of the off-diagonal blocks ©, 1, (z;,, 2;,) with i # j are bounded by [[s[ 4, ,,
on ]Rém. This can be deduced from Lemmas 5.21 and 6.10.

It turns out that this result remains true if we refine 7 by considering some J < Z.
In this case, for each i € {1,...,|Z|} we need to replace {I;} by another partition of I;,
namely J;. Then, © 7(z) can be written as a block matrix whose diagonal blocks are
the © 7, (z;,) with i € {1,...,|Z|}. The proof of Lemma 6.29 in this general case is again
a matter of bounding the sup-norm of the off-diagonal blocks in this decomposition
of @j(l‘)

Proof of Lemma 6.29. We only give a formal proof of the first inequality. The proofs of
the other two inequalities are similar.

Let J < Z, using the same notations as in Equation (6.17), for all z € R4 we have
O7(z) = (Ors(z;,2,)); je 7, Where we fixed some ordering of 7. Note that, in the
statement of Lemma 6.29, we implicitly assume that J is ordered in such a way that if
I € J;and J € J; with i < j, then I comes before J.

Let us regroup the blocks of © 7(x) according to Z. For any k and [ € {1,...,|Z|}
we denote by Ox(z) = (©1s(21,25)) e, 77 Then Og(z) = (Oi(2)), <4 1<|7- Further-
more, for any k € {1, ...,|Z|}, we have:

Ok(x) = (Ors(x1,27)); jeq, = O (1)

Hence, it is enough to prove that [|O ()|, < [l 4, forany kand ! € {1,...,|Z|} such
that £ # [ and any z € ]Ré,n.

Let k,l € {1,...,|Z|} be distinct, let > 0 and let z € RZ . Let I = {iy, ..., i1} € Tk
and J = {j1,...,7s/} € Ji, since I and J are disjoint subsets of A we have || + |J| < |A|.
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Then, by Equation (6.17), we have:

®IJ(§17£J) = (["ﬂ(p,q)(xiw s Ly Ly e e 7qu)>1<17<\1| :
1<q<|J]
By Lemma 5.21, forall p € {1,...,|I|} and all ¢ € {1,...,]|J|}, we have:
Kl(p.o) (Tiyse oy @i s Tiynn, i )| < max sup ’ﬁ(m)f‘,
H ](p(I)( v e ’ JQ)} 0§7n<‘A‘ (E_])min_(Z])maxggg(z‘])max_(Ej)min ( )
where we used the facts that p+ ¢ — 2 < |I| 4+ |J| < |A| and:
(1) min < min{x;,...,2; }, (Z7)max = max{z;,...,2;, },
(g(])mm < min{lea cee 7qu}a (g‘])max 2 max{le Yty qu}'

Since I € Ji, we have I C I, so that (2;)min = (27, )min @0d (Z7)max < (Z7, Jmax. Similarly,
we have (g,])min > (Q]L)min and (Ej)max < (gjl)max- Hence,

(&[l)rnin - (&[k)max < (&J)min - (&I)max g (&J)max - (&I)min g (&]L)max - (&]k)mirv

Since x € ]Rém, by Lemma 6.10, either (2}, )min — (27, Jmax = 7 O (7, )max — (L1, Jmin < 1.
In the first case, we have [(Z;)min — (Z1)max, (Z7)max — (Z7)min] C [1, +00), while in the
second we have [(2;)min — (7 )max; (Z7)max — (Z7)min] C (=00, —n]. In both cases, using
the parity of x and its derivatives, we get:

‘[K}(P,q)(milv' s Ly Lgyg e 7qu)| < HHH\A\JW

forall p € {1,...,]I|} and all ¢ € {1,...,|J|}. Thus,
I € J, and J € 7. Finally,

Ons(zr 2zl < 5l 4, for all
Ok;j ()|l < [I%[l|.4),,» Which concludes the proof.

Corollary 6.30. There exists C' > 0 such that, for all Z, J € P4 such that J < Z, for all
1> 0, forall z € R7, we have:

2
<Ol -

‘DJ(CU) o | 2ZAER

IeT

Proof. LetZ,J € Pa be such that J < Z, and let us denote by I3, ..., I|7| the elements
of Z. As in Lemma 6.29, let us denote J; = Jj, foralli € {1,...,|Z|}.
Letn > 0. By Lemma 6.29, for all z € Rém we have:

|Z|
Dy (@) = det Oy (w) = [[det O (21) + (Il ) = TT Pas(xn) + O (Il ) -
I1eT

i=1
Moreover, by Lemma 6.26, the coefficients of ©7(z) are bounded by ||s|, 4. Hence, the

constant implied in the error term O (HHH‘QA‘ n) depends only on  and |A]|. O

6.5 Denominator clustering

The purpose of this section is to study the clustering properties of the denominators
D7 of the Kac-Rice densities p7 (recall Definition 6.14), where 7 is a partition of some
finite set A. In all this section, we consider a finite set A # () and some C!“l Gaussian
process f whose correlation function is denoted by x. Recall that « is of class C24l with
bounded derivatives of any order up to 2[A|, and that its norm |[[s|[ 4, is defined by
Notation 1.3 for any n > 0. We assume that f is stationary centered and normalized, and
that x tends to 0 at infinity.
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Lemma 6.31. Let ) > 0, there exists €( 4}, > 0 such that Vx € IR‘{“A},H, Dyay(z) = eray g

Proof. By Lemma 6.17, the definition of D4, does not depend on how we ordered the
elements of A. That is Dy 4y is a symmetric function on R4. Without loss of generality,
let us order the elements of A, say A = {a; | 1 <i < |A|}.

Letn > 0 and let = (x4)qca. As explained in Remark 6.15, we have:

D{A}(JZ) = D{A}(J?al,...,.raw‘) = D{A}(O,xaz _xau"'vxam\ —.13@1).

Moreover, by Definition 6.7, for all i € {2,...,|A|} we have |z,, — 4, | < |A| 7 (see also
Remark 6.8). By Lemma 6.16 and Corollary 6.22, the function Dy 4, is continuous and
positive on the compact set {0} x [—|A| 7, |A|n)!4/~!. Hence, there exists €{A},n > 0 such
that Dyay(w) > eqay forall z € RY,, . O

Lemma 6.32 (Uniform lower bound). Let us assume that ||xl|, 4 , = 0. Then, for all
I n—+4oo

1 > 0, there exists e, > 0 such that VI € Pa, Vo € R7,, Dz(x) > &,

Proof. Let us prove that for all 7 € P4 the following statement is true:
for all > 0, there exists €7, > 0 such that Vz € ]Rém, Dz(x) > ez . (6.21)

Since Py is finite, the conclusion follows by setting ¢,, = min{ez, | Z € Pa} for all n > 0.

Recall that we defined a partial order < on P4 in Definition 6.3, and that the maximum
of (Pa, <) is Zinax(A) = {A}. We will prove that (6.21) holds for any Z € P4 by a backward
induction on Z € Py. If T = Tpax(A) = {A}, then (6.21) holds by Lemma 6.31, so we
already took care of the base case.

Let J € Pa\ {Zmax(A)} and let us assume that (6.21) holds for any Z € P4 such
that 7 < Z. Letnp > 0andletT > n. Ifz € Ré,n' then by Lemma 6.6 we have
Z,(z) > 1,(z) = J. Hence,

R}, =R, N ( |_| ]Rg‘,7> = |_| RS, NRE,) = |_| (R7,NRZ,). (6.22)
ZePa ZEPa >TJ

Letx € ]R:f‘,m N ]R:f‘”, that is the components of « form clusters that are encoded by 7,
the points of a given cluster are at distance of order 7 from one another, and two distinct
clusters are further apart than 7. Since x € ]Rf}w applying Corollary 6.30 with 7 = 7,
we get:

2
D) = I Dupyta) +0(Inly,.) - (6.23)
JeJ
Let J € J, applying Lemma 6.31 with A = J, there exists €, , > 0 such that D;p
is bounded from below by &y} ,, on ]R{JJ}’H. Since x € R, we have z; € ]R{JJ}J7 and
D¢n(zy) = e(sy,n- Now, let us assume 7 > 7 to be large enough for the error term in
Equation (6.23) to be bounded by 3 [];c s £(s}.,- This is possible because |||, ,, , tends
to 0 as 7 — +o0. Then, for all z € R; , NR% , we have Dy () > 5 [[,cs€(sy. > 0.
Let T € P4 be such that 7 < Z. By Corollary 6.18, for all z € R* we have:

Dy(x)= (][ 11 IT 12—l | Dz(a).

T€T {(J,J)eTE|J#£T'} (i,5)€TX T’

Letz € Rém N ]RIAJ, where 7 > 7 is the one we chose previously. Using the induction
hypothesis (6.21) for Z, there exits ez, > 0 such that Dz is bounded from below by 7 »
on RZ . In particular, Dz(z) > ez,-. Moreover, let J and J' € J be such that J # .J,
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then for all i € J and j € J' we have |z; — x;| > 5. Hence, Ds(x) > n*%ez . > 0,
where

D= > = (Z|J>2—Z|J|2

IE€T {(J,0))eT2|J#J"} IeT JeJr JET:
2 2
=D =21
IeT JeJg
We set
Egm = mln{ H g{]}n} {n("(z’j)EI,T 1T > j} >0
JeJg
Then, by Equation (6.22), for all x € ]Rj;m we have Dy (z) > €7,. Thus (6.21) holds
for J, which concludes the induction step and the proof. O

Lemma 6.33 (Denominator clustering). Let us assume that |[s| 4, — 0. Letn > 1,
I m—+oo
letZ,J € Pa be such that 7 < T and let z € R , NR#,, we have:
2
[1 Ps(@) = D) (14+0(lIkl,) ) -
IeT
where Jr is defined as in Notation 6.5 for all I € 7. Moreover, the constant implied in

the error term does not depend on 1, Z,J norx € R, NR7,.

Proof. Let ) > 1, let Z,J € Pa be such that 7 < Z and let = € R, NR7,. Since
T € ]ij1 we have D s(x) > €1, where ¢; > 0 is given by Lemma 6.32. By Corollary 6.30,
since z € R7,, we have:

2 2
ez Do (zr) o Cllsllagy o Cllsllagy
Dy (x) S Dg(x) T e

where C' > 0 is independent of Z, 7,  and z. This yields the result. O

Remark 6.34. In Lemma 6.33, we deal with z € RS 1N RZ o, Wheren>land J <Z. It
means that components of  whose indices lie in the same cluster of J are at distance
less than 1, while components whose indices lie in different clusters of Z are further
away than 7.

One could be under the impression that the hypothesis that 7 < 7 is restrictive. In
fact it is not since, if z € Rém with n > 1, then by Lemma 6.6 we have Z(z) < Z,(z) =Z.
In particular, for any n > 1 and any Z € P4 we have:

]Rl'n = ]RIn N |_| ]le - |_| (Réﬂ mRém) = |_| (Réﬂ m]Ré-fl) :
JEPa JEPa NV

6.6 Numerator clustering

Let us now consider the clustering properties of the numerators Nz of the Kac-Rice
densities introduced in Definition 6.14. In this section, we aim to prove a result similar
to Lemma 6.33 for these functions. This is achieved in Lemma 6.40 below. Once again,
in all this section A is a non-empty finite set, and f is a normalized stationary centered
Cl4l Gaussian process, whose correlation function « tends to 0 at infinity.

First, we study the variance matrix of the Gaussian vector appearing in the definition
of Nz. Given Z € P4 and z € R such that Dz(x) # 0, recall that Yz(x) given that
Xz(z) = 0is a well-defined centered Gaussian vector in R4 of variance matrix Az(z)
(see Equations (6.13), (6.14) and (6.16)).
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Lemma 6.35. Let us assume that ||xl| = 0. LetZT = {I1,...,I|71} € Pa and
’ n—-+oo

let 7 € Pa be such that J < Z. For alli € {1,...,|Z|}, we denote by J; = J;, (see
Notation 6.5) for simplicity. Then, for alln > 1, for all z € R} ; N Rfm we have:

Aa(e) 0 o0
0 Ag,(z;,

Ao =] O Anle) + 01l -
: . c. 0
0 0 AJ\I\ (£I|I‘)

where the error term does not depend onn, 1, J norx < IRf}’1 N Rfm.

Proof. First, let us consider © 7 (see Equation (6.15)). By Lemma 6.26, for any = € R4,

the symmetric matrix © 7(x) belongs to the compact ball 5 of center 0 and radius ||I<&H2‘ Al

for the sup-norm. For all z € R ;, we have det (©7(z)) = Dy (z) > £, where &, > 0 is

given by Lemma 6.32. Hence, O ;(z) belongs to BN det™ ' (e}, +00)), which is a compact

set of invertible matrices. By continuity of the inverse on this compact set, there exists

C > 0, depending only on ||s||, 4, and €1, such that for all = € R7 . @g(x)_IHOO <C.
Letn > 1andletx € ]R:;1 N Rf’n. Since J < Z, by Lemma 6.29, we have:

@Jl(gll) O o .. 0
0 O, (zr,) :
' .7‘( I :G)j(x)-i-O(H’fH\A\,n)
: .. .. 0
0 0 eyl

— 0 (x) (Id‘A\ +O(||H|\\A\,n>) )

where Id|4 stands for the identity matrix of size |A|. Note that we used the fact that
©(x)~! is bounded to get the second equality, and that the error terms are independent
of Z, J, n and . Using once again the boundedness of © 7(z)~!, we obtain after taking
the inverse:

CYACTN 0 0
0 07, (xy,) " : -
| g (‘,12) =0(z)" (Id|A| +O(||H|||A|,n)>
: , . 0
0 0 @\7\1|(£I\I|)71

=0 ()"t + O(||H|||A|,n) ’

where the error terms are uniform in n, Z, J and x.

In order to conclude the proof, we start from the definition of A7 (z) (see Equa-
tion (6.16)) and use the previous estimates for @g(az)*l. We also use the estimates
of Lemma 6.29 for Z5(z) and Q7(x), as well as the uniform boundedness of =7 (see
Lemma 6.26) and © 7(z)~!. We obtain:

Az (zp,) 0 T 0
0 Ag,(zr,) - :
Ag@)=| R +O(II8l a1
: .. .. 0
0 0 AJ\I\ (glu‘)
where the error term does not depend onn > 1, nor on Z and J € P4 such that 7 < Z,
noronz € R7 ) NR7,. O
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Recall that Nz(z) = I1 4 (Az(z)), where II 4 is the function defined by Definition C.1.
The estimate of Lemma 6.35 allows to derive the following additive estimate.

Lemma 6.36. Let us assume that |||, 4 , ~—+—» 0. Letn > 1, letZ,J € Pa be such
—

that 7 <7 and letx € ]R 71N ]Rzm, we have:

Note) = [ Nartep) + O (Iulh,) ).

IeT
where the error term does not depend onn, 1, J norx < IRA 1N an.

Proof. Let n > 1, let Z,J € P4 be such that 7 < 7 and let # € R%} 1n Rzn Since
S ]Rj,l, we have Ds(x) > €1 > 0 (see Lemma 6.32), so that Ns(z ) is well-defined.
Similarly, for any I € Z, we have z; € R{ﬁ,v so that Nz, (z;) is also well-defined.

Let us denote by I3, ..., I|7| the elements of 7. For all i € {1,..., , we set J; = Jr,,
and we denote by:

AJl(gll) 0 e 0
~ 0 A :
Row=| 0 el
: - - 0
0 e 0 A«7\I\ (glm)

By Definitions 6.14 and C.1 and the definition of A 7 () (see the beginning of Section 6.4),
we have Nz(z) = I (A7 (2)). Let (Z;)i<icja] ~ N(0,A7(z)) in RI4I, we have in the
same way:
IZ| 73] IZ|
T4 (A g (2 HE H |Zi 1 gt | = [T (A (@) = [ No ().

=1 Iel

By Lemma 6.35, we have HAJ(SL’) —Kj(x)“ = O(|[sll|4,,)- Moreover, we have
[A7 (@)l = O(l|&[ly 4)) by Lemma 6.27, so that both A7 (z) and Ay () lie in a ball

of center 0 and radius O(”“sz) in the space of symmetric matrices. Note that the
constant implied in these estimates is independent of n, Z, J and z. By Corollary C.3,
the map II 4 is %-Hélder on compact sets. Hence, there exists C' > 0, depending only
on |A| and k, such that:

|NJ —[I Na(zp)| = ’H|A\ (Ag(z) — H\A\(Kj(f))’

IeT
1
<C|jAs@) - Ko@)
3
=0((Inllas) )
where the constant implied in the error term does not depend on 7, Z, J nor x. O

Corollary 6.37. Let us assume that |[s| 4, ,, p—— 0. Letn > 1 and let Z € Py, for all
n—+
T € ]Rz,n/ we have:
%
Ne(o) = T Minten) + 0 (Iellay,) ).
IeT

where the constant implied in the error term does not depend onn, Z nor x € ]Rgn.
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Proof. Letn > 1 and let Z € P4. Let z € ]RI , and let us denote by J = I;(z). By
Lemma 6.6, we have J < Z. Applying Lemma 6.36 and Corollary 6.20, we get:

I IO I o) - o) =0 () ).

I€T {(J,J")eT2|J#'} (i,5)€TX T’ Iez
where the constant implied in the error term does not depend on 7, Z, J nor x. Since
T € ]R‘}J, ifieJeJandjeJ €J with J # J' then |z; — z;| > 1. Hence,

H H H |z — ;] | > 1.

IE€T {(J,0)eT2|J#T'} (i,5)€Tx T’

This yields the result. O

In the remainder of this section, we show that the additive estimate of Corollary 6.37
yields a multiplicative estimate similar to the one derived in Lemma 6.33. The key step is
to prove that Nz(z) is bounded from below by a positive constant of the relevant domain.

Lemma 6.38. Letn > 0, there exists sf{A}’n > 0 such that Vz € ]R‘{“A}m, Niay(z) > sf{A}’n.
Proof. The proof is similar to that of Lemma 6.31. Note that Ny, is a well-defined
continuous positive function on R*, by Lemma 6.16 and Corollary 6.22.

Letn > 0. Usmg the stationarity of f (see Remark 6.15), it is enough to prove that

there exists €}, . > 0 such that N4y (z) > €4, , for all x € {0} x [—[A]n, [A] n]lAI=1,
This is true, by compactness of this set. O

Lemma 6.39 (Uniform lower bound). Let us assume that [|x|, 4 ,, o 0. Then, for all
I n—+o0

1 > 1, there exists e}, > 0 such that VI € Py, Vx € IR%W, Nz(z) > e,

Proof. The proof is similar to that of Lemma 6.32. We prove by a backward induction on

(P4, <) that for any Z € P,4 the following statement is true:

for all ) > 1, there exists €7, > 0 such that Vz € R% o Nz(x) > €7, (6.24)

Then we set &), = min {&7, | Z € Pa} > 0, which is the lower bound we are looking for.
The base case of the induction is for Z = Z,,.x(A) = {A}. It is given by Lemma 6.38.
The induction step is similar to the induction step in the proof of Lemma 6.32. In

Lemma 6.32, the two key elements are the additive estimate of Equation (6.23) and the

relation given by Corollary 6.18. Here, the analogous results are the additive estimate of

Corollary 6.37 and the relation given by Corollary 6.20. O

Lemma 6.40 (Numerator clustering). Let us assume that Hn||‘Am m 0. Letn > 1,

letZ,J € Pa be such that J < T and let x € R} , NR7,, we have:
3

IT Vo) = Vo) (14 0( (Illa) ) )

Iez

where the error term does not depend onn, Z,J nor x € R?l N ]Rém.

Proof. Since, = € R, NR%,, we have:

TT ore1) = Vo) + O (Il )

Icl

by Lemma 6.36. The result follows from the fact that Ns(z) > €}, where €] > 0 is given
by Lemma 6.39. O
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6.7 Proof of Theorem 1.14: clustering for k-point functions

In this section we prove Theorem 1.14. This result will be deduced from Lemma 6.41
and Proposition 6.43, which will also be useful in the proof of Theorem 1.6 in Section 7.
As usual, in all this section, A denotes a non-empty finite set and f is a normalized
centered stationary Gaussian process of class C!l whose correlation function is denoted

by k. We assume in the following that [[x| 4, = 0. In particular, « tends to 0 at
’ nN—100

infinity, so that the conclusion of Lemma 2.10 holds true. Under these assumptions,
the Kac-Rice density p;4) is well-defined on R#. Moreover, it coincides with p|A| on
R4\ A, (see Proposition 6.23), which is also the | A|-point function of the point process
Z = f~1(0) (see Lemma 3.11).

Lemma 6.41 (Boundedness). If [[s] 4, P 0 then there exists C' > 0 such that, for
I n—+oo

all z = (24)aca € R4,

pray(@) < C (| [ min(jza — 2], 1)
a#b

In particular, pg 4y is bounded on R™.
Proof. Let © = (74)aca € R” and let us denote by Z = Z;(z) for simplicity. We have

T € Rél, hence Dz(z) > 1, where ¢; > 0 is given by Lemma 6.32. In particular, by
Proposition 6.23, we have p{4}(z) = pz(x). Then, by Equation (6.4),

= (1 T ot

1Al 1’
I€T {(i,§)el2]i)} (2m) = Dz(x)>

By Corollary 6.28, there exists C’ > 0 independent of Z and x such that Nz(z) < C".
Hence,

c’ 1
py@ < —m—— | [T I lei—al
(2m) =2 (e1)2 IE€T {(i,§)€12|i#5}
Let ¢ and b € A. If ¢ and b belong to the same cluster of Z, then |z, — x| < | 4] (see

Remark 6.8) and |z, — x| < |A|min(|z, — x|, 1). If @ and b belong to different cluster of
7, then |z, — xp| > 1 by definition, so that min(|z, — xp|,1) = 1. Thus,

I I =w-al<a® (] I winlle -1

T€T {(i,j)el?|i#5} TeZ{(i,j)el?|i#5}

< A7 [I  win(e 20,1
{(4,5)€A?|i#j5}

This proves the result with C' = \A||A‘2 C’(27r)*% (e1)7=. O
Remark 6.42. Note that this bound is the best we can hope for near the diagonal,

because of Theorem 1.13.

Proposition 6.43 (Clustering). Let A be a non-empty finite set. Let f be a normalized
centered stationary Gaussian process of class C!4l, whose correlation function r satisfies
||“H|A\ " o 0. Then, foralln > 1, forall T € Py, forall z € Rén, we have:

M foo ,

I i () = ppay (@) (1 + O(||n\||A|m) é) ,

IeT
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where the constant involved in the error term does not depend on n, Z nor x.

Proof. First, note that p;4; (resp. p5y) is well-defined on R4 (resp. R'), see Proposi-
tion 6.23. Note also that, for any J € Pa, we have p; 4y = p7 whenever p 7 is well-defined.
In this proof, we use the previous fact, and we choose J € P4 depending on the point
T € ]Ré77 in order to use the nicest expression of p;4; we can find.

Letn>1,1etZ € Py andlet © = (x4)aca € Ré,n. Let us denote by J = Z;(z), so that
J <Tandz € R}, NRZ,. By Corollary 6.22, since = € R} ;, we have Dy (z) > 0 so
that ps(x) is well-defined. Similarly, for any I € Z, we have z; € R{z@ so that p7, (z;) is
well-defined.

By Proposition 6.23 and Equation (6.4), we have:

1 ein@) =] raar)

Tez rer
1 Ng, (zp)

=II(( 1T II -l |

Tez \ \Jeds {(i.5)er?|i%i} (2m)= Dy, (z)?

H H | f:cj|% [l;ez Nai (z)

Al 1
JET {(i.§)eI2 i} 2m) = ([I;ez D (zr))?

Since z € R%, NR%,, by Lemmas 6.33 and 6.40, we obtain:

enen={TT I lei—=l? %(HO((HHM,U)%))-

Iz JET {(i)e T2 i} (2m) > Dg(z)>

The conclusion follows from py4y(z) = ps(z) and the definition of p 7, see Equation (6.4)
and Proposition 6.23. O

In Proposition 6.43, we only consider points z € Rén. In fact, an estimate of the
same kind remains valid if we replace Rén with | | I<I ]Ré’n. Equivalently, we only need
Z,(z) < Z instead of Z, (x) = Z. That is, we need the components of 2 whose indices lie in
different clusters of Z to be far from one another, but we do not ask anything regarding
components whose indices lie in the same cluster of Z. The precise statement is the
following.

Corollary 6.44. In the setting of Proposition 6.43, for alln > 1, for all T € P4, for all
x € R4, such that Z,,(z) < Z, we have:

T pinten = pin @) (14 0(Iwlya,) )

1€

where the constant involved in the error term does not depend on ), Z nor z.

Proof. Let n > 1, let T € P4 and let + € R4 such that Z,(z) < Z. Let us denote by
J = 1,(z) for simplicity. Since = € Ré,n' by Proposition 6.43 we have:

ooy (@) = <H p{J}(xJ)> <1+O(<|I€HA77])%>>

JeJg
3
= <H II P{J}(%)) <1+0<<IIH|A,n) ))
IeT JeJr
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Let I € Z, we have z; € ]RIJM. Using Proposition 6.43 once again, we have:

11 pin(@s) = oy (zp) (1 + O((”“”mm)é)) )

JeJr

This yields the result. The uniformity of the error term follows from the finiteness
of A. O

We can now prove Theorem 1.14, which is just a special case of Lemma 6.41 and
Corollary 6.44.

Proof of Theorem 1.14. Let k € IN* and let f be a C* Gaussian process which is nor-

malized centered and stationary. We assume that its correlation function « satisfies

(1217 — 0. By Lemmas 2.10 and 3.11, for alll € {1,...,k}, the I-point function of
I n—+oo

the point process Z = f~1(0) is the Kac-Rice density p; defined in Definition 3.1. This
function is well-defined on R!\ A; and admits a unique continuous extension to R!, which
vanishes on A;, by Proposition 6.23.

By Proposition 6.23, the continuous extension of p, to R is the function PLoar (k) -
Then, by Lemma 6.41, for all z = (2;)1<i<k € R¥\ Ay we have:

pr(r) = pz,0 o) (x) < C H max (|z; — x;],1)

1<i<j<k

for some positive constant C.
Letn > 1, letZ € P, and let = (z;)1<i<k € R* \ Ax. The condition:

VI,JeZsuchthatl #J, Viel, Vje J, |x; — x| >n,

appearing in Theorem 1.14 is equivalent to Z, () < Z. Let us assume that x satisfies this
condition. Then, by Corollary 6.44 applied with A = {1,...,k}, we have:

H P (1) = PL oo (k) (T) (1 + O(||/§||,m> %) )

IeT

Finally, we have the equality pi(z) = pz,... ) (z) and similarly, p¢ry(z;) = p)7)(z;) for all
I € T since z; € R\ A;. Hence the result. O

7 Proof of Theorem 1.6: central moments asymptotics

This section deals with the proof of Theorem 1.6. The proof follows the lines of that
of [4, Theorem 1.12]. We still give the proof in full, since we believe that the setting of
the present article makes it accessible to a wider audience than [4]. In all this section,
we consider a Gaussian process f which is at least of class C!, stationary, centered and
normalized. We denote by « is correlation function, which is assumed to tend to 0 at
infinity. In particular, the process f satisfies the conclusion of Lemma 2.10.

In Section 7.1, we derive an integral expression of the central moments we are
interested in. In order to understand this integral, we split R” as |_|I€7)p Rgn, for some
n > 0, and study the contribution of each R’I’m to the integral. In Section 7.2, we give an
upper bound for the contribution of each of these sets. Then, in Sections 7.3 and 7.4,
we study the contributions of the pieces of the form R% n where respectively Z contains
a singleton and 7 is a partition into pairs. We conclude the proof of Theorem 1.6 in
Section 7.5.
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7.1 An integral expression of the central moments

Let R > 0, recall that vi denotes the counting measure of Zp = {z € R | f(Rz) = 0}.
Let p > 2 be an integer and let ¢1,..., ¢, be test-functions in the sense of Definition 1.2.
In this section, we derive an integral expression of the quantity m,(vr)(¢1,...,¢p)
defined by Definition 1.1. This requires to introduce the following definition.

Definition 7.1 (Subsets adapted to a partition). Let A be a finite set and let Z € P4, we
denote by S4(Z) the set of subsets of A adapted to Z, that is:

SA(T)={BC A|VI €T, if Card(I) > 2, then I C B}.

Equivalently, B € Sx(Z) ifand only if T < {B}UZin(A\ B) where < is as in Definition 6.3
and Zpin(A\ B) = {{b} | b ¢ B}. If A is of the form {1,...,p}, we simply denote by
Sp(Z) = Sa().

Let A be a finite set and let Z € P4. Let B € S4(Z), we have Z < {B} UZyin(A\ B),
sothat Zp = {I € 7| I C B} is a well-defined element of Pg, as in Notation 6.5. In fact,
we have:

T =7TpUTLnn(A\ B). (7.1)

Lemma 7.2. Let A be any finite set, then the map (B,Z) — (B,Zp) defines a bijection
from {(B,Z) |Z € Pa,B € Sa(Z)} to{(B,J)|BC A, J € Pg}.

Proof. This map is well-defined. By Equation (7.1), the map (B, J) — (B, J UZnin(A\ B))
from {(B,J) | B C A,J € Pg} to {(B,Z) | Z € Pa,B € S4(Z)} is the inverse of
(B,7) — (B,ZIp). O

For any non-empty finite set A, let us denote by dz , the Lebesgue measure on R4.
The following lemma gives the integral expression of m,(vg)(¢1, ..., ¢,) we are looking
for. This integral expression is a sum of integrals over R, indexed by Z € P,. For each
of these terms, the integrand function is itself a sum of functions that are indexed by
partitions of some partitions induced by Z. Hence we need to consider partitions of
partitions, which is a bit cumbersome.

Lemma 7.3 (Integral expression of the central moments). Let p > 2 and let us assume
that f is of class CP. Let ¢1, ..., ¢, be test-functions in the sense of Definition 1.2. For all
R > 0, we have:

mpvm)(on..on0) = Y [ iiontan)Prier) dar.

IeP,

where, for any finite set A # (), any T € P4 and any 7 = (21)7e7 € R7,

_1\ [AlI=IB]
Pr(zy)= <W> pizsy (Ez,)- (7.2)
BeSA(T)
Here, we use the convention that pgpy is constant equal to 1. Note that Zp = () if and

only if B = .

Proof. The proof follows the lines of [4, Lemma 3.1]. Recall that m,(vg) is defined by
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Definition 1.1. We develop this product using Notations 2.1, we get:

M) (@1 b)) = S (07 PIB| ] (e o) | [ Bl 60)]
Bc{1,....p} icB i¢B
= Y VPE[WE,(6p)r)] [[ Blva, )]
Bc{1,...,p} i¢B
- ¥ Z(—l)p—'B'EKu” 2 (05)r))| TT Elvm 00
Bc{l,....p} IEPB i¢B

where the last equality comes from Lemma 2.7.
Let B C {1,...,p} and 7 € Py. Note first that t:((¢5)r) = ¢5 (Lgy) = (L568)R.

Then, we can identify R? with RIZ| by ordering Z. Since the (¢;):<i<, are integrable on
R and essentially bounded, ¢;¢p is integrable on RZ. By Propositions 3.6 and 6.23, we
obtain:

E[(v7,5((0n)r))| = B[(7), (365)R))]
:/}R L}QZ)B(%,...,%) p|Z|(o:1,...,z|I‘)dx1...dzm
= /1111 op (%) pizy(z7) dzy,

where p(7} : RT — IR is defined by Equation (6.4). As in Section 3.3, for any i ¢ B, we
have E[(vg, ¢i)] = /gﬁl( )dx Hence,

myp(VR) (b1, ..., ¢p) =
_1\ P18l
BC%.@} IGZPB <7r) /IR LI¢B( R ) pizy(2z) dzg H/ oi

By Lemma 7.2, we can exchange the two sums and obtain the following:

Z Z < >p—B| (/]RIB LIB¢B( R)P{IB} z7, d:cIB> H/qs,

ZEP, BES,H(T)

We conclude the proof by applying Fubini’s Theorem, which yields:

-1 p—|B|
my(VR)(d1, ..., ¢p) = Z/ Gor(z) [ D (77) pizpy(2z,) | dzz. O

Zep, BES,(T)

Example 7.4. Let A = {a, b}, then P, contains only two elements: Z,;n(A) = {{a}, {b}}
and Zy,ax(A) = {A}. In the first case, Sa( mm( ) = {0,{a},{b}, A}, and one can check
that, Fia} b1y 1 (@,%) = pyzomm(a)} (@, 9y) — 2. In fact, for all (z,y) € R? \ Az, we have:

1
Fiiay o1y (2, y) = pa(w,y) — == F(y — =),

where F is as in Definition 4.1. In the second case, Sy({A}) = {4} and F{4} = <. Then,
if ¢, and ¢, are integrable and ¢; is bounded and continuous almost everywhere, we
have:

/ (60) () (60) R(2) Fpy () d = & / bl o) da
R4} T Jr
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Moreover, the computations of Section 4.1 show that:

/ (¢a)r(2)(D6) R(Y) Fi{ay, (b)) (2, y) dzdy = / (a)r(x)(D6)R(Y)F(y — ) dx dy
Ri{a}{b}} R2
R <U2 _ 71T> /R ba(@) () dz + o(R),

where ¢? is defined by Equation (1.2).

Lemma 7.5 (Boundedness). Let A be a finite set. Let us assume that f is of class C!4!
and that ||k 4, i 0. Then, for all T € P4, the function Fz is bounded on RZ.
I m——+oo

Proof. Let B € S4(Z). Since Zp € Pp, we have |Zp| < |B| < |AJ. Thus || 0,

and p(z,} is bounded by Lemma 6.41. The conclusion follows from the expression of Fr
given by Equation (7.2). O

HH|IB|7U n—-+oo

In order to compute the central moments of vy, we have to estimate the integral
of Fr over R? for any partition 7 € Pp. This is done by writing R? as | | TePy IR?,]
for some well-chosen 1 > 0 and proving estimates for the contribution of each ]Rgn.
In the following sections, we will derive estimates for F; on RZ ., depending on the
combinatorial properties of the partitions Z and 7.

Let us conclude this section by choosing the scale parameter 7. In the following, we
will work, not with a fixed n > 0, but with a scale parameter depending on R, given by
the following lemma.

Lemma 7.6 (Scale parameter). Letp > 2 be an integer. Let us assume that f is of class C?
and that ||s||,, , = o(n~*) asn — +oo. Then, there exists a functionn : (0, 4+00) — (0, +00)

such that, as R — 400 we have: n(R) — +o0, n(R) = o(R%) and 1ll(ry = O(R7P).

Proof. Lete: 7+ 7% |£]l,,  from [0, +00) to itself. We have e(7) — 0 as 7 — +oc since
5l = o(7~%P). Note that this implies that ¢ is bounded on [0, +o0). For all R > 0 we

1
denote by a(R) = max <R_é, (sup{e(T) | 7> Rs }) Sp). Since ¢(7) P 0 at infinity,
T—+00

we have «(R) ﬁ 0. Let us set n(R) = Ria(R) for all R > 0, and let us check that 7
— 400

satisfies the desired conditions.
Since a goes to 0 at infinity, we have n(R) = o(R%) as R — +oc. Besides, forall R > 0
we have a(R) > R™%, hence n(R) > R® and 7(R) o oo Then, let R > 0, we have:
—+00

_em®R) 1 e(R)
150l ) = n(RY» ~ Rr a(R)W"

1

Since n(R) > R#, we have e(n(R)) < sup{e(7) | 7 > R%} < «(R)®". Finally,

a(R)* _
H'%Hp,'r](R) < 7 = O(R p)' O

7.2 An upper bound on the contribution of each piece

In this section, we give upper bounds for the contribution of each addend in the
expression of m,(vg)(¢1,...,¢p) derived in Lemma 7.3. We bound the contribution of
the integral of the term indexed by 7 € P, over le 2(R) in terms of the combinatorial

properties of Z and 7. See Lemma 7.9 below for a precise statement.
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Remark 7.7. Note that J is partition of Z, which is itself a partition of {1,...,p}. This
is the main reason why our formalism is so heavy. A good starting point is to understand
what happens for the term indexed by Z = Zp,in(p) = {{i} | 1 < i < p} in Lemma 7.3. In
this case, all the important ideas of the proof appear, but we can simplify the formalism
a bit since Z ~ {1,...,p} canonically.

Lemma 7.8. Let A be a non-empty finite set and let us assume that f is a C!*l-process
such that ||| 4 ,, = o(n~**1) at infinity. Let7) : [0, +-00) — [0, +00) be a function satisfying
the conditions of Lemma 7.6 with p = |A|.

LetT € P4 and let S C A be of even cardinality and such that Zs = {{s} | s € S} C T.
Let J' € PPz, and J" € Pp\z,, we denote by J = J' U J" € Pr. Then, the following

. T X
holds uniformly for all z; € IRJ’U(R).

Pr(az) = P (enz,) [] Foley) +o(R7%). (7.3)
JeJ’

Proof. If S is empty, then Zg = () and J' = () by convention. Hence, the result holds in
this case. Let us now assume that S is not empty. Then Zg is non-empty and contains an
even number of elements, so that PPz, is non-empty.

Let J' € PPrg, let 7" € Pnz, andlet J = J'UJ". Let J € J’, then there exists s
and ¢ € S such that s # t and J = {{s}, {t}}. Let us denote by A" = A\ {s,t}, we have
T <{A, {s},{t}} sothat T = T4 U {{s},{t}}. Recall that Fr is defined as a sum indexed
by B € S4(Z), see Equation (7.2). Since {s} and {t} € Z, we have:

Sa@)= || A{B.Bu{s},BU{t},BU{s t}}.
BES4(Tar)

Let B € S4/(Za), we regroup the four terms corresponding to B, B U {s}, B U {t} and
B {s,t} in the sum defining F7 (see Lemma 7.3). For all z; € R%, we obtain:

_1 |A|—=|B| )
(ﬂ_) (ﬂ- p{IBI_I{.at,}}(&IBu{s,t}) B ﬂ-p{IBu{s}}(QIBu{s})

- Trp{IBu{t}}(ngu{t}) +p{IB}(£IB)> - (7.4)

Note that Zpy(s+ = Zp U J. Since J = {{s},{t}} € J, if 27 € R 5, then for any
I €T\ Jwehave |z; — 25| = n(R) and |z — 2| > n(R). In particular, the following
holds:

Tor) (22,00) = Jzs0s < {Is,J}.

Since we chose 7 so that ||| 4/ ,r) = o(R~41), applying Corollary 6.44 we get:

_ 1Al
P Toiei Tz ) = P @2a00) = i) @z, oy () (1+0(R7F)).

We proceed similarly with the three other terms in Equation (7.4). Bearing in mind that
P{J} and p{z} are bounded (see Lemma 6.41), we obtain that (7.4) equals:

<_1> |A]—|B|—2 pizpy (@, ) Fi(z ;) + O(R—@) .

™

Summing these terms over B C A’, we get that, for all z; € Rf7 n(R):

Fr(zz) = Fro(en )Fsley) +o(R7). (7.5)

We can repeat the argument for F'7\ j(z1, ;), with J' replaced by 7'\ {J}. More formally,
we prove by induction on the cardinality of 7’ that Equation (7.3) holds uniformly on
R‘I7 n(R)" The result is true if 7’ = (), and the inductive step is given by Equation (7.5). O
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Lemma 7.9. In the same setting as Lemma 7.8, let (¢,).c 2 be Lebesgue-integrable and
essentially bounded functions. Then, as R — 400, we have:

J

where 7 : [0, 4+00) — [0, +00) is a function satisfying the conditions of Lemma 7.6.

170r(z7)Fr(27)d2r = O (leln(R)‘I|—2|~7/|—\J”\) ,

by
J.n(R)

Proof. Letz; = (x1)1ez € IR§ n(R)’ using the estimate of Lemma 7.8, we have:

Gronr(er)Pr(ar) = or(ar) Pz (enz,) [ Fole) +o(R™%) iron(zy).
JeJg’

Then, since Z = (Z \ Zs) U| | s~ J/, by Fubini’s Theorem,

/I L3¢R(£I)FI\IS(21\IS) H Fy(z;)dzs
RJ,T}(R) JeJ’

< / Gor(an) Fra. (@nz.) [ Frley)
RY (r)

JeJg’
S /]RI\IS ‘FI\IS<£I\IS) H H

T
o ()| deniz
T n(R) I¢Tg i€l

I [ e T o (5)| a0

dxr

Jeg’ IeJiel
T I\Zs Is _ mI\Is J
where we used the fact that R7; | o) C R 77 gy X R™S =Rz 0 ) ¥ [[;c7» R’. The same

kind of computation shows that:

<. NI

‘T \m(R) I%IS el

/ on(zs) day
R

z
T ,m(R)

o ()| deniz

<TI0 [ T e ()| e @

JeJg’ IeJiel

Let J = {{a}, {b}} € J'. Since ¢, and ¢, are integrable on R, then ¢,X¢; is integrable
on R?. Then, as explained in Example 7.4, we have:

| st T o (50) oo = [

IeJiel
where F' is defined by Definition 4.1. Then, recall that ¢, and ¢; are essentially bounded.
Denoting by ||#s ||, the essential supremum of ¢, we have:

J.

ba(5) o (%) 1P —a)ldzdy,  7.8)

0a () &0 (%)] 1Py — o)l dz dy < onll, /}R |¢a (%)|1F ) aza

<l [ loatolas) ([ irc1a:).

Since ¢, and F are integrable (see Lemma 4.3), the previous term is O(R). Hence, by
Equations (7.6) and (7.8), the term on the first line of Equation (7.6) equals:

ot [T TTJo ()] e

T n(R) I%Is el
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where we also used the boundedness of Fp\z; on RZ\Is (see Lemma 7.5). On the other

hand, we have:
/RJ iel

so that, by Equation (7.7),

o)

o (G)]des = 1 [ lou@int) dedy = 0(2)

[, onrind =o(m5) [T T () oz

gm(R) T m(R) I¢ZLg i€1
Since J' € PPz, and Z € P4, we have |J'| = IT < %‘ < ‘A‘ . Hence, in order to conclude
the proof, it is enough to prove that:
) {L‘I - J// ‘I|72 j, _ j”
frr. TUTT[o (3, = (1 atmy47477) . r

T m(Rr) I¢Zg i€1

Note that ]R‘Iy\,,zs

[

T n(R) IQIS el

C ILsesn R{;y.,(r)- Hence, we have:

o (8o < TT [,

{J}n(R) IGJ el

i(g)‘dm] (7.10)

Let J € J"” and let B = | |, I. Recall that, for all a € B, the function ¢, is essentially
bounded and let us denote by ||¢,||, its essential supremum. Let us choose a preferred
element b € B and let I, € J be defined by b € Iy. Then, we have:

/RJ ¢"(%)‘d§J< IT gl /J ’¢b(%)‘d£]. (7.11)

{J}n(Rr) IeJiel a€B\{b} ]R{J},n(R)

Letz; € ]R{JJ}W(R), for all I € J\ {Iy}, we have |z; — z,| < |J|n(R) (cf. Remark 6.8).

Thus,
R/

{7y .n(R) (7.12)
= R(|J|n(R)" /R (6p(2)] dz,

and this term is O (Rn(R)!/!=1) since ¢, is integrable. Finally, by Equations (7.10), (7.11)
and (7.12), we obtain:

[ere T (3) a2 = T 0fmimi?-)

T \n(R) I¢IS el JeJg”
= O(R‘j”ln<R)ZJ€J”‘J‘_|“7N|) .

Since J" € Pr\z,, we have ) ;. ;. |J| = |T\ Is| = |Z| — |Zs|. Finally, since J' € PPz,
we have |Zg| = 2|J'|. Thus, }_ ;. 7. |J| = |T"| = [Z| = 2|J'| = |J"|, and we just proved
Equation (7.9), which yields the result. O

7.3 Contribution of the partitions with an isolated point

The result of Lemma 7.9 may lead to think that the main contribution in the integral
over R” appearing in Lemma 7.3 comes from the subsets of the form Rﬁ}n( R)’ where |7 |
is large. In this section, we prove that the function F; is uniformly small over ]Rém( R) if 7
contains a singleton. In particular, the contribution of RZ 7n(r) O the integral over R?

appearing in Lemma 7.3 is small if || > %
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Lemma 7.10. Let A be a finite set of cardinality at least 2, and let us assume that f is
a Cl4l-process such that ||| 4, = o(n~*4!) at infinity. Let 7 : [0,+00) = [0, +00) be a
function satisfying the conditions of Lemma 7.6 with p = |A|.

Let T € P4, we assume that there exists i € A such that {i} € Z. Then, for all J € Pz

such that {{i}} € J, we have Fr(z;) = o(R‘%) as R — +oo, uniformly in z; € ]Rg (R

Proof. Recall that we defined S4(Z) in Definition 7.1. Let A’ = A\ {i}. Since {i} € Z, we
have Z = T4 U {{i}}, and:

Sa@ = || {BBU{i}}

BeS 41 (Zyr)

Thus, we can split S4(Z) into the subsets that contain ¢ and those that do not, and
B — BU/{i} is a bijection from S4/(Z4/) = {B € Sa(Z) | i ¢ B} to {B € Sa(Z) | i € B}.

Let 27 = (z1)7ez € R and let B € S4(Z) be such that i ¢ B. Regrouping the terms
corresponding to B and B U {i} in the sum defining Fr(x;) (see Equation (7.2)), we
obtain:

o\ Al-1BI- )

(W) (P{IBM}(%IBM) - 7rp{zB}(sz)> : (7.13)
Note that we have 7 = TpU{{a} | a € A\ B} and Tp,(;; = ZpU{{i}}. Let us now assume
that 27 € R | ). Since {{i}} € J, forall I € T\ {{i}} we have |z; — z(;| > n(R), and

Z,(Rr) (QIBum) = J1s01, < 1{Zs,{i}}. Then, by Lemma 6.41 and Corollary 6.44, the right-
hand side of Equation (7.13) is o(R—%), uniformly over ]R§ n(R)" Here, we also used
the fact that p; is constant equal to < (see Example 3.3) and that 16l 41 (r) = o(R~141),
since 7 satisfies the conclusion of Lemma 7.6. O

Corollary 7.11. In the same setting as Lemma 7.10, let (¢,).c 4 be Lebesgue-integrable
and essentially bounded functions. Then, as R — +o0o, we have:

J

where 7 : [0, +00) — [0, +00) is a function satisfying the conditions of Lemma 7.6.

tror(27)Fr(27)das = O(R%> )

z
T ,n(R)

Proof. Our hypotheses ensure that t%¢ is integrable on RZ. Then, by Lemma 7.10, we

have:
A

Since Z € P4, we have |Z| < |A

vror(zg) Fr(zr) dag = O(Ri%) /]R,I

o (3 - o).

T
J,n(R)

, which concludes the proof. O

Example 7.12. Let us consider the case where A = {a,b} and Z = Z,,,jn(A) = {{a}, {b}}.
Applying Corollary 7.11 with J = Zp,in(Z) = {{{a}}, {{b}}} we have:

J

Besides, by Example 7.4, we know that:

/1}{2 ba (%) P (%) Fr(z,y)dady =R (02 — 71r> /R? ¢o(x)dp(z) dz + o(R),
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where o2 is the constant appearing in Proposition 1.11. Since Pr = {7, {Z}}, this shows
that:

J

i3 én(eg) Fr(zz) dzg = /

{(=y)eR?|la—yI<n(R)} . (%) o (%) Fr(z,y)dzdy

z
{Z}.n(R)

™

=R (02 - 1) . o (T)Pp(x) dz + o( R).

7.4 Contribution of the partitions into pairs

The goal of this section is to study the behavior of the function F7, introduced in
Lemma 7.3, on some particular pieces of the decomposition RZ = |_|j€731 IR? a(R)" More
precisely, we will consider pieces indexed by partitions into pairs.

Definition 7.13. Let A # ) be a finite set andZ € P4, we denote byZ' = {I € T | |I| = 2}
andbyZ" ={I € T | |I| =1}. We denote by €4 the set of couples (Z, J) such thatZ € Py,
J € Pz and the following two conditions are satisfied:

1. forall T € T', we have |I| = 2;
2. there exists J' € PP+ such that 7 = J'UJ", where 7" = {{I} | I € T'}.

As usual, if A={1,...,p}, we denote by €, = € 4.

Remark 7.14. If (Z,J) € €4, then Z” admits a partition into pairs, hence |Z”| is even.
Moreover, |A| = 2|Z'| + |Z”| is also even.

Lemma 7.15. Let A be a non-empty finite set and let us assume that f is a C!*!-process
such that [|k|[ 4, = o(n~4141) at infinity. Letn : [0, +00) — [0, +0c) be a function satisfying
the conditions of Lemma 7.6 with p = |A|.

Let (Z,J) € €4 and letT', ", J' and J" be as in Definition 7.13. Then the following
holds uniformly for all z7 € RG | 1

Fr(zg) = (717) - H Fi(zy) +0<R*%> .

JeJ’

Proof. Let us denote by S = | |;.;» I. We have |S| = |Z”|, and by Remark 7.14 this
cardinality is even. By Lemma 7.8, we have the following uniform estimate: for all

27 € RG n)r
_lal
Prleg) = Fro(ep) [] Fale)+o(R7%).
JeT!
Note that we have Z' € P4\ 5. Recalling Definition 7.1, we have S4\s(Z') = {4\ S}
because of Condition 1 in Definition 7.13. Hence we obtain F7v = p(7/y by Equation (7.2).
By Condition 2 in Definition 7.13 we have Jr» = J"”. Then, for any z; € ]RLI%”( R) We have

T € IR?,,’”(R), and by Proposition 6.43, we obtain:

Fr(zp) = piz (zp) = ( I1 pm(rcﬂ) (HO(”“IMRD;)’

JeJg”

uniformly for z; € ]R?n(R). Our hypotheses on « and 7 ensure that [|[]| 4 ,,(r) = o(R*%).

Moreover, for all J € J” we have |J| = 1, so that p{sy = p1 is constant equal to % see
Example 3.3. The conclusion follows from the boundedness of the functions F; with
J € J' (see Lemma 7.5) and from |J"| = |Z|. O
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7.5 Conclusion of the proof

In this section, we finally conclude the proof of Theorem 1.6. In all this section, we
fix an integer p > 2. We consider a normalized centered stationary Gaussian process
f of class CP. The correlation function  of f is such that ||x|, , = o(n~*) as n — +oo.
We fix a function 7 : [0, +00) — [0, +00) such that as R — +oo we have: n(R) — +o0,
n(R) = o(R%), and I£ll,.,(r) = o(1277). The existence of such a function was proved in
Lemma 7.6. Finally, we consider test-functions ¢4, ..., ¢, is the sense of Definition 1.2.

Lemma 7.16 (Error terms). Let Z € P, and J € Pr be such that (Z,J) ¢ €,, where €, is
defined by Definition 7.13. Then, as R — +o0o, we have:

[, sonten)Frler) dor = ofRE) (7.14)
RS nm)
Proof. As in Definition 7.13,letussetZ’ ={I € Z ||I| >2}andZ" ={I €T | |I| = 1}.
Since Z =7'UZ" € P,, we have:

21771+ |77 < p (7.15)

and equality holds if and only if |I| = 2 for all I € 7, that is if and only if Condition 1 of
Definition 7.13 is satisfied.

Let J € J be such that |J| = 1. There exists I € Z such that J = {I}. If I € Z”, that
is if I is a singleton, then we are in the situation studied in Section 7.3. In this case,
Equation (7.14) holds by Corollary 7.11.

In the following, we assume that we are not in the previous situation. That is, for
all J € J such that |J| = 1, we have J C 7'. Let us prove that Equation (7.14) holds in
this case. We denote by 7' ={J € J | J CZ",|J| =2} and by J" = J \ J’. Finally, let
S=Ujes Ures I €{1,...,p}. By definition of S we have Zs = {{s} | s€ S} CZ" C T
and J' € PPz,. We also have J" € Pr\z, and J = J' U J". By Lemma 7.9, the left-hand

side of Equation (7.14) equals O(R‘J‘n(R)‘IFz“TF|*7”|). Since n(R) = o(R7), there
exists a function « such that a(R) . 0 and 7(R) = a(R)R%. Then, left-hand side
of (7.14) is:

O(RIJHWa(R)|I|—2|J'|—|J”> , (7.16)

Let J € J”. Since J" is a partition of Z\ Zg = 7' U (Z" \ ZIs), if JNTZ' = () then
J C I"\ Zs. In this case, we assumed that |.J| # 1, and moreover |J| # 2 by definition of
J' and J". Thus, either there exists I € Z’NJ, or J C Z” \ Zg and |J| > 3. This proves
that:

1
T <1+ 5 (Z7] = 1Zs))-
Since |Zs| = 2|J’|, we have 2|J'| + 3|J"| < 3|Z'| + |Z"|. Hence,

1zl = 217" = |T"]

1 1
T+ 1 =1 QTN +31T"+ 1T +1Z"]) < 52 Z') + [Z7]).
Then, by Equation (7.15), we have:
I _ 2 o 12
71+ 2 |{1| \J|<§ 717

If this inequality is strict, then (7.16) equals a o(R%), which proves that Equation (7.14)
holds.

If equality holds in Equation (7.17), then it must hold in Equation (7.15), which
implies that (Z,J) satisfies Condition 1 in Definition 7.13. In this case, (7.16) is a

EJP 26 (2021), paper 68. https://www.imstat.org/ejp
Page 66/81


https://doi.org/10.1214/21-EJP637
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Zeros of smooth stationary Gaussian processes

O(Rga(R)‘Il_2|‘7/|_“7”‘) and it is enough to check that 2|7'| + |7"” , because
a(R) = o(1). Since J = J'UJ"” € Pr and |J| = 2 for all J € J’, we have:
217+ 1T < 121, (7.18)

and equality holds if and only if |J| = 1 for all J € J”. If equality held in Equation (7.18)
then, under our assumptions, we would have |J| = 1 and J C Z’ for all J € J”, hence
J" C Imin(Z'). Since J' € Pr, and Zg C 7" = I\ 7', the only possibility for this to
happen is that J” = Zp,in(Z') and Zg = Z”. Thus, if equality held in Equation (7.18) then
(Z,J) would satisfy Condition 2 of Definition 7.13. Since we already assumed that (Z, J)
satisfies Condition 1, this would imply (Z, J) € €,, which is a contradiction. Finally, the
inequality is strict in Equation (7.18). Hence, (7.16) is a o(R%), which concludes the
proof. O

Lemma 7.17 (Leading terms). Let Z € P, and J € Pr be such that (Z,J) € €,. Let
7',7",7" and J" be as in Definition 7.13. Then, as R — +oo, we have:

/ isbr(er)Frley) day =
:L’IGIR

J,n(R)

1T /@ e (1‘[ ¢>J FJ(:vJ>de>+o(R’2’>-

J
{ij}eT Jeg 'R

Proof. For any point z; € RZ, we have:

rry (71 (TI 4 Ty
Lzér(27) H H@ ( ) = H i (§> b; (E> H b (?)
IeTicl {i,j}=IeT’ {iYez"
Note that, forall J = {{i},{j}} € J' we have ¢; = ¢ Mo} = ¢;X¢; (see Notation 2.1).
Hence, by Lemma 7.15, for all z; € ]Rg)n(R), we have that tf¢r(27)Fr(z7) equals:

11 %‘ﬁ( )¢’J (R> (H ¢J( )FJ(%)> + ior(zr)o(R™E),  (7.19)

{i,j}=TeT’ JeJ’

and we want to compute the integral of (7.19) over ]RI (R)" Our assumptions on the the

test-functions ¢, ..., ¢, ensure that .7¢ is integrable on RZ. Hence, since |Z| < p, the
contribution to the integral of the error term in Equation (7.19) is:

/ Gbr(zr)o(R) dzy = o(RE) / 3én(zr)| day = o(RTI-%) = o RY).
R% . (m) RY . (r)

Let us check that:

R7 .r) C <H R) (H RfJ}m(R)) c L R&.un- (7.20)

IeT’ JeJg’ >N

In order to prove the first inclusion, let z; € RZ 7 n(R)" Since J satisfies Condition 2
of Definition 7.13, the associated graph G,,(g)(z7) (see Definition 6.1) is formed of |Z’|
isolated vertices {I | I € 7'} and |J’| pairs of vertices of the form {I,I'} € J' with
an edge between I and I’. Hence, for all J = {I,I'} € J', we have |x; — 21| < n(R),
and z; € ]R{JJM(R). Let us now prove the second inclusion in Equation (7.20). Let
zr = (x1)1ez € R? and let us assume that z; belongs to the middle set in Equation (7.20).
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By Definition 6.1, for all J = {I,I'} € J’, the graph G, (r)(z7) associated with 27 has an
edge between I and I’. Hence the associated partition K = Z, (g)(z7) (see Definition 6.2)
is such that, for all J € J’ there exists K € K such that J C K. Since J satisfies
Condition 2 in Definition 7.13, this is enough to ensure that X > 7. Note that, in general,
both inclusions in Equation (7.20) are strict.

Let K € Pr be such that £ > 7. This ensures that (Z,K) ¢ €,.Then, by Lemma 7.16,
the integral of the leading term in Equation (7.19) over

<<H R) X ( I1 R’{]J}MR))) NRY ()
Ie1’ JeJ"

equals o(R?%). This proves that:

/ ibr(er)Fr(ey) day =
ZDIE]R

J,n(R)

11 /@ )5 (

{i,j}YeT’

H/ )FJ(w])dx]>+o<R’5). (7.21)

Jeg’ {J} n(R)

In order to conclude the proof, we need to replace the integral over IR{J Thn(R) by an
integral over R’ in Equation (7.21), forall J € J'. Let J = {I,I'} € J', we have:

/]R ¢J(R)FJ($J)d$J

{J},n(R)
- /R b (%}) Fy(z;)dz; — /RJ ¥y (%) Fy(z;)dz,

{{1}{1"}},n(R)
:/ ¢J( >FJ(I’J)de+O(R)

by Corollary 7.11. Moreover, as in Example 7.12, we have:
[0 (5) Fotesdz, = 0(R).

Since |I'| + |J'| = |Z'| + 1 |Z"| = L, this yields the claimed estimate. O

I _ z
Proof of Theorem 1.6. By Lemma 7.3 and the fact that R* = | |,cp, ]RJW(R) for all
7 € Py, we have:

)61, ) = 3 Y / L (0m) (e)Fr(e) da

IeP, JEPr “ 22T n(R)

By Lemma 7.16, up to an error term of the form o(R%) we need only consider the terms
in this double sum indexed by (Z, ) € €,, where €, is defined by Definition 7.13. The
expression of these terms is given by Lemma 7.17. Thus, we have:

mp(VR) (1, ..., ¢p) =
R 3
Z /¢2 (bj (H ¢J Fj(xl)dx]>—|—o(R2)
(I,J)GQF {7« j}GI/ JeJ’ R/

where we used the same notations as in Definition 7.13. Recallthat Z' = {I € T | |I| = 2}
andZ” ={I € 7| |I| =1}, so that Z = 7' UZ"” thanks to Condition 1 in Definition 7.13.
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Recall also that 7" = {{I} | [ € T’} and J = J' U J" for some J' € PPz, thanks to
Condition 2 in Definition 7.13.

We just wrote m,(vgr)(¢1,...,¢,) as a sum of terms indexed by €,. In the following,
we define a bijection ® : ¢, — {(IL,S) | IT € PP,, S C II}, which will allow us to rewrite
my(VR)(é1, ..., ¢p) as sum over {(I,S) | II € PP,,S C II}, by a change of variable.

* Let(Z,J) € €,,wedenoteby S = {i | {i} € Z”}and by S = {{¢,j} | {{¢},{j}} € T'}.
Since J' € PPr», we have S € PPs. Since 7' is a partition of | |, [ = {1,...,p}\ S
into pairs, we define a partition into pairs II € PP, by II = Z' U S. We obtain a
couple (II, S) where IT € PP, and § C II. Let us denote this couple by ®(Z, 7).

* Conversely, let Il € PP, and let S C II. We set S = | |,/ and Z' =11\ S, so that
7’ is a partition into pairs of {1,...,p} \ S. Let us denote by Z" = {{i} | i € S} and
by J" = {{{i},{s}} | {i,j} € S}, so that J' € PPr. Finally, letZ =7' UTI" € P,
andlet 7" ={{I} | I € '} so that 7 = J' U J"” € Pr. We just defined a couple
(Z,7J) € €, that we denote by ¥(II, S).

By construction, ® is a bijection from ¢, to {(II,S) | Il € PP,,S C II} such that
U = &~!. Moreover, for all (Z,J) € €,, denoting by (II,S) = ®(Z, J), we have:

K x
{i,Jl;IGI/“/JR¢i(m)¢j(m) da (.]1;[7/ /RJ oy (%) FJ(g;J)de> _

I 2 [owo@ar) | T [ o(5)e (L) ru-naa).

{i,j}€II\S {i,j}€S

where we used Example 7.4. Hence,

my(VR) (b1, .., Hp) =

Z Z H %/}Rqéi(x)(bj(x) dz H /]RZ ®i (%) ?; (%) F(y — x)dxdy

ePP, SCIT \ {i,j}€I\S {i.j}es

+o(R%). (7.22)

The leading term on the right-hand side of Equation (7.22) can be rewritten as:

Z H </]R2¢i (%) ?; (%) F(y—x)dxdy+]:/]Rgbi(x)qu(x)dx),

TIePP, {i,5}€ll

Using the expression of ma(vg)(¢i, ¢;) derived in Lemma 4.4, this last term equals

o

o I mewr) (@i 6)) = >

HePPp {i,5}ell {{asbi}|1<i<E }ePP,

mQ(VR)((éai ) ¢b,i)7

1

which proves the first part of Theorem 1.6.
Let ¢ : R — R be a test-function in the sense of Definition 1.2. Using what we just
proved with ¢; = ¢ foralli € {1,...,p}, we have:

mp(<VR ) ¢>) = mp(VR)(¢, R ,¢) = Card(PPp) Var(<yR , ¢>)% 4 O(Rg)

Since Card(PP,) = 1, (see Notation 1.5), this proves the expression of m,((vr , ¢)) stated
in Theorem 1.6. O
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8 Limit theorems

The purpose of this section is to deduce the functional limit Theorems 1.16 and 1.21
from Theorem 1.6. We prove the Law of Large Numbers (Theorem 1.16) in Section 8.1
and the Central Limit Theorem 1.21 in Section 8.2.

8.1 Proof of Theorem 1.16: law of large numbers

This section is concerned with the proof of Theorem 1.16. In the first part of the
proof, we derive a Law of Large Numbers for the linear statistics (vg, ¢), for a fixed
test-function ¢. We use the moments estimates of Theorem 1.6 and Markov’s Inequality
to obtain a quantitative convergence in probability. Then, we deduce the almost sure
convergence from the Borel-Cantelli Lemma. In the second part of the proof, we prove a
functional Law of Large Number for the random measures vg. This uses the first part of
Theorem 1.16, together with the separability of the space C°(R) of continuous functions
with compact support equipped with the sup-norm ||| .

Proof of Theorem 1.16. Let p € IN* and let f be a normalized stationary centered Gaus-
sian process of class C??. Let « denote the correlation function of f. We assumed that
1Kllap., = o(n~8) as n — 400, where [|[|2, ,, is defined as in Notation 1.3. Let (R;)nen
be a sequence of positive numbers such that ) R, ? < +oo.

Let ¢ : R — R be a test-function as in Definition 1.2,we have:

3 (an (v, &) — %/Rgb(x) dx)ﬂ =) %mzp(@m ,0))-

neN nclN ="

E

We obtain R, *’ma,((vg, ,¢)) = O(R,?) using Proposition 1.11 if p = 1 and Theorem 1.6
otherwise. Thus, the sum on the right-hand side of the previous equation is finite. This
proves that, almost surely, we have:

> (; (v, ) — = /R o(2) dx) Y e

nelN

1 1
hence — (vgr, ,¢) ——— — / ¢(z) dz. This proves our first claim. The almost sure
Rn n—4oco T R

convergence of 1% Card(Z N[0, R,]) is obtained by applying this result with ¢ = 1y y;.

Recall that the space CJ(RR) of continuous functions with compact support is separable
for the topology induced by ||-|| .. Let (¢x)ren~ denote a dense sequence in (C2(R), ||| . )-
We also denote by ¢g = Ir. For any N € N, let xn : R — R denote the even continuous

function defined by:

1 if |z| < N,
XN :z+— < 1—(Jz| - N) ifN<|z|<N+1,
0 if |z| > N + 1.

Note that ¢ ¢ C2(R) but that xny¢o = xn € C2(R) for all N € IN.
Using the first part of Theorem 1.16 proved above and the countability of IN2, the
following happens almost surely:

1 1
V(k,N) € IN?, — (vR, , xNOk) —— — | xn(x)or(x)da. (8.1)
R

Rn n—+oo T

In the following, we consider a realization of the random process f such that (8.1) holds.
For this realization, we will prove by an approximation argument that:

1 1
Vo € CQ(R), e (VR, » &) P /]R¢(33) dz, (8.2)
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1 1
i.e. that F dz in the weak-+ sense in the topological dual of (C2(R), ||[|.)-
—+oo T

This y1elds the result.

Let us consider a realization of f such that (8.1) holds. Let ¢ € C!(R) and let N € N
be large enough that the support of ¢ is included in [~ N, N]. By Equation (8.1) with k = 0,
the non-negative sequence (R; Yvr, ,x N>)n o converges towards 2V H . In particular,
this sequence is bounded by some constant C > 0.

Let e > 0 and let £ € IN* be such that ||¢ — ¢i||, < . For all z € R, we have:

[¢(x) — xn (@)or ()] = Ixn () (D() — ¢r(2))] = xn(2) [p(z) — dr(2)] < exn(z). (8.3)

Then, for all n € IN, we have:

];nwm,@—l/w)dx

1
<& |(vR,, , & — XN k)|

1
‘ VR,I,XN¢k>*;/ XNOk(x)dz| +

‘ / o) — xv (@)dx () dz| . (8.4)

Using Equation (8.3), the first term on the right-hand side of Equation (8.4) satisfies:

(VR, » |0 — xnor]) <€

1 1
— — < .
R, R, 7 VR Xn) S eCn

Similarly, the third term on the right-hand side of Equation (8.4) satisfies:

<+ [ 1ota) = xv@onta)lde < = [ xule)da

2N +1
_—

L v, 6= x| <

N (@)¢r(z) dz

Sy

Using our hypothesis that (8.1) holds for (k, N) the middle term on the right-hand side
of Equation (8.4) goes to 0 as n — +oco. Finally, for all n large enough we have:

‘VR 6 - /d> 2N+1).

™
This proves that Equation (8.2) holds for ¢, hence for all ¢ € CO(R), as claimed. Thus (8.2)
holds almost surely, which concludes the proof. O

E(CN+1+

8.2 Proof of Theorem 1.21: central limit theorem

In this section we deduce Theorem 1.21 from the moments estimates of Theorem 1.6.
The Central Limit Theorem for a fixed test-function follows from Theorem 1.6 by the
method of moments, see [9, Chapter 30]. Then, we obtain the functional Central Limit
Theorem by the Lévy-Fernique Theorem, which is a generalization of Lévy’s Continuity
Theorem for random generalized functions. The result of Fernique [20, Theorem II1.6.5]
is not exactly what we need, and we refer to [8] instead, for a version of this result that
suits us better.

Proof of Theorem 1.21. Let f be a C* centered Gaussian process which is stationary
and normalized. Let x denote its correlation function, we assume that x € S(R), see
Definition 1.18. Let o be the positive constant appearing in the variance asymptotics of
Proposition 1.11, which is defined by Equation (1.2).

Let R > 0, we denote by v the counting measure of {x € R | f(Rz) = 0}. Let T be
the random measure on R defined by:

1 R
TR: R%U (I/Rﬂ_dl’>,
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where dx stands for the Lebesgue measure of R. Let ¢ : R — R be a test-function in the
sense of Definition 1.2. By Proposition 1.8 and Remark 1.9,

ENY

is an almost-surely well-defined centered random variable. Then, by Theorem 1.6 and
Proposition 1.11, for any integer p > 2, we have:

(Tr, ) =

E((Tr 6)"] —— np |91

where p, is the p-th moment of an A/ (0, 1) random variable, as in Notation 1.5. Hence,
we have:

2
(Tr,6) —— N (0. 119l132) (8.5)

in distribution, by [9, Theorem 30.2]. Note that if ||¢| ;. = 0 then ¢ vanishes almost
everywhere. In this case (T, ¢) = 0 almost surely, by Proposition 1.8 and Remark 1.9.
This proves the first claim in Theorem 1.21. The Central Limit Theorem follows since
Card(Z N[0, R]) = (vr,Lj1])-

Let R > 0, Lemma 3.12 shows that Tk is an almost surely well-defined random
element of §'(R). For all ¢ € S(R), the convergence in distribution of Equation (8.5) and
the definition of the standard Gaussian White Noise (cf. Definition 1.20) show that:

<TRv¢> m <W7¢>

By [8, Corollary 2.4], we have T ﬁ W in distribution in §&’(R). This concludes the
— 400
proof. O

A Examples of smooth non-degenerate processes

In this section, we build examples of Gaussian processes satisfying the hypotheses
of Theorems 1.6, 1.13 and 1.14. First, we need to recall the definition of the spectral
measure of a stationary Gaussian process and some of its properties. This is done in
Section A.1. In Section A.2, we give a non-degeneracy criterion on the spectral measure
for a C? Gaussian process. Finally, in Section A.3, we give examples of Gaussian processes
whose correlation functions lie in the Schwartz space S(R) of smooth fast-decreasing
functions.

A.1 Spectral measure

This section is concerned with the definition and the properties of the spectral
measure of a stationary Gaussian process. Let f : R — R be a non-zero stationary
centered Gaussian process of class C° and let x denote its correlation function. We
assume that f is normalized so that Var(f(0)) = 1. Then, x : R — R is a continuous
function such that x(0) = 1. Moreover, « is positive semi-definite, in the sense that, for
all m € IN*, for all z4,...,2,, € R, forall a4,...,a, € C, we have:

2
m

Z ajagk(Tr — ;) Zajf 5) 2 0. (A1)

1<j,k<m

By Bochner’s Theorem, there exists a unique Borel probability measure A on R such that
k is the characteristic function of ), i.e.:

“+o00
Ve e R, k(z)= / e TS dN(8). (A.2)

— 00
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Since k is real-valued, A is symmetric. That is (—Id),.A = A, where Id is the identity of R.

Definition A.1 (Spectral measure). Let f be a stationary centered Gaussian process
of class C°, normalized so that its correlation function r satisfies x(0) = 1. The unique
symmetric Borel probability measure A such that (A.2) holds is called the spectral
measure of f.

Conversely, let A be a symmetric Borel probability measure on R and let « denote its
characteristic function. Then,  is a continuous real-valued function such that x(0) = 1,
and k is positive semi-definite (cf. Equation (A.1)). By a theorem of Kolmogorov (see [6,
p. 19], for example), there exists a stationary centered Gaussian process f whose
correlation function equals .

Let us now relate the properties of the process f, its correlation function x and its
spectral measure \. As explained in Section 2.2, if f is of class CP for some p € IN¥,
then x is of class C?. In this case, A\ admits a finite moment of order 2p, that is
Sz €% dA(€) < 4o00. Conversely, if X admits a finite moment of order 2p then « is C?. If

these conditions are satisfied then, for all j € {0,...,2p}, for all z € R, we have:
k) (z) = / (i€)7 €€ AN(€). (A.3)

The fact that « is of class C?” is not enough to ensure that f is a CP-process. However, by
Kolmogorov’s Theorem [31, Appendix A.9], the process f is of class CP~1, in the sense
that there exists a version of f which is of class C’P~!. We can say a bit more about the
regularity of f:

« for all @ € (0,1), the process fP~1 is almost surely a-Holder (see [31, Ap-
pendix A.11.2]);

e for all x € R, the variable f(QP)(z) is well-defined and Gaussian (cf. [6, Proposi-
tion 1.13]);

« if there exists a > 0 such that x(*”)(0) — k") (z) = O(|z|*) as = — 0, then there
exists a version of f of class C? (cf. [6, Corollary 1.7.b]).

A.2 Non-degeneracy, spectral measure and ergodicity

In this section, we give a condition on the spectral measure of a stationary Gaussian
process implying that the finite-dimensional marginal distributions of this process are
non-degenerate. A similar criterion already appeared in [6, p. 64]. Then, we use this
result to prove Lemma 2.10.

Lemma A.2 (Non-degeneracy). Let f : R — R be a stationary Gaussian process of
class CP. Let A denote its spectral measure. If the support of A has an accumulation
point in R then: for all m € W*, for any k1,...,kn € {0,...,p} and any z1,...,2, € R
such that the couples ((k;,x;))i1<j<m are pairwise distinct, the centered Gaussian vector
(f(k-f)(a:j))lgjgm is non-degenerate.

Proof. Let us assume that the support of A has an accumulation point in R. Let m € IN¥,
let k1,...,kyn €{0,...,p} and let xq,...,x,, € R be such that the couples ((k;,z;))1<j<m
are pairwise distinct. The Gaussian vector ( f (’“j)(xj))l <j<m is non-degenerate if and
only if its variance matrix A = ((—1)% ki +k0 () — ;))
and only if ker(A) = {0}.

I<ij<m 18 non-singular, that is, if
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Leta = t(al, ...yam) € ker(A), by Equations (2.1) and (A.3), we have:

0="ala = Z ajay(—1)F gEitRD () — )

1<4,1<m
e k kj i
DI BN LR N
1<g,l<m -
2

“+o00 m ) .
= [ atighe e axe).
>

Hence g, : £ — E;."Zl aj(—ig)kﬂ' e~ "¢ vanishes on the support of \. Since g, is analytic
and the support of A has an accumulation point, we have g, = 0. Besides, g, is the Fourier
transform, in the sense of tempered generalized functions, of Z;n=1 a; (5m_7.)(k7), where 6,
stands for the unit Dirac mass at x € R. Since the Fourier transform is an isomorphism
from S'(R) to itself, we have >, a; (5Ij)(kj) = 0. The couples ((k;,z;))1<j<m being
pairwise distinct, this implies that a = 0. Thus ker(A) = {0} and (f(kj)(wj))KKn, is
non-degenerate. O

We can now prove Lemma 2.10 as a corollary of Lemma A.2.

Proof of Lemma 2.10. Since k(x) —+> 0, the random process f is ergodic, cf. [1,
r——+00

Theorem 6.5.4]. By the Fomin-Grenander-Maruyama Theorem (see [31, Section 6]),
this is equivalent to the fact that the spectral measure A of f has no atom. Note that,
in [31], the authors only state one implication in the body of the text, which is not the
one we are interested in. The fact that equivalence holds appears as a footnote. Then,
any point in the support of A must be an accumulation point. The conclusion follows by
Lemma A.2. O

A.3 Smooth non-degenerate processes with fast-decreasing correlations

In this section, we build examples of normalized stationary centered Gaussian CP-
processes whose correlation functions, as well as their derivatives, decay as O(x*k) at
infinity.

Lemma A.3. Let A\ be a probability measure on R admitting a density g with respect to
the Lebesgue measure. Let k € IN and p € IN*, we assume that g is even, of class C*, and
satisfies the following conditions:

1. [g€9()dE=1;

2. [p € 2g(€) d€ < +oo;

3. forall j € {0,....k}, [ €] [¢9)(€)] dé < +oo;

4. forall j € {0,...,k —1}, |gW(&)] = o(|¢| ") as |¢| — +oo.

Then ) is the spectral measure of normalized stationary centered Gaussian process f of
class CP. Moreover, denoting by « the correlation function of f, we have k) (z) = o(|z|™")
as |z| — +oo, forall j € {0,...,p}.

Proof. Since g is even and continuous, A is a symmetric Borel probability measure. Let «
denote the characteristic function of A\. By Condition 2, the function & is of class C?P*2,
As discussed in Section A.1, this means that « is the correlation function of a stationary
centered Gaussian process f, at least of class CP. Since ) is a probability measure, we
have x(0) = 1. Moreover, by Condition 1, we have x”(0) = —1. Thus f is normalized (see
Definition 2.9).
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For any j € {0,...,p}, an expression of x\9) is given by Equation (A.3). Using
Conditions 3 and 4, we integrate by parts k times, and obtain for any x # 0:

- min(j,k) . 00
Ii(j)(x) _ Itk Z (k)( J! : /+ eiwfgj—mg(k—m) (€)de.

xk m)(j—m) J_

m=0

By Condition 3, the function ¢ — &~ g(k=™)(¢) is integrable for all m < min(j, k). Hence,
by the Riemann-Lebesgue Lemma, the integrals in the previous expression tend to 0 as
|z| — 00, which shows that £ (z) = o(|z|"). m

Lemmas A.2 and A.3 allow to build examples of Gaussian processes satisfying the
hypotheses of our main results, see Theorems 1.6, 1.13 and 1.14. Let us conclude this
section by giving a few of them. Recall that the Schwartz space S(R) is defined by
Definition 1.18.

Example A.4.Let g : R — R be a non-negative continuous even function such that
Jr€'9(§)d¢ < oo and [ g(§)dE =1 = [ £29(£) d€. Let X denote the measure having
the density g with respect to the Lebesgue measure. As explained above, ) is the spectral
measure of a normalized stationary centered Gaussian C'-process f, whose correlation
function is denoted by «.

 If g is C! and we have g(¢) = O(¢67%) and ¢'(€§) = O(£7*) as € — +oo, then f is C?
and k(z), '(z) and " (z) are o(|z|') as # — 4oc. In particular, f satisfies the
hypotheses of Proposition 1.11.

« Letp € IN*,if g(¢) = O(£?P~*) as € — +oo then f is of class C? and ) (x) —— 0

r—+00

for all j € {0,...,p}. In particular, f satisfies the hypotheses of Theorems 1.13
and 1.14.

« If g € S(R), then f is C*>* and x € S(R). Hence [ satisfies the hypotheses of
Proposition 1.11 and Theorems 1.6, 1.13 and 1.14.

o Ifg: & \/%7 exp (—3&?) is the standard Gaussian density, then & : z — exp (—12?)
and f is the Bargmann-Fock process discussed in Section 1.2.

e Ifg= -1 : i inc : Dk

9=551-vava then & : x — sinc(v/3z), where sinc : z — Z,@O RO IS the
smooth extension of z — %sin(:c) to R. The density g is not regular enough to
apply Lemma A.3, but x is still the correlation function of a normalized stationary
centered Gaussian process f of class C* (cf. Section A.1). By Lemma A.2, f
satisfies the hypotheses of Theorem 1.13. Moreover, one can check that x and all
its derivatives are square-integrable on R and tend to 0 at infinity, hence f satisfies

the hypotheses of Proposition 1.11 and Theorem 1.14 for any p € IN*.

e Ifg: & %exp (=v2[¢]), then k : = — (1 + ””2—2) ' (one can check this using
his favorite computational software). As above g is not regular enough to apply
Lemma A.3 directly. Yet, « is the correlation function of a normalized stationary
centered Gaussian C*°-process satisfying the hypotheses of Proposition 1.11 and
Theorems 1.13 and 1.14 for any p € IN*.

Remark A.5. Let i be a non-negative even function. If we have [, h(£)d{ = A > 0 and

Jo €2h() d¢ = B, then g : € \/ 45k (1/5¢) is such that [, g(€)dé = 1 = [ €29(&) d¢.
Moreover, g is non-negative, even and it has the same regularity and asymptotic behavior
as h.
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B Properties of the density function F
B.1 Proof of Lemma 4.2

The goal of this section is to prove Lemma 4.2, which gives an expression of the func-
tion F' defined by Definition 4.1. Recall that in Lemma 4.2 we work under the hypotheses
of Proposition 1.11. In particular, f is a C?> Gaussian process whose correlation function
k tends to 0 at infinity.

2

Lemma B.1. For all z > 0 we have N3(0,z) = —b(z) ( 1—a(2)?+a(z) arcsin(a(z))),
T

where

and b(z) =1-

Moreover,

a(z)] < 1.

Proof. Let z > 0. The random vector (f(0), f(z), f/(0), f/(z)) is a centered Gaussian in R*
whose variance matrix equals:

1 K(2) 0 K (2)
k(z) 1 —K/(2) 0

0 —r'(?) 1 —k"(2)
K (z) 0 —k"(2) 1

Since x tends to 0 at infinity, by Lemma 2.10 the Gaussian vector (f(0), f(z)) is non-
degenerate, that is x(z)2 < 1. Then, by [6, Proposition 1.2], (f'(0), f'(z)) given that
f(0) =0 = f(z) is a centered Gaussian vector in R2. Moreover, its variance matrix is:

M) = (—ff’l'(z) _Kll/(Z)> - (R(Oz) _H(/)(Z)> (”(12) K(f)) h (_“9(2) K/(()Z))

where
Iil (2)2

b(Z):l_W

and c(z) = —k"(2) —
Note that, since A(z) is a variance matrix, we have b(z) > |¢(z)| = 0.
Let (X,Y) ~ N(0,A(2)) in R?, we have Ny(0,2) = E[|X||Y]]. If b(2) > |e(2)

A(2) is invertible and A~!(z) = (gz; igzg >, where

, then

b(2)
b(2)? — ¢(2)?

Then, using [11, Equation (A.1)], we have:

A(z) = and Bls)=—— )

1,2+y2

E[ X Y]] =

1
- Te— / Jallylex <—A(z)

2 c(2)?  e(z) . [ c(2)
= ;b(z) ( 1-— TBE + 52) arcsin (b(z)))

On the other hand, if b(z) = |¢(z)| then | X| = |Y'| almost surely. Hence,

E[lX] Y] = E[X2] =b(z) = %b(z) < 1- Zg;j + @ arcsin <c(z))> .

b(2) b(2)
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To conclude, note that a(z) = —28 so that |a(z)| < 1 and:
2
No(0,2) = B[ X| Y]] = 2b(2) ( 1—a(2)? +a(z) arcsin(a(z))) . O
™

Proof of Lemma 4.2. By definition of F' and p, (see Definitions 4.1 and 3.1), for all z # 0,
we have: (0.2)
1 N2 O,Z 1
F(z)= —————F& — —-
2 D2(07 z) 2 s

Note that, V> and D, are symmetric functions on R? \ As. Then, using the stationarity
of f, we have N5(0,z) = Na(z,0) = N3(0,—z), and similarly D5 (0, z) = D2(0,—z). Thus
F(z) = F(—=z) for all z # 0.

Let z > 0, we have Dy(0,z) = 1 — k(2)? (see Example 3.3) and the expression of
Ny(0, z) is given by Lemma B.1. Then, a direct computation yields:

F(z) = % (1 — ) - méz)Q (\/ 1—a(2)?+a(z) arcsin(a(z))) — 1) )

i (1-r(2)?)

where a(z) is defined as in Lemmas 4.2 and B.1. In particular, |a(z)| < 1. O

B.2 Proof of Lemma 4.3

In this section, we prove the integrability of the function F' defined by Definition 4.1,
under the hypotheses of Proposition 1.11.

Lemma B.2. Under the hypotheses of Proposition 1.11, we have F(z) — — 2.

z—0
Proof. Let us consider the expression of F' derived in Lemma 4.2. Note that, for all z > 0,
we have:
T
0<v/1—a(2)?+a(z)arcsin(a(z)) < 1+ 5
Hence, it is enough to prove that:
1—k(2)? — K'(2)? 0
A —n(?)F =0

We know that  is C*. Moreover, x(0) = 1 = —+”(0) and «'(0) = 0 = x(*(0). Thus, as
z — 0, we have:

k(z)=1- %2 +0(z%) and K'(2) = —z + O(2%).

— k(2)? — K'(2)?

(1 - r(2)?)

proof. O

These estimates yield that = O(z) as z — 0, which concludes the

Lemma B.3. Under the hypotheses of Proposition 1.11, as z — 400, we have:
F(2) = O(k(2)* + K'(2)* + K" (2)?).

Proof. Once again, we use the expression of F' derived in Lemma 4.2. First, note that
since x(z), £'(z) and " (z) tend to 0 as z — +oo, we have: a(z) = O(k(z)) + O(k"(z)) as
z — +00. Then,

1 —a(2)? 4 a(2) arcsin(a(z)) = 1 + O(a(2)?) = 1 + O(k(2)?) + O(K" (2)?),
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as z — +o0o. On the other hand, as z — 400, we have:
1—k(2)? — K (2)?

(1~ r(2)?)*
These two estimates yield that F(z) = O(k(2)?) + O(x/(2)?) + O(x"(2)?) as z — +o0. O

=14+ 0(x(2)?) + O(K'(2)?).

Proof of Lemma 4.3. First, note that F' is well-defined and continuous on R\ {0}. Indeed,
p2 is continuous on R? \ A, by Lemma 3.9. By Lemma B.2, F(z) — — ;. In particular,
z—

F is integrable near 0. Since F is even and x(z), £'(z) and £/ (z) tend to 0 as z — +oo,
we have F(z) ||—> 0, by Lemma B.3.
z|—+o0

Under the hypotheses of Proposition 1.11, both « and «” are square-integrable. By
an integration by parts and the Cauchy-Schwarz Inequality, this implies that «’ is also
square-integrable. Finally, F is integrable at infinity by Lemma B.3. O

C A Gaussian lemma

In this appendix, we prove an estimate that we used in our study of the Kac-Rice
numerators N7 (see Definition 6.14). More precisely, Corollary C.3 below is used in the
proofs of Lemmas 6.16 and 6.36.

Let k € IN*, we denote by Sym;, (R) the space of symmetric matrices of size k with real
coefficients and by Sym; (R) C Sym, (RR) the subset of positive semi-definite matrices.
We equip Sym,,(R) with the sup-norm ||-||_, see Notation 6.25.

Definition C.1. Let U € Sym; (R) and let (X1,...,Xy) ~ N(0,U), we denote by

fis]

i=1

IL,(U)=E

Lemma C.2. Let k € IN*, there exists Cj, > 0 such that, for all U and V € Sym; (R):
1 [}
1L (V) = I (U)] < G ||V = Ul|Z, (max([|U ]| s [V]lo)) -

Proof. Let (X1,...,Xy) ~ N(0,U) and (Y3,...,Ys) ~ N(0,V) be centered Gaussian
vectors in R* of variance matrices U and V, respectively.

Let us first assume that V — U € Sym; (R) and let 7' = (T1,...,T}) ~ N(0,V — U) be
independent of X. In this case X + T ~ A(0,V), and we can assume that Y = X + T
without loss of generality. Then,

k k
0.(V) - T(U)| = B[] 1Vil| - E HXAH
=1 =1
Zk k A
<E||[]v:i-]]x:
=1 =1

1 i=j+1

(eet]" ) e’ 1 efxr]').

i=j+1

ZEKI:[YI) v x0T

<.

ko j—1

D

<
<
j=1 i=1

<

where we obtained the last line by applying H6lder’s Inequality. Now, foralli € {1,...,k},
we have:
k 273 i £ s
B[] < B0 = (i) Var(X0 < (o) U
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where pg) stands for the 2k-th moment of an A(0,1) real variable, as in Notation 1.5.
Similarly, we have E [|Yi|k] < (par)F V]2 and B [mﬂ < (par)? |V — UJ|%.. Hence,

k—1
2

(V) = T (U)] < k(par) IV = U2, (max((|U]|, , [V].0) (C.1)

This concludes the proof in the special case where V' — U is positive semi-definite.

Let us now consider the general case and let us denote by ¢ = ||V — U]|| . Let Id;
denote the identity matrix of size k and W = U + ke Idy. Then, W —U = ke Id;, € Sym; (R).
Moreover, we have W — V = keId, +U — V. Since for all z = (z;)1<i<k € R*, we have

2
k

'z(U - V)z| <e Z |zi| |z;| =€ (Z acl> < kain

1<i,j<k i=1 j

the matrix W — V is also positive semi-definite. Let Z = (Zy,..., Zx) ~ N (0, W), using

Equation (C.1), we obtain:

i (V) = T, (U)] < |He(W) — (V)| + [ (W) — T (U))|
<h(uz)® (IW = UIL +1W = VIE) max(Ullg IV, IV T -

We know that |W - V|| < |[W -=U| + ||V —U]|.,. Hence, by definition of W and ¢,
we get [ — Ul = ke — k[[V — Ull,, and [W — V[, < (k+1) |V = U|l.. Moreover

Wlleo < WUlloo + W =Ulle = IUlloc + £V =Ulloo < 2k + 1) max([|U]| o, [Vl )-
Finally, setting Cj, = k(2k 4+ 1)"%" (u2x) %, we have:
1 ho1
(V) = (U)] < Cr [V = U5, (max([[U]l s [Vllo)) * - D

Corollary C.3 (Regularity). Let k € IN*, the map 11 : Sym; (R) — R defined by Defini-
tion C.1 is }-Hélder on compact subsets of Sym; (R), for the sup-norm |- . In particular,
the map Il is continuous.

Proof. Let K C Sym; (R) be a compact subset, we denote by M = maxyex ||U|,. By

Lemma C.2, forall U,V € K, we have |II;(V) — I (U)| < CpM" = v — UHEO Thus, II
is %-Hélder on compact subsets of Sym;:(IR), hence continuous. O
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