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We study the heat kernel and the Green’s function on the infinite su-
percritical percolation cluster in dimension d > 2 and prove a quantitative
homogenization theorem for these functions with an almost optimal rate of
convergence. These results are a quantitative version of the local central limit
theorem proved by Barlow and Hambly in (Electron. J. Probab. 14 (2009) 1—
27). The proof relies on a structure of renormalization for the infinite perco-
lation cluster introduced in (Comm. Pure Appl. Math. 71 (2018) 1717-1849),
Gaussian bounds on the heat kernel established by Barlow in (Ann. Probab.
32 (2004) 3024-3084) and tools of the theory of quantitative stochastic ho-
mogenization. An important step in the proof is to establish a Co’l—large—
scale regularity theory for caloric functions on the infinite cluster and is of
independent interest.
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1. Introduction.

1.1. General introduction and main results. In this article, we study the continuous-time
random walk on the infinite cluster of the supercritical Bernoulli bond percolation of the
Euclidean lattice Z9, in dimension d > 2. The model considered is a specific case of the
general random conductance model and can be described as follows. We let B; be the set of
bonds of Z¢, that is, the set of unordered pairs of nearest neighbors of Z¢. We denote by
the set of functions from 5, to the set of nonnegative real numbers [0, 00). A generic element
of Q is denoted by a and called an environment.

For a given environment a € 2 and a given bond e € B;, we call the value a(e) the con-
ductance of the bond e. We fix an ellipticity parameter A € (0, 1] and add some randomness
to the model by assuming that the collection of conductances {a(e)}.ep, is an i.i.d. family of
random variables whose law is supported in the set {0} U [A, 1]. We define p := P[a(e) # 0]
and assume that

p > pC(d)7

where p.(d) is the bond percolation threshold for the lattice Z¢. This assumption ensures
that, almost surely, there exists a unique infinite connected component of edges with nonzero
conductances (or cluster) which we denote by % (see [35]). This cluster has a nonzero
density which is given by the probability 6 (p) := P[0 € € ]. The model of continuous-time
random walk considered in this article is the variable speed random walk (or VSRW) and is
defined as follows. Given an environment a € 2 and a starting point y € %, we endow each
edge e € B; with a random clock whose law is exponential of parameter a(e) and assume that
they are mutually independent. We then let (X;);>¢ be the random walk which starts from y,
that is, Xo = y, and, when X (#) = x, the random walker waits at x until one of the clocks
at an adjacent edge to x rings, and moves across the edge to the neighboring point instantly.
We then restart the clocks. This construction gives rise to a continuous-time Markov process
on the infinite cluster o, whose generator is the elliptic operator V - aV defined by, for each
function u : ¥~ — R and each point x € G,

(1) V-aVu(x) = Za({x, 2} (u(z) — u(x)).
~X
We denote the transition density of the random walk by
pt,x,y)=p*(t,x,y) =Pj(X; = x),
and often omit the dependence in the environment a in the notation. The transition density
can be equivalently defined as the solution of the parabolic equation
9 p(,-,y)—V-aVp(,-,y)=0 1in (0,00) X Cro,

(2) .
p(05'9y):5y ln%oo.
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Due to this characterization, we often refer to the transition density p as the heat kernel or
the parabolic Green’s function.

There are other related models of random walk on supercritical percolation clusters which
have been studied in the literature, two of the most common ones are:

1. The constant speed random walk (or CSRW), the random walker starts from a point
y € €. When X (¢) = x, it waits for an exponential time of parameter 1 and then jumps to a
neighboring point z according to the transition probability

a({x,z})
2w~y alfx, w}) ‘
This construction also gives rise to a continuous-time Markov process whose generator is
given by, for each function u : ¥ — R and each point x € G,

1
_ a({x, z})(u(z) —u(x)).
> ~xa({x,z}) ZZ; ( ) )
2. The simple random walk (or SRW), the random walk (X,),cn is indexed on the
integers, it starts from a point y € ¥, when X, = x, the value of X,, 1 is chosen randomly
among all the neighbors of x following the transition probability (3).

3) P(x,z)=

These processes have similar, although not identical, properties and have been the subject
of interest in the literature. In the case of the percolation cluster, that is, when the environment
a is only allowed to take the values O or 1, an annealed invariance principle was proved in
[42] by De Masi, Ferrari, Goldstein and Wick. In [79], Sidoravicius and Sznitman proved a
quenched invariance principle for the simple random walk in dimension d > 4. This result
was extended to every dimension d > 2 by Berger and Biskup in [28] (for the SRW) and by
Mathieu and Piatnitski in [68] (for the CSRW).

For the VSRW, a similar quenched invariance principle holds: there exists a deterministic
diffusivity constant & > 0 such that, for almost every environment, the following convergence
holds in the Skorokhod topology:

(@) ex. ™Msp,

e2 g0
where B. is a standard Brownian motion. From a homogenization perspective, the diffusivity
&2 of the limiting Brownian motion is related to the homogenized coefficient a associated
to the elliptic and parabolic problems on the percolation cluster by the identity a = %9(]3)52
(see the formula (181) of Appendix B).

The properties of the heat kernel p on the infinite cluster have been investigated in the
literature. In [69], Mathieu and Remy proved that, almost surely, the heat kernel decays as
fast as 7 ~9/2. These bounds were extended in [21] by Barlow who established Gaussian lower
and upper bounds for this function; we will recall his precise result in Theorem 3.1 below.

In the article [23], Barlow and Hambly proved a parabolic Harnack inequality, a local
central limit theorem for the CSRW, and bounds on the elliptic Green’s function on the infinite
cluster. Their main result can be adapted to the case of the VSRW, and reads as follows: if we
define, for each 7 > 0 and x € R¢,

5) O p— ( '”2)
PRA= Gng2nyar P\ " o52 )

the heat kernel with diffusivity &, then, for each time 7' > 0, the following convergence holds,
P-almost surely on the event {0 € €0 }:

6) tim 0972 p(nt, g7(x), 0) =0 () ™' p(2, )| =0,
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uniformly in the spatial variable x € R? and in the time variable > T, where the notation
2% (x) means the closest point to 4/nx in the infinite cluster under the environment w.

The main result of this article is a quantitative version of the local central limit theorem
for the VSRW and is stated below.

THEOREM 1.1. For each exponent § > 0, there exist a positive constant C < oo and
an exponent s > 0, depending only on the parameters d, A, p and 8, such that for every
y € Z2, there exists a nonnegative random time Tpar,s () satisfying the stochastic integrability
estimate

TS
VT >0, P(Tpars(y)=T) < CCXP(—F),
such that, on the event {y € Coo}, for every x € 6o and every t > max(Tpar,s(y), |1x — y1),

2
) p(t,x, ) — 0 plt,x — y)| < Cr57G) exp<_ X Ctyl )

REMARK 1. The heat kernel p does not exactly converge to the heat kernel p and there
is an additional normalization constant (p)~! in (7). A heuristic reason explaining why such
a term is necessary is the following: since p(t, -, y) is a probability measure on the infinite
cluster, one has

Z pt,x,y)=1.
XE€ECo

One also has, by definition of the heat kernel p,

/Rdﬁ(t,x—y)dle.

Since the infinite cluster has density 8 (p), we expect that

> pltx =020 [ px - dr =0,
R4
XE€bo
and we refer to Proposition 13 for a precise statement. As a consequence, we cannot expect
the maps p and p to be close since they have different mass on the infinite cluster; adding
the normalization term Q(p)_1 ensures that the mass of G(p)_1 p on the infinite cluster is
approximately equal to 1.

As an application of this result, we deduce a quantitative homogenization theorem for the
elliptic Green’s function on the infinite cluster. In dimension d > 3, given an environment
a € Q and a point y € %, We define the Green’s function g(-, y) as the solution of the
equation

—V.aVg(,,y) =48, in % suchthat g(x,y) = 0.

This function exists, is unique almost surely and is related to the transition probability p
through the identity

®) g, y) = /0 p(t, %, y)d.

In dimension 2, the situation is different since the Green’s function is not bounded at infinity,
and we define g(-, y) as the unique function which satisfies

. 1
~V-avg(y)=dy i, gl y) =20 and g0, =0.
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This function is related to the transition probability p through the identity

g(x,y)=/0 (p(t,x,y) = p(t,y,y))dt.

In the statement below, we denote by g the homogenized Green’s function defined by the
formula, for each point x € R4 \ {0},

_]T_%Q(p)h’”x' lfd=2,
- o o
1
Q2rd2520(p)) |x |92 T

where the symbol I denotes the standard Gamma function. Theorem 1.2 describes the asymp-
totic behavior of the Green’s function g.

THEOREM 1.2. For each exponent § > 0, there exist a positive constant C < oo and an
exponent s > 0, depending only on the parameters d, 1, p and 8, such that for every y € 7%,
there exists a nonnegative random variable Mgy s(y) satisfying

RS
VR>0, P(Mens(y)=>R)=< Cexp(—€>,

such that, on the event {y € Goo}:

1. In dimension d > 3, for every point x € € satisfying |x — y| > Mei.s(y),
C
=y x =y

(10) g(x,y) —g(x —y)| < P
2. In dimension 2, the limit
K(y):=

exists, is finite almost surely and satisfies the stochastic integrability estimate

(g(x,y) — g(x —y)),

lim
X—>00

RS
VR=0, P(K(|zR)= Cexp(—;)-
Moreover, for every point x € oo satisfying |x — y| > Men s(y),

(11) g, ) —8(x =) = K| < ——75.
lx — yl

REMARK 2. In dimension 2, the situation is specific due to the unbounded behavior of
the Green’s function, and the theorem identifies the first-order term. The second term in the
asymptotic development is of constant order and is random: with the normalization chosen
for the Green’s function, the constant K depends on the geometry of the infinite cluster and
cannot be deterministic. We nevertheless expect it not to be too large and prove that it satisfies
a stretched exponential stochastic integrability estimate.

We complete this section by mentioning a potential application of these theorems. Theo-
rem 1.1 shows that the law of the VSRW on the infinite percolation cluster converges quanti-
tatively to the one of the Brownian motion (o B;);>¢. To go one step further in the analysis,
one can try to construct a coupling between the random walk (X;);>¢ and the Brownian mo-
tion (o B;);>0 such that their trajectories are close, that is, such that sup,, ., | Xy — 0 By]| is
small. This question is known as the embedding problem: a good error should be at least of
order o(+/7). In the case of the simple random walk on Z?, the optimal result is given by the
Komlés—Major-Tusnady approximation (see [63, 64]) and gives an error of order O (logt).
Adapting this result to the setting considered here requires to take into account the degenerate
geometry of the percolation cluster; we believe that Theorem 1.1 can be useful in this regard.
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FI1G. 1. A simulation to illustrate the convergence of the parabolic Green’s function for the VSRW on the infinite

cluster with p = 0.6. We use different colors to represent the level sets of the map t% p(t, -, y) in the first two rows.
The figures in the first row are drawn for the short times t = 100, 200, 300, 400, 500 in a cube of size 64 x 64
and the level sets of the heat kernel are perturbed by the geometry of the infinite cluster. In the second row, the
figures are drawn for the long times t = 500, 1000, 2000, 3000, 4000 and in a cube of size 256 x 256; in this case,
homogenization happens and the geometry of the level sets of the heat kernel is similar to the one of a Gaussian

d
heat kernel. In the third row, we simulate the functiont2 |p(t,-,y) — G(p)_1 P, = Y)|Lixes,) associated to the
figures in the second line and we observe that the errors decay to 0 as the time tends to infinity.

1.2. Strategy of the proof. On the supercritical percolation cluster, a qualitative version
of Theorem 1.1 is established by Barlow and Hambly in [23], where the strategy implemented
is to first prove a parabolic Harnack inequality for the heat equation. From the Harnack in-
equality, one derives a C%%-Holder regularity estimate (for some small exponent @ > 0) on
the heat kernel. It is then possible to combine this additional regularity with the quenched
invariance principle, established on the percolation cluster in [28, 69, 79], to obtain the local
central limit theorem.

In the present article, the strategy adopted is different and follows ideas from the theory
of stochastic homogenization, more specifically the ones of [15], Chapter 8. A first crucial
ingredient in the proof is the first-order corrector, which can be characterized as follows:
given a slope p € RY, the corrector x p 1s defined as the unique function (up to a constant)
which is a solution of the elliptic equation

~V-a(p+Vyxy) =0 in%x,

and which has sublinear oscillation, that is,

1 1 .

- 0SC%,,NB, Xp ‘= - ((gi%%r Xp— %;I}\fB, Xp) el 0.
The corrector is defined and some of its important properties are presented in Section 2.3. We
note that the use of the corrector to study random walk on supercritical percolation cluster is
not new: it is a key ingredient in the proofs of the quenched invariance principle (see [28, 69,
79]). Once equipped with this function, the analysis relies on a classical strategy in stochastic
homogenization: the two-scale expansion. The general approach relies on the definition of
the function

d
(12) ht,x,y):=0(p) " (ﬁ(t, X =)+ ) aplt,x— y)Xek(X)>,
k=1
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where (ex)k=(1....4y denotes the canonical basis of R? and p is the continuous heat kernel
defined in (5). The strategy is then to compute the value of

(13) 3h—V -aVh,

by using the explicit formula on 4 stated in (12) and to prove that it is quantitatively small in
the correct functional space (precisely, the parabolic H ™! space introduced in (33)). Obtain-
ing this result requires two types of quantitative information on the corrector:
e One needs to have quantitative sublinearity of the corrector, that is,

1
(14) r—aosc%»oomgr xp — 0,

r—0o0

for every exponent « > 0.
e One needs to have a quantitative control on the flux of the corrector in the weak H ! norm,

(15)

— 0,

1.,
a(p+Vyp) — o p' R

o
for every exponent « > 0, where 52 is the same diffusivity constant as in the definition (5)
of the heat kernel p.

The sublinearity of the corrector in the setting of the percolation cluster is established quali-
tatively in [28, 69, 79] and quantitatively in [12, 40, 61]. The second property (15) cannot be
directly deduced from the results of [12, 40, 61] and Appendix B is devoted to the proof of
this result.

Once one has good quantitative control over the H~'-norm of 8, — V - aVh, the proof of
the result follows from the following two arguments:

1. First, one shows that the function 4 is (quantitatively) close to the function 6~ (p) p.
This is achieved by proving that the second term in the right-hand side of (12) is small and
relies on the quantitative sublinearity of the corrector stated in (14).

2. Second, one needs to show that the function % is (quantitatively) close to the heat
kernel p. To prove this, the strategy is to use that the map p solves the parabolic equation

osp—V-aVp=0,

and subtract it from (13) to obtain that d;(p — h) — V -aV(p — h) is small in the H ~! norm.
We then use the function (p — &) as a test function in the previous equation, to deduce that
(p — h) has to be small in the H I_norm.

This strategy is essentially carried out in Section 4.2. Nevertheless, a number of difficulties
have to be treated in order to implement it. They are mainly due to three distinct causes which
are listed below.

First, the heat kernel p has an initial condition at time t = 0 which is a Dirac (see equation
(2)). It is rather singular and causes serious troubles in the analysis. To fix this issue, one
replaces the initial condition in (2) by a function which is smoother, but which is still a good
approximation of the Dirac function. The argument is sketched in the following paragraph.
We fix a large time ¢ > 0 and want to prove the main estimate (7) for this particular time 7. To
this end, we replace the initial condition 8, by the function p(z, - — y) for some time 7 <7,
and we define

dq—V-(@Vg)=0 in (1, 00) X 6o,
g, ) =0 'p(r,-—y) on%x.

The strategy is then to make the following compromise: we want to choose the coefficient T
small enough (in particular, much smaller than ¢) so that the initial data p(z,- — y) is close

(16)
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to the Dirac function §y, the objective being that the function ¢(z, -, y) is close to p(z, -, y)
(see Lemma 4.1); we also want to choose 7 large enough so that the initial data p(z,-) is
smooth enough. Our choice will be 7 = #'~* for some small exponent « > 0. This approach
is essentially the subject of Section 4.1.

The second difficulty is that the two-scale expansion described at the beginning of the
section only yields the result for a small exponent, that is, we obtain a result of the form

_ vl2
an p(t,x,9) = 0@ o, x — y)| < CrFe exp<_ : Cty_l )

for a small exponent k > 0. This result is much weaker than the near-optimal exponent % -4
stated in Theorem 1.1. The strategy is thus to improve the value of the exponent by a bootstrap
argument: by redoing the two-scale expansion and by using the estimate (17) in the proof, we
obtain an improved estimate of the form

2
(18) [P, x, ) =0 plt,x — )| < Cr =1 exp<_ . Cty| )

where «1 is a new exponent which is strictly larger than the original exponent k. We can
then redo the proof a second time and use the estimate (18) to obtain the inequality with an
exponent k7 strictly larger than «1. An iteration of the argument shows that there exists an
increasing sequence k, such that, for each n € N, the following estimate holds:

_vl2
(19) [p(t.x.y) =6 plt.x — y)| < Cror s exP<_ : c;y| )

The sequence «, is defined inductively (see the formula (148)) and we can prove that it
converges toward the value %; this is sufficient to prove the near optimal estimate stated in
Theorem 1.1.

The third difficulty is the degenerate structure of the environment. It is treated by defining
a renormalization structure for the infinite cluster which was first introduced in [12]: building
upon standard results in supercritical percolation, we construct a partition of the lattice Z¢
into cubes of different random sizes which are well connected in the sense of Antal, Pen-
rose and Pisztora (see [10, 75]), using a Calder6n—Zygmund-type stopping time argument.
The sizes of the cubes of the partition are random variables which measure how close the
geometry of the cluster is from the geometry of the lattice: in the regions where the sizes of
the cubes are small, the cluster is well behaved and its geometry is similar to the one of the
Euclidean lattice, while in the regions where the sizes of the cubes are large, the geometry
of the cluster is ill-behaved (see Figure 3). The probability to have a large cube in the parti-
tion is small and stretched exponential integrability estimates are available for these random
variables (see Proposition 2(iii) or [75]).

This partition provides a random scale above which the geometry of the infinite cluster is
similar to the one of the Euclidean lattice and it allows to adapt the tools of functional anal-
ysis needed to perform the two-scale expansion to the percolation cluster. Similar strategies
using renormalization techniques were used to study the random walk on the supercritical
percolation cluster and we refer for instance to the work of Barlow in [21], who established
a Poincaré inequality on the percolation cluster, or to the one of Mathieu and Remy in [69].

The general strategy to study the random walk on the infinite cluster is thus to prove that
there exists a random scale above which the geometry of the infinite cluster 6 is similar
to the geometry of the lattice Z¢, and to deduce from it that, above a random time which is
related to the aforementioned random scale, the random walk has a behavior which is similar
to the one of the random walk on Z¢ (see Figure 1). As a consequence, most of the results
described in this article only hold above a random scale (or random time) above which the
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infinite cluster has renormalized. Moreover, we need to appeal to a number of random scales
(or random times) in the proofs, above which some analytical tools are available: the scale
Mieg above which a C 0.1_regularity theory is valid (see Theorem 1.3), the time 7ya above
which a Nash—Aronson estimate for the heat kernel is available (see Theorem 3.1), etc. For
all of these random scales and times, stretched exponential integrability estimates are valid.

This strategy describes the proof of Theorem 1.1. Once this result is established, Theo-
rem 1.2, pertaining to the elliptic Green’s function, can be deduced from it thanks to the
Duhamel principle stated in (8). This is the subject of Section 5.

We complete this section by describing the content and purposes of Section 3. To perform
the analysis described in the previous paragraphs, and in particular to prove that the function
q defined (16) is a good approximation of the heat kernel p, one needs to have some control
over the quantities at stake. In particular, it is useful to have a good control on the heat kernel
p and its gradient V p. The first one is given by the article of Barlow [21], which provides
Gaussian upper and lower bounds for the heat kernel p (see Theorem 3.1). For the gradient
of the heat kernel, we expect to have a behavior similar to the one of the gradient of the heat
kernel on R, that is, a C%!-regularity estimate of the form

_vl2
Vep(t,x,y)| < Cr i exp<_ |x Ctyl )

Section 3 is devoted to proving a large-scale version of this estimate and is independent of

Section 4 and Section 5. The precise statement established in this section is the following.

THEOREM 1.3. There exist an exponent s := s(d, p, A) > 0, a finite positive constant
C :=C(d,p, M) such that for each point x € 7%, there exists a nonnegative random variable
Mieg (x) satisfying the stochastic integrability estimate

RS
(20) VR>0, P(Mug(x)>R) < c€xp<_6),

such that the following statement is valid: for every radius r > Meg(x), every point y € 6o
and every time t > max(4r2, |x — y|), the following estimate holds:

_d_1 Ix — y|?
Hpr(t,-,)’)”y(B,(x)m(ﬁoo)SCt ’ 2exp<— Ct )

where the notation LZ(Br (x) N €0) denotes the average L2-norm over the set By(x) N G
and is defined in (31).

REMARK 3. By using the symmetry of the heat kernel, a similar regularity estimate holds
for the gradient in the second variable: for each point y € Z?, there exists a nonnegative
random variable M, (y) satisfying the stochastic integrability estimate (20) such that for
every radius r > M,g(y), every point x € 6 and every time t > max(4r2, |x — v,

19 p.5.9] < crt o120
yPA X N2 (B, ()nne) = xp A

The strategy of the proof of this result relies on tools from homogenization theory, in
particular the two-scale expansion and the large-scale regularity theory. It is described at the
beginning of Section 3.



GREEN’S FUNCTIONS ON PERCOLATION CLUSTERS 565
1.3. Related results.

1.3.1. Related results about the random conductance model. The random conductance
model has been the subject of active research over the recent years, by various authors and un-
der different assumptions over the law of the environment. In the case of uniform ellipticity,
that is, when the environment is allowed to take values in [X, 1], a quenched invariance prin-
ciple is proved by Osada in [73] (in the continuous setting) and by Sidoravicius and Sznitman
in [79] (in the discrete setting). Gaussian bounds on the heat kernel follow from [43]. This
framework is the one of the theory of stochastic homogenization and we refer to Section 1.3.2
for further information.

In the setting when the conductances are only bounded from above, a quenched invariance
principle was proved by Mathieu in [67] and by Biskup and Prescott in [32]. In the case when
the conductances are bounded from below, a quenched invariance principle and heat kernel
bounds are proved in [22] by Barlow and Deuschel. In [3], Andres, Barlow, Deuschel and
Hambly established a quenched invariance principle in the general case when the conduc-
tances are allowed to take values in [0, 00).

The i.i.d. assumption on the environment can be relaxed: in [5], Andres, Deuschel and
Slowik proved a quenched invariance principle for the random walk for general ergodic en-
vironment under the moment condition

_ .. 112

(21) E[a(e)’]+ E[a(e) ¥] < oo for p, q € (1, 00) satisfying , + . <7

We also refer to the works of Chiarni and Deuschel [37], Deuschel, Nguyen and Slowik [44]
and Bella and Schiffner [25] for additional quenched invariance principles in degenerate
ergodic environment. The case of ergodic, time-dependent, degenerate environment is inves-
tigated by Andres, Chiarini, Deuschel and Slowik in [4] where they establish a quenched
invariance principle under some moment conditions on the environment. More general mod-
els of random walks on percolation clusters with long range correlation, including random
interlacements and level sets of the Gaussian free field, are studied by Procaccia, Rosenthal
and Sapozhnikov in [77], where a quenched invariance principle is established.

The heat kernel has been studied under various assumptions on the environment: a first
important property that needs to be investigated is the question of the existence of Gaussian
lower and upper bounds. Such estimates are valid in the case of the percolation cluster pre-
sented in this article and were originally proved by Barlow in [21]. This result also holds
when the conductances are bounded from below and we refer to the works of Mourrat [70]
(Theorem 10.1 of the second arxiv version) and of Barlow, Deuschel [22]. It is also known
that it cannot hold in full generality: in [29], Berger, Biskup, Hoffman and Kozma estab-
lished that, when the law of the conductances has a fat tail at O, the heat kernel can behave
anomalistically due to trapping phenomenon (even though a quenched invariance principle
still holds by [3]). We refer to the works of Barlow, Boukhadra [31] and Boukhadra [33, 34]
for additional results in this direction. Gaussian estimates on the heat kernel for more general
graphs were studied by Andres, Deuschel and Slowik in [7] and [9].

The question of Gaussian upper and lower bounds on the heat kernel is related, and in
many situations equivalent, to the existence of a parabolic Harnack inequality (see, for in-
stance, Delmotte [43]). On the percolation cluster, the parabolic Harnack inequality is estab-
lished in [23]. We refer to the article of Andres, Deuschel, Slowik [6] for a proof of elliptic
and parabolic Harnack inequalities on general graphs with unbounded weights, to the work
of Sapozhnikov [78] for a proof of quenched heat kernel bounds and parabolic Harnack in-
equality for a general class of percolation models with long-range correlations on Z? and to
the articles of Chang [36] and Alves and Sapozhnikov [2] for similar results on loop soup
models.
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Results on the elliptic Green’s function usually follow from the ones established on the
parabolic Green’s function, by an application of the formula (8) in dimension larger than 3.
In dimension 2, the situation is different and requires separate considerations; in [8], Andres,
Deuschel and Slowik characterize the asymptotics of the Green’s function associated to the
random walk killed upon exiting a ball under general assumptions on the environment.

Finally, we refer to [30] for a general review on the random conductance model.

1.3.2. Related result about stochastic homogenization. The theory of qualitative stochas-
tic homogenization was developed in the 1980s, with the works of Kozlov [65], Papanicolaou
and Varadhan [74] and Yurinskii [81] in the uniformly elliptic setting. Still in the uniformly
elliptic setting, a quantitative theory of stochastic homogenization has been developed in the
recent years up to the point that it is now well understood thanks to the works of Gloria and
Otto in [55-58] and Gloria, Neukamm, Otto [53, 54], building upon the ideas of Naddaf and
Spencer in [71]. These results have applications to random walks in random environment, as
is explained in [46]. Another approach was initiated by Armstrong and Smart in [17], who
extended the techniques of Avellaneda and Lin [19, 20] and the ones of Dal Maso and Modica
[38, 39]. These results were then improved in [13, 14], and we refer to the monograph [15]
for a detailed review of this approach.

The aforementioned works treated the case of uniformly elliptic environments and the
question of the extension of the theory to degenerate environments has drawn some atten-
tion over the past few years. A number of results have been achieved and some of them are
closely related to the works on the random conductance model presented in the previous
section. In [72], Neukamm, Schiffner and Schlomerkemper proved I'-convergence of the
Dirichlet energy associated to some nonconvex energy functionals with degenerate growth.
In [66], Lamacz, Neukamm and Otto studied a model of Bernoulli bond percolation, which
is modified such that every bond in a fixed direction is declared open. In [48], Fleger, Heida
and Slowik proved homogenization results for a degenerate random conductance model with
long range jumps. In [24], Bella, Fehrman and Otto studied homogenization of degenerate
environment under the moment condition (21) and established a first-order Liouville theorem
as well as a large-scale C!-%-regularity estimate for a-harmonic functions. In [51], Giunti,
Hofer and Veldzquez studied homogenization for the Poisson equation in a randomly perfo-
rated domain. In [12], Armstrong and the first author implemented the techniques of [15] to
the percolation cluster to obtain quantitative homogenization results as well as a large-scale
regularity theory.

1.4. Further outlook and conjecture. 'The results of this article present quantitative rates
of convergence for the parabolic and elliptic Green’s functions on the percolation cluster. We
do not expect the result to be optimal: the quantitative rate of convergence % — 4 and the
stochastic integrability s in Theorem 1.1 can be improved and so is the case for Theorem 1.2.
We expect the following conjecture to hold.

CONJECTURE 1. Fixs € (0, 2(dd—1))’ there exists a positive constant C < 00 depending
on the parameters d, p, A and s, such that, for each time t > 0 and each pair of points
X,y € 742 such that |x — y| <t, conditionally on the event {x,y € €},

Ip(t,x,y) — 0@ plt, x —y)|

2
(95<Ct(2iéexp<— =l )) when d > 3,
<

Ct

2
Oy <Clog%(1 + t)t_% exp(— X Cty| >> whend =2,
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where the notation Oy is used to measure the stochastic integrability and is defined in Sec-
tion 1.6.2. For the elliptic Green’s function, a similar result holds:

1. In dimension d > 3, for each x,y € 74, conditionally on the event {x,y € €0},

lg(x,y) — g(x — )| < O4(Clx — y|'™9),

where the function g is defined in the equation (9).
2. In dimension 2, for each y € Z¢, conditionally on the event {y € €xo}, the limit

K(y):= lim g(x,y) —glx —y)
exists, is finite almost surely and satisfies the stochastic integrability estimate
[K()] = 05(0).

Moreover, for every x € Z2, conditionally on the event {x, y € €0}, one has
_ 1 _
g(x, ) — gx =) = K| = O5(Clog> (1 + |x — yl)lx — y|7").

REMARK 4. This statement cannot be stated with a minimal scale as in Theorems 1.1
and 1.2. This is due to the fact that the estimates scale optimally in time or space; the best
possible statements involving a minimal scale are the ones of Theorems 1.1 and 1.2.

This result can be conjectured from the theory of stochastic homogenization in the uni-
formly elliptic setting (see [15], Theorem 9.11 and Corollary 9.12). There is one main differ-
ence between the results in the uniformly elliptic setting and in the percolation setting, which
is the stochastic integrability: we expect that the stochastic integrability will be reduced by a
factor (d — 1)/d. This is expected because of a surface order large deviation effect which can
be heuristically explained as follows. In the uniformly elliptic setting and in a given ball Bg,
to design a bad environment, that is, an environment on which no good control on the heat
kernel is valid, it is necessary to have a number of ill-behaved edges of order of the volume
of the ball. In the percolation setting, one can design a bad environment with a number of
ill-behaved edges of order of the surface of the ball: given a ball of size R, it is possible to
disconnect it into two half-balls with cR4~! closed edges. This should result in a deterioration
of the stochastic integrability by a factor (d — 1)/d.

The conjecture improves Theorems 1.1 and 1.2 in two distinct directions: the spatial scal-
ing, where the coefficient 1/2 — § is replaced by 1/2 for the heat kernel and the coefficient
1 —é is replaced by 1 for the elliptic Green’s function, and the stochastic integrability, where
the exponent s can take any value in the interval (0, @). We believe that the two im-
provements should follow from different techniques: for the spatial integrability, we think
that it should follow by an adaptation of the techniques developed in [15, Chapter 9]. The im-
provement of the stochastic integrability seems to be a much harder problem which requires
separate considerations and should rely on a precise understanding of the geometry of the
percolation clusters.

We complete this section by mentioning that the results of this article pertain to the variable
speed random walk, but similar results, with similar proofs, should hold for other related
models of random walk on the infinite cluster such as the constant speed random walk and
the simple random walk. This choice is motivated by the fact that the generator of the VSRW,
written in (1), is more convenient to work with than the ones of the CSRW and the SRW,
which simplifies the analysis.
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1.5. Organization of the article. The rest of this article is organized as follows. The re-
maining section of this introduction is devoted to the presentation of some useful notation.

In Section 2, we record some preliminary results, including some results from the theory
of quantitative stochastic homogenization on the infinite cluster from [12, 40, 61]: the quan-
titative sublinearity of the corrector and a quantitative estimate to control the H ~!-norm of
the centered flux. In Section 3, we recall the Gaussian bounds on the heat kernel which were
established by Barlow in [21] and establish a large-scale C%!-regularity theory for the heat
kernel.

In Section 4, we establish Theorem 1.1. The proof is organized in three subsections: Sec-
tion 4.1 is devoted to the proofs of three regularization steps, which can be seen as a prepara-
tion for the two-scale expansion in Section 4.2. The heart of the proof is Section 4.2, where we
perform the two-scale expansion. In Section 4.3, we post-process the result from Section 4.2
and deduce the result of Theorem 1.1.

In Section 5, we use Theorem 1.1 to prove the homogenization of the elliptic Green func-
tion, that is, Theorem 1.2.

Appendix A and Appendix B are devoted respectively to two technical estimates: a con-
centration inequality for the density of the infinite cluster in a cube and the proof of the quan-
titative estimate of the weak H ~!-norm of the centered flux which is stated in Section 2.3.

1.6. Notation and assumptions.

1.6.1. General notation and assumptions. We let Z¢ be the standard d-dimensional hy-
percubic lattice and By := {{x, y} : x, y € Z¢, |x — y| = 1} denote the set of bonds. We also

denote by E; the set of oriented bonds, or edges, of Z¢. We use the notation {x, y} to refer to
a bond and (x, y) to refer to an edge.

We denote the canonical basis of R¢ by {e1,...,eq}. For a vector p € R? and an inte-
ger i € {1,...,d}, we denote by [p]; its ith-component, that is, p = ([pli, ..., [pl4). For
x,ye€Z% we write x ~ y if x and y are nearest neighbors. We usually denote a generic
edge by e. We fix an ellipticity parameter A € (0, 1] and denote by €2 the set of all functions
a: By — {0} U[A, 1], that is, = ({0} U [x, 1])5¢ and we denote by a a generic element of
Q. The Borel o-algebra on €2 is denoted by F. For each U C 74, we let F (U) C F denote
o -algebra generated by the projections a — a({x, y}), for x, y € U with x ~ y.

We fix an i.i.d. probability measure P on (€2, F), that is, a measure of the form P = }P’g d
where [Py is a measure of probability supported in the set {0} U [X, 1] with the property that,
for any fixed bond e,

p:=Po[a(e) #0] > pc(d),

where p.(d) is the bond percolation threshold for the lattice Z¢. We say that a bond e is open
if a(e) # 0 and closed if a(e) = 0. A connected component of open edges is called a cluster.
Under the assumption p > p.(d), there exists almost surely a unique maximal infinite cluster,
which is denoted by %5, and we also note 6(p) := P[0 € ¥~ ]. From now on, we always
consider environments a € 2 such that there exists a unique infinite cluster of open edges.
We denote by E the expectation with respect to the measure P.

1.6.2. Notation of O;. For a parameter s > 0, we use the notation J; to measure the
stochastic integrability of random variables. It is defined as follows, given a random variable
X, we write

(22) X <O,0) ifandonlyif E[exp((6~'X)’)] =2,
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where (671X )+ means max{6# !X, 0}. From the inequality (22) and the Markov’s inequality,
one deduces the following estimate for the tail of the random variable X: for all x > 0,
P[X > 0x] <2exp(—x*).

Given a random variable X satisfying the identity X < (O;(0), one can check that, for
each A € R, one has X < O;(A0). Additionally, one can reduce the stochastic integrability
parameter s according to the following statement: for each s’ € (0, s], there exists a constant
0 < Cy < oo such that X < Oy (Cy0).

To estimate the stochastic integrability of a sum of random variables, we use the following
estimate, which can be found in Lemma A.4 of [15]: for each exponent s > O there exists
a positive constant C; < oo such that for any measure space (E,S,m) and any family of
random variables {X (z)};cE, one has

@) VieE X0=000) = [ X(z)m(dz)sos(cs [ e<z>m<dz)).

The previous statement allows to estimate the stochastic integrability of a sum of random
variables: given X1, ..., X, a collection of nonnegative random variables and Cy,...,C, a
collection of nonnegative constants such that, for any i € {1,...,n}, X; < O,(C;), one has
the estimate

(24) 3 X <0, (cs ZC,-).
i=1 i=1

The following lemma is useful to construct minimal scales.

LEMMA 1.4 ([12], Lemme 2.2). Fix K > 1, s >0 and B > 0 and let {X,},en be a
sequence of nonnegative random variables satisfying the inequality X, < Os(K37"P) for
every n € N. There exists a positive constant C(s, B, K) < 0o such that the random scale
M :=sup{3" € N: X, > 1} satisfies the stochastic integrability estimate M < Ops(C).

1.6.3. Topology, functions and integration. For every subset V C Z¢ and every environ-
ment a € 2, we consider two sets of bonds B;(V) and B5(V). The first one is inherited from
the set of bonds B, of Z¢, the second one is inherited from the bonds of nonzero conductance
of the environment a. They are defined by the formulas

Ba(V):={{x,y}:x,yeV,x ~y}

and
Bi(V):={{x,y}:x,ye V,x ~y,a({x, y}) #0}.

We similarly define the set of edges EZ(V) and Eg( V).
The interiors of a set V with respect to B;(V) and B3(V) are defined by the formulas
m(V):={xeV:y~x = yeV}
and
inta(V):={xeV:y~x,a({x,y}) #0 = ye V}.

The boundaries of V are defined by aV := V\int(V) and 9,V := V\inta(V). The cardi-
nality of a subset V C Z¢ is denoted by |V| and called the volume of V. Given two sets
U,V C 74, we define the distance between U and V according to the formula dist(U, V) :=
minycy yev |X — y| and the distance of a point x € 74 to aset VCzd by the notation
dist(x, V) :=minyey |[x — y|.
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For a subset V C Z¢, the spaces of functions with zero boundary condition are defined by
(25) Co(V):={v:V—->R:v=00n0dV}, Co(V):={v:V—>R:v=00nd,V}.

Given a subset U C Z? and a function u : b~ NU — R (resp. a function F :
Bi(¢~ N U) — R), the integration over the set G N U (resp., over B (G N U)) is de-
noted by

(26) / U= Z u(x), resp. F = Z F(e),
U reGonU Gl e€B (¢nonU)

which means that we only integrate on the vertices (resp., open bonds) of the infinite cluster
%~. We extend this notation to the setting of vector-valued functions u : 65 N U — R". We
also let (u)y := ﬁ [y u denote the mean of the function u over the finite subset V C 74,

Given a subset V C Z¢, a vector field is a function F : E;(V) — R satisfying the anti-
symmetry property
— —
F ({X, y}) =—F ({)’»x})

For y € Z% and r > 0, we denote by B, (y) the discrete Euclidean ball of radius r > 0 and
center y; we often write B, in place of B, (0). A cube Q is a subset of 74 of the form

Q:=2'N(z+[-N,N1%).

We define the center and the size of the cube given in the previous display above to be the
point z and the integer N, respectively. The size of the cube Q is denoted by size(Q). Given
an integer n € N, we use the nonstandard convention of denoting by n Q the cube

(27) nQ:=7%0(z+[-nN,nN1%).
A triadic cube is a cube of the form
3m  3m d
Un(z) =z + (—7, 7) , ze€3"Z% meN.

We usually write [J,, := [,,(0). Additionally, we note that size(L],) = 3", denote by
T = {z + 0O, : z € 3"Z% the set of triadic cubes of size 3™ and by 7T the set of all triadic
cubes, thatis, 7 := ,,en Ti-

1.6.4. Discrete analysis and function spaces. In this article, we consider two types of
objects: functions defined in the continuous space R? and functions defined on the discrete
space Z¢.

Notation for discrete functions. Given a discrete subset U C Z¢, an environment a such that
there exists an infinite cluster 5, of open edges, and a function u : ¥ N U — R, we define
its gradient Vu to be the vector field defined on B, by, for each edge e = (x, y) € E;,

u(y) —u(x) ifx,y € éx and a({x, y}) #0,

28 \ =
28) u(e) otherwise.

We also define the norm of the gradient Vu according to the formula, for each x € 6,
[Vu|(x) := Z},Nx lu(y) — u(x)|. We frequently abuse notation and write |Vu(x)| instead of
V| (x). N

For a vector field F : B; — R, we define the discrete divergence operator according to
the formula, for each x € Z9,

V-F =Y Fx,y).

y~x
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By the discrete integration by parts, one has, for any discrete set U C Z¢, any functions
veCi(CooNU)and u: 6o NU — R,

29) .[ﬁ,omU Vv-aVu := .[KOOHU a(e)Vv(e)Vu(e) = LMHU v(—V -aVu),

where the finite difference elliptic operator —V - aV is defined in (1).
For p € [1, 00), we define the L? (%~ N U)-norm and the normalized L? (%5 N U)-norm
by the formulas

14
lullLr vy == </ |u|p> ,
GooNU

1

1 P

lullLr sty = (7 |u|P) .
LA ) |00 NU| JsnU

We also define the L” (% N U)-norm and the normalized L” (% N U)-norm of the gradient
of a function u : ¥5, N U — R by the formulas

(30)

)4
IVullLr oy = (/ |Vu|”) ,
GooNU

. 1
Vul|pr =\ A1 v 1’) -
IVullLr@.nv) (I%o NU| Jéwnu e

We define the normalized discrete Sobolev norm W17 (€ N U) by

€2y

_1
(32) Nl 1.0 sy = G0 VU7 Nl Lo ganry + 1Vl Lo s

and the dual norm W17 (% N U),
1

e — uv,

Ao
UGC() (CoonU), IIU”KLP/((KOOQU

with % + % = 1. We use respectively the notation H'(€x N U) := WH?(6x N U) and
H ' (6snNU):=W 126 NU).

For a function u : Z¢ — R and a vector h € Z%, we denote by Ty (u) := u(- + h) the
translation and by D,, the finite difference operator defined by, for any function u : 74 - R,

74 R,

Deu =
x> To (u)(x) — u(x).

We also define the vector-valued finite difference operator Du := (D¢ u, Deyu, ... Deyut).
This definition has two main differences with the gradient on graph defined in (28): it is
defined on the vertices of Z¢ (not on the edges) and it is vector-valued. This second definition
of discrete derivative is introduced because it is convenient in the two-scale expansion (see
(106)).

Given an environment a € 2, and a function u : 5 — R, we define the functions aDu
and 1{a0)Du by, for each x € €,

aDu(x) := (a({x, x + e1})Deu(x), ..., a({x, x + ez}) Do, u(x)),
L{az0y Dut(x) := (L{a((x,x+e1)0) De (X, - -, Lia((x,x+eq))#0) Dey (%))

We extend these functions to the entire space Z¢ by setting, for each point x € Z9 \ G,
aDu(x) = L{ax0)Du(x) = 0. It is natural to introduce the dual operator Djku =T () —u
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and the divergence D*. defined by, for any vector-valued function F:7¢ > RYF =
(F\, Fs,...Fy),

D*. F(x)_ZD Fr(x).

By the discrete integration by parts, one has the equality, for any v € C§ (¢ N U),

(34) / v(D* -aDu) = f Dv - aDu.
GooU GooU

In fact, one can check that the identity —V -aV = D* - aD holds, which allows to interchange
the two notation.

Moreover, given a vector x = (x1,...,Xg) € R4, we denote by |x| = (Zd_l sz)z its norm.
This allows to extend the definition of the Sobolev norms (30), (32) and (33) to vector-valued
functions, and we note that

_1
cllullyrr g nuy < 1Coo VU™ 2lullLr gonu) + 1 {az0y DullLr @)
=< CHMHELP(‘KMOU)’
for some constants ¢, C which only depend on the dimension d.

Notation for continuous functions. We use the notation d, V, A for the standard derivative,
gradient and Laplacian on R?, which are only applied to smooth functions. It will always be
clear from context whether we refer to the continuous or discrete derivatives. We sometime
slightly abuse the notation and denote by |V*5| the norm of kth derivatives of the function 7.

Notation for parabolic functions. For r > 0, we define the time interval I, := (—r2, 0] and
I(t) ;=1 + (—r2,0]. We frequently use the parabolic cylinders I, x B, and I, x (650 N B;)
and define their volumes by

|(I, x B))| =7r? x |B,| and |(I, X (€ N By))| =r* x | N B,|.

Given a function u : I, x B, — R (resp., v: I, X (60 N B;) = R), we define the integrals

0 0
/ u::/ / u(t,x)dxdt and vi= f v(t, x)dxdt,
I, x B, —r2 r I x(6o0NB;) —r2 CooN By

and denote the mean of these functions by the notation

W) xB, i=——— <B )| /—rZ,/, u(t,x)dxdt,

(V) 1, x (6NBy) = 7 x (cg B L / v(t, x)dxdt.

Given a finite subset V C Z? or V € R?, we denote by d,(I, x V) the parabolic boundary of
the cylinder /, x V defined by the formula

oI, x V) :=(I, x 3V)U (|=r?} x V).

Given a real number p > 1 and a Lebesgue-measurable function u : I, x V — RY, we define
the norm L? (I, x V) and the normalized norm L? (I, x V) according to the formulas

0
NullLr, vy = (/ 2H“(t’ ')”ip(V)dt)p
—r
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and

0 1
lullzr, < vy = (r_z /—r2 [T s dt)p'

These notation are extended to the gradient of a function u : I, x V — R¢ by the formulas

0
IVullrg,xv) = ( f V@)L, dt)p
—r

and

0
Vullpei, xvy == (”2 /—ﬂ |Vu(, ')”21’(‘/) d’>p

Given a real number g > 1, we also define the space L9(/,; w-Lr(vy) by
1 0 q
Li(L; WP (V) == {u I, xV—>TR" :/_r2 ”M”w*“’(V) dt < oo}

and we equip this space with the normalized norm defined by

1
q
||u||y/(1r;ﬂ*hp(v)) :=< / Ju, )”q -Lp(y) ) :

We define the parabolic Sobolev space Wpar (I, x V) to be the set of measurable functions
u: I, x V— R such that the time derivative d;u, understood in the sense of distributions,
belongs to the space W_l’p/(lr x V) with % + # =1, that is,

Wl (I x V) i={u € LP(I, x V) : du € LV (I,; W= 12" (V))}.

We also make use of the notation HL (I, x V) := WL2(I, x V) for the H' parabolic space

par par

and L>(I,; H-Y(V)) := L*(I,; W= 12(V)).

1.6.5. Convention for constants, exponents and minimal scales/times. Throughout this
article, the symbols ¢ and C denote positive constants which may vary from line to line.
These constants may depend only on the dimension d, the ellipticity A and the probability p.
Similarly, we use the symbols o, 8, ¥, § to denote positive exponents which depend only on
d, A and p. Usually, we use the letter C for large constants (whose value is expected to belong
to [1, 00)) and ¢ for small constants (whose value is expected to be in (0, 1]). The values of
the exponents «, 8, y, § are always expected to be small. When the constants and exponents
depend on other parameters, we write it explicitly and use the notation C := C(d, p, 1) to
mean that the constant C depends on the parameters d, p and ¢. We also assume that all the
minimal scales and times which appear in this article are larger than 1.

2. Preliminaries. In this section, we collect a few results from the theory of supercritical
percolation which are important tools in the establishment of Theorems 1.1 and 1.2.

2.1. Supercritical percolation.
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FIG. 2. A pre-good cube, the cluster 6x () is drawn in green and the clusters in yellow are the small clusters.

2.1.1. A partition of good cubes. An important step to prove results on the behavior of
the random walk on the infinite cluster 5, consists in understanding the geometry of this
cluster. A general picture to keep in mind is that the geometry of %, is similar, at least on
large scales, to the one of the Euclidean lattice Z¢. To give a precise mathematical meaning
to this statement, the common strategy is to implement a renormalization structure for the
infinite cluster. In this article, we use a strategy, which was first introduced by Armstrong and
the first author in [12]. It relies on the following geometric definition and lemma which are
due to Penrose and Pisztora [75].

DEFINITION 1 (Pre-good cube). We say that a discrete cube [J € Z¢ of size N is pre-
good if:

1. There exists a cluster of open edges which intersects the 2d faces of the cube [1. This
cluster is denoted by %, ([J);
2. The diameter of all the other clusters is smaller than %.

Figure 2 is a simulation of a pre-good cube. We then upgrade this definition into the fol-
lowing definition of good cubes.

DEFINITION 2 (Good cube). We say that a discrete cube [J € Z¢ of size N is good if:

1. The cube [ is pre-good;
2. Every cube [’ whose size is between N /10 and N and which has nonempty intersec-
tion with [ is also pre-good.

We note that the event “the cube [ is good” is F (3[J)-measurable. The main reason to use
good cubes instead of pre-good cubes is that they satisfy the following connectivity property,
which can be obtained from straightforward geometric considerations and whose proof can
be found in [12], Lemma 2.8.

LEMMA 2.1 (Connectivity property). Let Oy, Oy be two cubes of Z& which are neigh-
bors, that is, which satisfy
dist(My, ) <1,
which have comparable size in the sense that
1 - s%ze(Dl) -
3 7 size(Op) —
and which are both good. Then there exists a cluster € such that

Cx() UG(O) € cy Ul

’
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FI1G. 3. A realization of the partition P, where the cluster in green is the maximal cluster and the cubes in red
are elements of P.

The main interest in these definitions is that in the supercritical phase p > p.(d), the prob-
ability of a cube to be good is exponentially close to 1 in the size of the cube. Such a result is
stated in the following proposition and is a direct consequence [76], Theorem 3.2 and [75],
Theorem 5.

PROPOSITION 1. Consider a Bernoulli bond percolation of probability p € (p.(d), 1].
Then there exists a positive constant C(d, p) < 0o such that, for every cube O C Z4 of size N,

(35) P[0 is good] > 1 — Cexp(—C~'N).

The renormalization structure we want to implement relies on the observation that Z¢
can be partitioned into good cubes of varying sizes. Thanks to the exponential stochastic
integrability obtained by Penrose and Pisztora and stated in Proposition 1, we are able to
build such a partition. The precise statement is given in the following proposition.

PROPOSITION 2 (Propositions 2.1 and 2.4 of [12]). Under the assumption p > p., P—
almost surely, there exists a partition P of Z@ into triadic cubes with the following properties:

1. All the predecessors of elements of P are good cubes, that is, for every pair of triadic
cubes (1, € T, one has the property

OeP and O'CO = Oisgood.

2. Neighboring elements of P have comparable sizes: for every (1,0 € P such that
dist(d, ') < 1, we have
s /
l - s1‘ze(El) -
37 size(d)
3. Estimate for the coarseness of P: if we denote by Up(x) the unique element of P
containing a given point x € 72, then there exists a constant C(p, d) < 0o such that

(36) size(Jp(x)) < 01 (C).

4. Minimal scale for P. For each q € [1, 00), there exists a constant C := C(d, p, q) <
00, a nonnegative random variable My (P) and an exponent r :==r(d, p, q) > 0 such that

(37) My (P) < O0,(0),
and for each radius R satisfying R > M, (P),

1
(38) R~ Z size(p(x))? <C and sup size(Op(x)) < R7.
xeZ4NBg xeZINBg
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REMARK 5. To be precise, this proposition is a consequence of Propositions 2.1 and 2.4
of [12] and of Proposition 1 as is explained in [12], Section 2.2.
Additionally, the precise result stated in [12], Proposition 2.4, is that there exists a minimal

d
scale M, (P) above which sup, zanp, size(Up(x)) < R%4, with an exponent d/(d + q)
instead of 1/g. Nevertheless, it is straightforward to recover the statement of Proposition 2
from the one of [12], Proposition 2.4.

Figure 3 (drawn with dyadic cubes instead of triadic cubes to improve readability) illus-
trates what this partition looks like. It allows to extend functions defined on the infinite cluster
to the whole space RY, as is explained below. We consider a function u : € — R. For each
point x € 74, we choose a point z(x) in the cluster %, ((Jp(x)) according to some determin-
istic procedure (for instance, we choose the one which is the closest to the center of the cube
and break ties by using the lexicographical order). We then define the coarsened function
[u]p on Z4 according to the formula, for each x € Z4,

Ulp () = {u(x) if x € 6o,

(39) u(z(x)) otherwise,

and extend it to the whole space RY by setting it to be piecewise constant on the cubes
[x — l,x+ %)d, for x € Z9. When the function u is defined on the parabolic space

[0, 00) x €, We define its extension to the space [0, o) x 74, which we also denote by
[u#]p, according to the formula

(40) aInc. )_{u(t,x) if x € Gno,

u(t,z(x)) otherwise.

For later purposes, we note that, given a function u : ¥ — R, the L”-norm of the function
V{ul]p can be estimated in terms of L”-norm of the function Vu and the sizes of the cubes
in the partition P. Specifically, one has the formula, for any radius r > size([L1p(0)),

41) ||V[u]P||L,,(deB ) = C/ SlZC(Dp()C))pd 1|Vu(x)|pdx

r )OO

The proof of this result can be found in [12], Lemma 3.3. Additionally, one can estimate the
L?-norm of the function [u]p in terms of the L”-norm of the function u# according to the
formula, for any radius r > size(Clp(0)),

42) [le )20 es,, < /B . size(Tp () Ju(o)|? dx,

where 1§, denotes the union of all the cubes in the partition P which intersect the ball B, that
is, B, == U{J € P : JN B, # &}. This estimate is a consequence of the following argument:
by definition of the coarsened function [u#]p, one has the estimates, for any cube [] of the
partition P,

I [”]PHLP(D) < size(D)" ” [u]P||L°°(D)
< size(D)? ||M||Loc>(%cmD)
< size(D)dllullfp(%omD)v

where we used the discrete L° — LP-estimate in the third inequality. Summing over all the
cubes of the set B, completes the proof of the estimate (42).
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2.2. Functional inequalities on the infinite cluster. In this section, we state mostly with-
out proofs, some functional inequalities which are valid on the infinite cluster %~,. The parti-
tion of good cubes presented in Section 2.1.1 allows to prove these estimates and we refer to
[12] for the details of the argument. Some of these inequalities were already proved by other
renormalization technique: it is in particular the case of the Poincaré inequality which was
established by Barlow in [21] (see also Mathieu, Remy [69] and Benjamini, Mossel [27]).

The fact that these bounds are stated on a random graph which has an irregular nature
means that they are only valid on balls of size larger than some random minimal scales, de-
noted by Mpoinc and Mfeyers in the following statements, which depend on the environment
a and are large when the environment is ill-behaved.

The first functional inequality we record is the Poincaré inequality, it can be found in [21],
Theorem 2.18, for the L2-version.

PROPOSITION 3 (Poincaré inequality on 6s). Fix a real number p € [ddj, 00). There
exist a constant C := C(d,p, p) < 0o, an exponent s := s(d,p, p) > 0 such that, for
any y € 74, there exists a nonnegative random variable M pp_poinc(y) which satisfies the
stochastic integrability estimate

(43) MLI’fPoinc (y) = Os (C)a
such that for each radius R > M pr _poinc(y) and each function u : ¢~ N Br(y) = R,
[ = WsnBe) | LranBriyy < CRIVUIlLL GanBr(y)-

Moreover, for each function u : oo N Br(y) — R, such that u = 0 on the boundary
(2! N BRr() NG,

lullLr @onBr(y) < CRINVUllLr @onBr(y))-

REMARK 6. This inequality is frequently used in the case p = 2. To shorten the notation,
we write Mpoinc(y) to refer to the minimal scale M 2_pgi. ().

PROOF. By translation invariance of the model, we can always assume y = 0. The proof
relies on the Sobolev inequality as stated in [12], Proposition 3.4, together with the Holder
inequality by setting M r_poinc(0) := M, (P), for a parameter g chosen large enough de-
pending only on the dimension d and the exponent p. [l

The second estimate we need to record is the parabolic Caccioppoli inequality. This esti-
mate is valid on any subgraph of Z¢ and is used in Section 3.2.2.

PROPOSITION 4 (Parabolic Caccioppoli inequality on 6,). There exists a positive con-
stant C := C(d, A) < oo such that, for each point y € 74, each radius R > 1 and each
function u : Ig X (60 N Br(y)) — R which is a-caloric, that is, which is a solution of the
parabolic equation

du—V-aVu=0 inlg x (6N Br(y)),

one has

C
IVUll L2110 x (GronBr ) ())) = EHH — () 1 x @GP BrON | 1215 x (G BR G-
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PROOF. The proof follows the standard arguments of the Caccioppoli inequality; the fact
that the function u is defined on the infinite cluster does not affect the proof and we omit the
details. [

The third estimate we record is an L° L? gradient bound for a-caloric functions. The proof
of this result can be found in [15], Lemma 8.2, in the uniformly elliptic setting; the extension
to the percolation cluster makes no difference in the proof.

LEMMA 2.2. There exists a positive constant C := C(d, A) < oo such that for any radius
R > 1, any point y € Z¢ and any function u : Ig x (€ N Br(y)) — R which satisfies

8lu_v.aVu:0 in IRx(CKooﬂBR()’))’

one has the estimate

Sup [Vu. ) 2@onsrnon = CIVEI LG @onBrom-
R/2

The last estimate we record in this section is the Meyers estimate for a-caloric functions on
the percolation cluster. This inequality is a nonconcentration estimate and essentially states
that the energy of solutions of a parabolic equation cannot concentrate in small volumes. It is
used in Section 3.2.2.

PROPOSITION 5 (Interior Meyers estimate on %). There exist a positive constant
C:=C(d,p,A) <00, two exponents s :=s(d,p, ) >0, § :=do(d, p, A) > 0 such that, for
each y € 74, there exists a nonnegative random variable Myeyers(y) which satisfies the
stochastic integrability estimate

MMeyers(y) < 0;(0),

such that, for each radius R > Mweyers(y) and each function u : Ig X (€50 N Br(y)) — R
solution of the equation

du—V-aVu=0 inlg x (éx N Br(y)),

one has
IVl L2450 (14 )y x (G Brp ) = CIVUI L2 (1 x (@r0nBR (1))

PROOF. The classical proof of the interior Meyers estimate (cf. [49]) is based on an
application of the Caccioppoli inequality, the Sobolev inequality and the Gehring’s lemma
(cf. [52]). The proof of this result on the percolation cluster for the elliptic problem is written
in [12], Proposition 3.8. For the parabolic problem considered here, the proof in the case
of uniformly elliptic environments can be found in [11], Appendix B. The argument can
be adapted to the percolation cluster following the strategy developed in [12], Section 3.
Since the analysis does not contain any new idea regarding the method and the result can be
obtained by essentially rewriting the proof, we skip the details. [

2.3. Homogenization on percolation clusters. In this section, we collect some results of
stochastic homogenization in supercritical percolation useful in the proof of Theorem 1.1.
The proof of this theorem is based on a quantitative two-scale expansion, which relies on
two important functions: the first-order corrector and its flux. They are introduced in Sec-
tions 2.3.1 and 2.3.2, respectively.
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2.3.1. The first-order corrector. We let A1(%~) be the random vector space of a-
harmonic functions on the infinite cluster %5, with at most linear growth. This latter condition
is expressed in terms of average L2-norm and we define

Ai(%oo) =1 : oo > R: =V - @Vu) = 0in Go and_lim 72|l 24, 1, =0}
It is known that this space is almost surely finite-dimensional and that its dimension is equal
to (d + 1) (see [26]). Additionally, every function u € 4| (%) can be uniquely written as
u(x)=c+p-x+ xp),

where c e R, p € R4 and Xp 1s a function called the corrector; it is defined up to a constant
and satisfies the quantitative sublinearity property stated in the following proposition.

PROPOSITION 6. For any exponent o > 0, there exist an exponent s(d, p, ., a) > 0 and
a positive constant C(d, p, A, o) < 00 such that, for any point y € 74, there exists a nonneg-
ative random variable Mo o () satisfying the stochastic integrability estimate

(44) Meor,a(¥) < Os(C),
such that for every radius r > Mcorr,o(y), and every p € R4,

0sC = su - inf < C|p|r«.
CxoNB,(y) Xp (xe%on]?;r(y)xp xe%cmB,(y)X”)— [P

PROOF. The proof of this result relies on the optimal scaling estimates for the corrector
established in [40]. Indeed by [40], Theorem 1, one has the following result: there exists
a constant C := C(d, A, p) < oo and an exponent s := s(d, A, p) < oo such that for each
X,y € 74, and each pE R4,

Oy(Clpl) ifd >3,
O,(Clpllog? |x —y|) ifd=2.

Proposition 6 is then a consequence of the previous estimate and an application of Lemma 1.4
with the sequence of random variables

(45) |Xp(x) - Xp(y)‘]l{x,ye‘goo} = {

Xp:=3"%" sup  [xp(x) = xp (V)| Lix.yetn)-
erdﬁB3n(y)

To be more precise, we use the estimate (24) to control the maximum of the random variables
X,=3"" sup ’Xp(x) _Xp(y)‘l{x,ye%”oo}
erdﬂBy: )

o

24\ 2d
(46) 53‘“”( > (lxp(X)—xp(y)ll{x,ye%o})“)
erdﬁB3n(y)

- Os(Clpl3~7) ifd > 3,
~Os(Clplv/n3~7) ifd=2.

Then the sequence { X, },>1 satisfies the assumption of Lemma 1.4. [

The fact that the corrector is only defined up to a constant causes some technical difficulties
in the proofs, in particular the two-scale expansion stated in (106) and used in the proof
of Theorem 1.1 is ill-defined in this setting. To solve this issue, we choose the following
(arbitrary) normalization for the corrector: given a point y € Z¢ and an environment a in the
set of probability 1 on which the corrector is well defined, we let x € € which is the closest
to the point y (and break ties by using the lexicographical order) and normalize the corrector
by setting x,(x) = 0. The choice of the point y will always be explicitly indicated to avoid
confusions. We note that with this normalization, the corrector is not stationary.
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2.3.2. The centered flux. A second important notion in the implementation of the two-
scale expansion is the centered flux; it is defined in the following paragraph.

For a fixed vector p = (py, ..., pq) € R, we consider the mapping a(p + Dxp): Coo —
R4 defined by the formula, for each x € 74,

a(p+Dxp)(x) :=(a(fx, x + e1})(p1 + De, xp(x)), ..., a({x, x + ea})(Pa + Dey xp(x))).

This function oscillates quickly but it is close to the deterministic slope %62 pinthe H~!-
norm on the infinite cluster, where ¢ is the diffusivity of the random walk introduced in (4).
This motivates the following definition: for a fixed vector p € R4, we define the centered flux
8):  Coo — R? according to the formula

~ 1_
gy =a(Dyxp,+p) — Eazp.

The following proposition estimates the H ~'-norm of the centered flux. It it proved in Ap-
pendix B, Proposition 14.

PROPOSITION 7. For any exponent o > 0, there exist a finite positive constant C :=
C(,p, A, o) and two exponents s :=s(d, p, A,a) >0 and o ;== a(d, p, L) > 0 such that, for
any y € 74, there exists a nonnegative random variable Mg o () satisfying the stochastic
integrability estimate

47) Miux,a () < Os(C),
such that for each radius r > Mgpux o (y),
(48) ||§p||£—1(cgwm3r(y)) =< C|P|”a-

REMARK 7. We emphasize that, in this article, the previous proposition is not a prop-
erty of the diffusivity &2 but its definition: building on former result from [12, 40, 61], we
prove that there exists a coefficient such that the estimate (48) is satisfied and name this co-
efficient 62. Thanks to the estimate (48), we are then able to prove Theorem 1.1 and the
invariance principle (4) with the same coefficient &2. We refer to (181) and Remark 19 for a
more detailed discussion.

2.4. Random walks on graphs. In this section, we record the Carne—Varopoulos bound
pertaining to the transition kernel of the continuous-time random walk which holds on any
infinite connected subgraph of Z¢. This estimate is not as strong as the ones we are trying to
establish (for instance, the ones of Theorem 1.1, or of Theorem 3.1 proved in [21]) but can be
applied in greater generality: it applies to any realization of the infinite cluster, that is, to any
environment a in the set of probability 1 where there exists a unique infinite cluster, without
any consideration about its geometry. From a mathematical perspective, this means that there
is no minimal scale in the statement of Proposition 8.

PROPOSITION 8 (Carne—Varopoulos bound, Corollaries 11 and 12 of [41]). Let G be an
infinite, connected subgraph of Z¢ and a be a function from the bonds of G into [A, 1. For
y e G, welet p(-,-,y) be the heat kernel associated to the parabolic equation

{a,p(-, Ly)=V-(aVp(,-y)=0 in(0,00) x G,
P(O,'»Y):ay lng

Then there exists a positive constant C := C(d, \) < oo such that for each point x € G,

)
Cwﬂ—“ ”) iflx—yl<t,

Ct

49 £x,y) <
4 Pl x.) v — | =y
Cexp| — C 1+1In ; if lx —y|>t.
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REMARK 8. For later use, we note that when |x — y| >1t,

Ix—yl( Ix—y|)> ( t)
— l1+In——) ) < —— ).
exp( C +In p = exp C

A consequence of this inequality is that, by increasing the value of the constant C, one can add
a factor 1 =4/ in the second line of the right-hand side of (49): for every constant 0 < C < 00,
there exists a finite constant C’ > C such that, when |x — y| > 1,

lx — yl lx — yl —dn lx — yl lx — yl
Cexp(— c <1+1n p ))fc/t /exp<—T(1+ln ; )>

3. Decay and Lipschitz regularity of the heat kernel. In this section, we collect and
establish some estimates about the decay of the parabolic Green’s function. In Section 3.1,
we record a result of Barlow in [21], which establishes Gaussian upper bounds on the
parabolic Green’s function on the infinite cluster. This result is a percolation version of the
Nash—Aronson estimate [18], originally proved for uniformly elliptic divergence form dif-
fusions. Building upon the result of Barlow, we then establish estimates on the gradient of
the parabolic Green’s function on the percolation cluster, stated in Theorem 1.3, thanks to
a large-scale C%!-regularity estimate. The argument makes use of techniques from stochas-
tic homogenization and follows a classical route which can be decomposed into three steps:
we first establish a quantitative homogenization theorem for the parabolic Dirichlet problem
(see Section 3.2.1), once this is achieved we prove a large-scale C%!-regularity estimate for
a-caloric functions (see Section 3.2.2). In Section 3.2.3, we use this regularity estimate to-
gether with the heat kernel bound of Barlow to obtain the decay of the gradient of the heat
kernel stated in Theorem 1.3.

3.1. Decay of the heat kernel. In this section, we record the result of Barlow [21], who
established Gaussian bounds on the transition kernel. We first introduce the following func-
tion.

DEFINITION 3. Given a point x € R4, a time 7 € (0, 00) and a constant 0 < C < 00, we
define the function ®¢ according to the formula

2
ct=4/? exp(—%) if |x| <t,

We note that this function is radial and increasing in the variable C. This function corresponds
to a discrete heat kernel. For further use, we note that it satisfies the following semigroup
property, for each t1, 1, € (0, 00) and each x, y € 74,

(50) de(t, x) =

(51) [, ®cttix = 9®c(nz — y)dz < Gott +n.x = ).

for some larger constant C’ > C. This property is proved by an explicit computation or by
using the semigroup property of the law of the random walk on Z¢ (see Remark 11). We
define the function W¢ according to the formula

R
(52 el i=| o X000 =R ‘o
(t,r) > —In(®c(t,x)), where x € R? satisfies |x| =r.

In particular, one has the identity,

VxeRY, dc(t, x) =exp(—VYe(r, |x]).
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The function W¢ satisfies the following properties:

1. It is decreasing in the variable C, increasing in the variable r and continuous with
respect to both variables;
2. Itis convex with respect to the variable r.

We now record the result of Barlow.

THEOREM 3.1 (Gaussian upper bound, Theorem 1 and Lemma 1.1 of [21]). There exist
an exponent s :=s(d, p, ) > 0, a positive constant C .= C(d, p, \) < 00 such that for each
y € RY, there exists a random time Ta(y) satisfying the stochastic integrability estimate

(53) TNa(y) = Os5(0),

such that, on the event {y € €}, for every time t € (0, 00) satisfying t > Tna(y), and every
point x € 6o,

(54) P(f,x,J’)Sq)C(tax_J’)-

REMARK 9. The stochastic integrability estimate (53) is not stated in Theorem 1.1 of
[21] but is mentioned in its remark equation (0.5) following the theorem.

REMARK 10. The estimate in the regime ¢ < |x — y| does not require the assumption
that ¢ is larger than the minimal scale 7na(y) and is in fact a deterministic result: it is a
consequence of Proposition 8 (proved in [41]) and Remark 8.

REMARK 11. The function ®¢ can be used to obtain upper and lower bounds on the
law of the random walk on the lattice Z<: there exist constants Cy, C» depending only on the
dimension d such that

d
(55) D, (tx —y) < pPi(t,x,y) < Doyt x — y),

where we used the notation pZd (t,x,y) :=Py[X; = x], and where (X;);>0 denotes the
VSRW on Z¢ starting from the point y. We refer to the work [43] of Delmotte and the
work [41] for this result. The estimates (55) can then be used to prove the property (51). In-
deed, since the random walk (X;);>0 is a Markov process, its transition function pZd has the
semigroup property, and we can write

d d
L, ectrx =00 mz=ydi < [ p¥ wr0p™ @z )z

Zd
=p~ (1 +1h,x,y)
<P, (1 +12,x —y).

This argument gives the estimate (51) in the case C = Cy, but can be easily extended to any
constant C > 0.

We complete this section by mentioning that the result of Barlow is proved for the heat
kernel associated to the constant speed random walk and on the percolation cluster only, that
is, when the conductances are only allowed to take the values O or 1. The adaptation to the
variable speed random walk with uniformly elliptic conductances only requires a typograph-
ical change of the proof: all the computations performed in [21] to obtain the upper bound
(54) can be adapted to our setting and so is the case of the existing results in the literature
which are used in the proof.
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3.2. Decay of the gradient of the Green’s function. The main objective of this section
is to prove Theorem 1.3. The proof of this result makes use of techniques from stochastic
homogenization and can be split into three distinct steps, which correspond to the three fol-
lowing subsections. The first idea is to prove that the parabolic Green’s function is close,
on large scales, to a caloric function. This is carried out in Section 3.2.1 and the proof is
based on a two-scale expansion. The analysis relies on the sublinearity of the corrector and
the estimate on the H~'-norm of the centered flux stated in Section 2.3. This result is only
necessary to establish a large-scale regularity theory for which sharp homogenization errors
are not needed; we thus do not try to prove an optimal error estimate in the homogenization
of the parabolic Dirichlet problem and only prove the result with an algebraic and suboptimal
rate of convergence. Then, in Section 3.2.2, we use the homogenization estimate proved in
Theorem 3.2.1 to establish a large-scale regularity theory in the spirit of [15], Chapter 3, or
[12], Section 7. Finally, in Section 3.2.3, we combine Proposition 9 and the heat kernel bound
proved by Barlow and stated in Theorem 3.1 to deduce Theorem 1.3.

3.2.1. Homogenization of the parabolic Dirichlet problem. In this section, we prove a
quantitative homogenization theorem for the parabolic Cauchy—Dirichlet problem on the infi-
nite cluster. In the following statement, we let  be a smooth, nonnegative function supported
in the ball B ! (0), and satisfying the identity [n = 1. It is used as a smoothing operator in

the convolution (59). We also define the set Cv(Z¢ N B, (v)) to be the convex hull of the set
74 N B,(y), that is,

Cv(Z4 N B.(y))
(56) d d
=1{zeR :z:Za,-x,-,x,-eZ NBy(y),0<a; <1and Za,-:l .
i i

It is used to define the domain of the homogenized equation so that the boundary condition
coincides.

THEOREM 3.2. Fix an exponent § > 0, then there exist a finite positive constant
Ccd, X ,p,68), two exponents s(d,r,p,8) > 0, a(d,Ar,p,8) > 0 such that for any point
y € Z4, there exists a nonnegative random variable Mhom,s (y) satisfying

Mhom,é(y) =< Os (C)
such that, for every r > Munom(y), and every boundary condition f € Wp]ér2+8 Iy X (6o N
B, (¥))), the following statement is valid. Let u be the weak solution of the parabolic equation
0 —V-aVyu=0 inl x (€xNBr(y)),
u=f on 3,(I, x CV(Z4 N B, ())) N (I x (€oo N B, ())),

and u be the weak solution of the homogenized, continuous in space, parabolic equation

(57) {

1
<3t _ 552A)ﬁ =0 inl xCv(Z‘NB.(y)),
i=F on 3,(I x Cv(Z4 N B.(y))).

(58)

where the boundary condition f~ is the extension of f to the continuous parabolic cylinder
defined by the formula

(59 f=1flpxn,
and the extension [ f]p is defined in the paragraph following Proposition 2. Then the follow-
ing estimate holds:

(60) Ml =l 2, xqganm, con = €T IV I 251 ¢ (B )¢
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REMARK 12. The equation (57) is discrete in space and continuous in time, while equa-
tion (58) is both continuous in space and time. The solution # and u coincide on the parabolic
boundary d,(I, x Cv(Z N B,(y))) N (I, x (€ N Br(y))) for the equation on the clusters.
All the norms in the inequality (60) are discrete in space and continuous in time.

REMARK 13. The reason we define the homogenized limit to be continuous is the fol-
lowing: we need to use a number of results (e.g., regularity theory for the homogenized
equation, the Meyers estimate) which are usually stated in the continuous setting. Moreover,
one has explicit formulas for the elliptic and parabolic Green’s functions and the continuous
object is better behaved regarding scaling properties. On a higher level, the correct limiting
object should be the continuous function as, over large-scales, the discrete lattice approxi-
mates the continuum.

PROOF OF THEOREM 3.2. By translation invariance of the model, we assume without
loss of generality that y = 0 and do some preparation before the proof. We first define the
minimal scale Mpom,s(0) to be equal to

Mhom,s(0) := maX(MPoinc 0), My (P), Mcorr,% 0), Mﬂu& ! (O))’

where the parameter g is assumed to be larger than 4d and will be fixed at the end of the
proof. Using the stochastic integrability estimates (37), (43), (44), (47) on the four minimal
scales together with the property (24) of the Oy notation, one has

Mhom,s(0) < O;(C).
We record that under the assumption » > Myom s (0) > Moy (P), one has
(61) cr? <% N B, <Cre,

which allows to compare the number of points of the infinite cluster in the ball B, with the
volume of the ball B,. This estimate can be deduced by an application of the estimate (38)
with the Cauchy—Schwarz inequality:

5P ¥ (size@))d)25< > ) T i)

OeP,0NB, £ OeP,0NB, £ OeP,0NB, £0
< C|%s N Br|r¢.

We record the following interior regularity estimate for the homogenized function #, which
is standard for solutions of the heat equation (see [47], Theorem 9, Section 2.3): for ev-
ery pair (¢,x) € I, x Cv(Z¢ N B,), and every radii ry,72 > 0 such that I, () x B,,(x) C
I, x Cv(Z4 N B,), one has the inequality

62)  VkIeN, [Vl x) < Crypanr)) " ) MUVl 2y, 8, 00

We remark that in [47], Theorem 9, Section 2.3, the inequality is stated in the case when
r1 = ry; The estimate (62) can be recovered by a careful investigation of the proof.

We introduce a cut-off function Y in the parabolic cylinder /. x B, constant equal to 1
in the interior of the cylinder and decreasing linearly to O in a mesoscopic boundary layer of
sizer' L r,

YT, x)=1 (t,x) €I, x B,,dist(x, dB,) > 2r’ and dist(z, d1,) > 2(r')2,
(63) 0<Y@,x)<1 (,x)el xB,,
Y(t,x)=0 (t,x) €I, x B, dist(x,dB,) <r'or dist(t,d1,) < (r/)z.
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The precise value of the parameter ' is given by the formula ' = r!=# for some small
exponent 8 whose value is decided at the end of the proof. We additionally assume that the
function Y is smooth and satisfies the estimate, for each pair of integers &,/ € N,

(64) 10'VEY| < Gy () F2D.

With these quantities, we can prove the following lemma.

LEMMA 3.3.  We have the estimate, for each pair of integers k,l € N,

2+d
r

Iok — —(k+21) 2
(65) || 9,V (TV”)”LOO(I,.xB,) = Ck+21(r/) <r/) ||Vf||L2+5(1r><(%oﬂBr))'

PROOF. First, by using the inequality (62) and the fact that the map Y is supported
outside a boundary layer of size r’ in the parabolic cylinder I, x B,, we obtain the estimate,
for each (¢, x) € supp(Y') and each pair of integers k,/ € N,

_ —(k+20) ;o =
|a;lvk(Tvu){(t, x) < Cry (V/) Gt )”VMHL2(1,/(I)><B,/(X))
(0) N
—(k+20) -
< Crs2(r) (;) IVull 21, wcvzdng,))-

The inequality (66) implies the L°°-estimate, for each pair of integers &, € N,

24d
Iok - —k+2( T\ 2 -
67 VIOV | poog, ) < Crsa(r') (;) IVill 21, xevzins,))-

We then state the global Meyers estimate for the map u: there exists an exponent
80 :=680(d, 1, p) > 0 such that for every &’ € [0, 8],

(68) ”va ||L2+‘S,(Ir><CV(ZdﬂB,)) =< C”Vf”LH‘S'(I, XCV(ZdﬂBr))'

A proof of this result can be found in [50], Proposition 5.1, where the statement is given for
cubes instead of parabolic cylinders (the adaptation to the setting considered here does not
affect the proof). Moreover, one can estimate the L”-norm of the (continuous) gradient of the
function f~ in terms of the L”-norm of the (discrete) gradient of the maps f and the sizes of
the cubes of the partition. The formula is a consequence of [12], Lemma 3.3, and recalled in
(41): for any p > 1, and any radius r > size(Lp(0)),

IV Fll o g,y < f
Sl cvzinsg, ) -

”

) size(Dp ()" NV £ (x)|P dx.

Applying the Holder inequality to this estimate with r > Mpom, s(0), using the assump-
tion the minimal scale Mpom,5(0) is larger than the minimal scale M, (P) so that Propo-

sition 2 is valid, and choosing the parameter g to be large enough (larger than the value

Lsyd—
(4+28)((2;28)d 1)), one obtains the following inequality: for any p € [2,2 + %6],

(69) IV Fllrcv@ingy = CIV Fll2s s mns)-
Together with (68), this shows the inequality, for any exponent §" € [0, min(8o, %8)],

(70) ”VL_‘||L2+5’(1,va(deB,)) = ClUV Fll L2451, x (6B,

Putting the inequality (70) back into the estimate (67) concludes the proof of (65). [
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The key ingredient in the proof of Theorem 3.2 is to use a modified two-scale expansion
on the percolation cluster, defined for each (¢, x) € I, x (450 N B,) by the formula

d
(71) w(t, x) :=L_t(t,x)+T(t,x)ZDekﬁ(t,x)Xek(x),
k=1
as an intermediate quantity: we prove that the function w is close to both functions u and u.
Here and in the rest of this section, the map y,, is the first-order corrector normalized accord-
ing the procedure described in Section 2.3 around the point y = 0. The proof of Theorem 3.2
can be decomposed into five steps.
Step 1: Control over %llw —u ”LZ(IrX(%oﬂBr))' We use the estimate (65) to compute

] 1| _
Ml =l 2, ganson = 7 | 22 T Padd) Xer
d k=1 L2(I; % (650NB,))
1 d
< ;”TVIZ”LOO(I,xBr) Z ”Xek ”L2(<goomBr)
k=1
2+d d
C/r\ 2
= 7(7) IV £l 1y ety 22 Xk 2,

k=1

Using the assumption r > Mom,s(0) > M 1 (0), we deduce

corr,

24d
1

1 _ 1/r\ 2
—llw = tll 27, (o) = CT 2(7) IV Fll 2245 (1, x o,

The proof of Step 1 is complete.

Step 2: Control of the norm % lw—ul L2(I, % (45,B,))- Ve first note that the functions w and
u are equal on the boundary of the parabolic cylinder I, x (45 N B;), and use the assumption
r > Mhom,s(0) = Mpoinc(0) to apply the Poincaré inequality for each fixed time ¢, and then
integrate over time. This proves

—llw = ull 2, x gnmy = IV =0 2, g0
Then we use an integration by part and the uniform ellipticity of the environment on the
infinite cluster
2
IVw =) 720 «unn,)
1
< V(w—u)-avV(w —u
—A|1,x(<5wm3,)|/1,ﬁmn3, ( )avt )
. [ [ (vavw-w)w-u
= —V-.aV(w —u))(w —u).
M X (650 N B)| J1, J40nB,

The fact that the functions w, u have the same initial condition over %, N B, implies that the
following integral is nonnegative

/Ir ﬁmnB, (3 (w =) (w —u)

1 2 2
= E(H(w —u)(0, )] L2($soNBy) — | (w — u)(_’”z’ 31 L2(<goomB,))

1 2
=5 | (w =)0, )24, n5,) = 0.
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We combine this formula and equation (57) to obtain
[V —wl
LI, x(¢oNBy))

1
= M X (650 N By)| ﬁr /ooﬁBr((at —V-aV)(w —u))(w —u)

< lw = ull 2, 0 @nm |G =V -aVw] 2, -1,y

This shows that

—llw —ull 2 g,y < Cl@ =V -aVIw| g g1 s,

o0

Step 3: Control over ||(0; — V - av)w”ﬁ({,;g—l(%om&))' In this step, we adopt the finite
difference notation and recall the identity (3; — V -aV)w = (d; + D* - aD)w. To estimate the
H~'-norm of (3; — V -aV)w, the idea is to derive an explicit formula for this quantity by us-
ing the definition of w given in (71) and to make a centered flux g,, = a(Dx,, + ex) — %6261(

appear. We first calculate 9, w and Dw and obtain the formulas

d
dw =8yt + Y (Y Deyi) xey.»
k=1
d d
Dw=(1-")Di+ Y (YDeit)(ex + Dxe) + > D(YDeyit) xe .-
k=1 k=1

We combine the two equations to calculate (3; + D* - aD)w,

8[+D*'aD w
(

d
=0+ Y _ 0(YDeit) xe, +D* - ((1 — Y)aDiz)
(72) k=1
d d
+ Y D* - (YDei)aler + Dxe)) + D D* - (aD(YDe,it) xey )-
k=1 k=1

Then we use equation (58) which reads 0;u = %62Aﬁ to replace the term 9;u in the equation
above. Notice that here %(_IZAIZ refers to the continuous Laplacian, but using the regularity
properties on the function u stated in (65), we can replace this term by the discrete Laplacian
—%6223* - Du by paying only a small error. The advantage of this operation is that we can
use the two terms —%5227* -(YDu) and Zle D* - (YD, u)alex + Dy, )) to make the flux
appear: we have

d
1
> D" (YD iate + Dxe,)) = 567D - (1 Di)
k=1

(73) D* . ((TDekﬁ)(a(ek +Dxe,) — %6Zek)>

M= T

D*(YDyid) - &,

x~
Il
_
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where g; is a translated version of the flux g, defined by the formula, for each x € ¢,

1._
T_,, [a(Dxek +er) — Eazek}l
g, (x) = : :

1._
T_., |:a(DXek +er) — EazekL

where we recall the notation [a(Dy,, + ex) — %62@{],- introduced in Section 1.6.1 for the

ith-component of the vector a(Dy,, + ex) — %52@(. In Appendix B, it is proved that the
translated flux g7, has similar properties as the centered flux g, . In particular, it is proved in
Remark 20 that for every radius r > M__ ! (0),

o 1
”g:k ”ﬂ*l (€5NBy) <Cr2.
Combining the identities (72) and (73), one obtains

(3 — D* -aD)w = %(v -53(YVii) — (=D* - 5*(YDir)))

(74)-a

d

+ D 8 (Y Doy i) xey
k=1

(74)-b

+D* - ((1 — T)aDit) + %(v (321 = T)Va)

(74) (74)-cl (74)-c2
d
+ ) D*(YDeit) - &,
k=1
(74)-d

d
+ Y D" (aD(YDeit) xey) -
k=1

(74)-e

There remains to use triangle inequality and estimate the L%(I,; H (¢~ N B,))-norm

of each term. The following estimates will be used several times: given two functions
A: I, X (60N B,) > Rand B: I, x (6 N B;) — R, one has

IABIl 121, 51 (40nB,)

1
= sup ABv

1002031 o 1 1 X (G0 O BN Jirx(@onis)

(75)

= NAlL2 . 51 (B sup 1BVl 21, 1" (4B,
Il 227, 11 (GonBry =1

< 1Al 201, 5V o8,y I BILL2 (1 x (G By + IV Bl Lo (1, x(%001B,))) -
From the definition of the L%(I,; H ™' (€~ N B,))-norm, one also has the estimate

(76) HA”LZ(D;ﬂ*l(‘fmﬂBr)) = r”A”L2(1r><(‘ro”ooﬂBr)) =< r”A”LOO(Irx(%ooﬂBr))-
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The term (74)-a is a difference between a discrete derivative and a continuous derivative; it
can be estimated in terms of the third derivative of the function u#. Using the estimates (65)
and (76) shows

2 -
1T4-all 2, 1 ey S TIV OOVD | Lo, 5,

(77) YIARE
<Cr (7) IV £l 248 1, x gy

A similar strategy can be used to estimate the term (74)-b

||(74)'b||L2(1,.;ﬂ*‘ (€NB;))

d
<(r| atV(TVﬁ)HLOO(I,.xB,) -+ 81(TVIZ)”L°°(I,><B,)) Z I Xer Il p=1 (408,
P
(78) ror\ 2t d
< CT(—/) IV £l 2501, gy 2 1 Xedl 2B
(r')> \r B k=1 -

i\
<Cr 2(;) ”vf”L2+8(1r><(%}ooﬂBr))’

where we use the assumption » > Mpom, 5(0) > M ! (0) to obtain the sublinearity of the

corr,
corrector and the regularity estimate (65) to go from the second line to the third line.

To estimate the term (74)-cl, we note that the function (1 — T) is equal to O outside a
mesoscopic boundary layer of size r’ of the ball B,. We thus apply the Meyers estimate (68),
with the exponent 8’ = min(§p, %8 ), and the Holder inequality. This shows

174~ 2, 51 (gnanipyyy = 1= DDt 12 g0 08,))

r X By

(79

, /
r

Ty
=< C<7> IV Fll 2248 (1, % (6ooB,))

where we used the Holder inequality to go from the first line to the second line and the Meyers
estimate to go from the second line to the third line.

We want to apply a similar technique to treat the term (74)-c2 since it is also a boundary
layer term. However, we should notice that here the derivative V is the continuous gradient
defined on R? and there is no conductance a, thus we cannot apply a discrete integration by
part on the cluster. We will focus on this term later in Step 4.

To estimate the term (74)-d, we apply the inequality (75), the regularity estimate (65) and
we use the assumption r > Mpom,5(0) > Mﬂux, 1 (0). We obtain

ICTH-dll L2, 11 (2B
d

(80) = (”V(TVIZ)”LOO(I,XB,.) + r“VZ(TV"_‘)HLOO(I,xB,)) Z||§:k ”ﬂ*l(%onB,.)
k=1

i/ 344
=Cr 2(;) IV S U 248 (1, x (0B,
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The term (74)-e can be estimated thanks to an integration by part and the regularity estimate
(65). This yields

1(74)-ell 21, -1 (5B, ))
d
- <V oo 8,y D M Xer |20, (6B,
k=1

i/ 244
=Cr 2(7) IV Fll L2451, x (6B,

Step 4: Control over the term ||V - (5%(1 — T)Vﬁ)||L2(1,-H—1(<€oomBr))- As was already
mentioned, we cannot use a discrete integration by parts to estimate the L>(I,; H (% N

B,))-norm of this term. The strategy relies on the interior regularity estimate (_62) which
requires careful treatments since it is close to the boundary. We apply the Whitney decompo-

sition on the ball B, stated below with a minor adaptation to triadic cubes.

LEMMA 3.4 (Whitney decomposition). There exits a family of closed triadic cubes
{Q;}j=0 such that:

1. B, =U; Q; and the cubes Q j have disjoint interiors;
2. «/Esize(Qj) <dist(Q;,0B;) < 4\/3size(Qj);
3. Two neighboring cubes Q ;j and Qy have comparable sizes in the sense that

1 - size(Qy) -

3 7 size(Q)) T
4. Each cube Q; has at most C(d) neighbors.

We skip the construction of this partition, refer to [80], Theorem 3, or [59], Appendix J,
for the proof and to Figure 4 for an illustration. With the help of this decomposition, we can
estimate the norm ||V - (62(1 — Y) Vi) ”Lz(lr;H‘l(‘fooﬂB,))' We first relabel the cubes of the
decomposition according to their size; we write

oo M,
{0)i=1:=J UlQui},  37Dr <size(Qui) <377,
n=0k=1
{r=1} ]
I, H
l
Il

FIG. 4. The figure on the left illustrates the partition of the cylinder I, x By, where the domain in blue stands
for the set I11, the one in green for the set I1y and the one in red for {(t, x) : Y (t, x) = 1}. The figure on the right
illustrates a Whitney decomposition in the ball B, where we use dyadic cubes to improve the readability.
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where M,, is the number of the cubes whose size belongs to the interval [3— Dy 377y,
Then we decompose the set supp(l — Y1) into two parts (see Figure 4)

supp(l — 1) =1I1; u Iy,

M = {(t,x) € I, x B, :dist(x,3B,) <2, —r> +2(r")> <1 <0},
My :={(t,x) €l x By : —r> <t < —r* +2(r)?}.

We estimate the weak norm thanks to its definition: we let ¢ be a function from I, x (6N B;)
to R which satisfies ||¢||L2(1,;H1 (@B = 1 and is equal to O on the boundary I, X 93 (6~ N
B,). We split the integral

[ 5w

N /(1 xZ4)NIT V- (@A -1vae
r 1

+/ V- (6%(1 = Y)Vii)g,
(I, xZ4)NI1,

and treat the two terms separately.

Step 4.1: Control of the weak norm over I11. For the term involving the set 1, we use
the Whitney decomposition to integrate on every cube of the partition. We first introduce the
time intervals, form,n € N, I ,, :== —m + (—1,0] and nly ,, := —m + (—n, 0], and partition
the boundary layer IT; according to the formula

r2=(")%] oo My

M= {J UUlimxQuon.

m=0 n=0k=1

We remark that we can restrict our attention to the cubes whose sizes is between 1 and r’
thanks to the properties of the Whitney decomposition. Indeed, the cubes of size larger than
r’ remain outside the boundary layer IT;, since the distance of a cube to the boundary is
comparable to its size. On the other hand, the cubes of size smaller than 1 will not contain
a point in the lattice int(Cv(Z4 N B,)), as these cubes are too close to the boundary, and the
definition (56) implies that all the points of the lattice in the interior int(Cv(Z4 N B,)) are at
distance at least % from the boundary. We thus have the following partition, if we denote by

no and n the integers such that 370+ <3/ < 3770y and 37+Dyr <1 < 3717,

r2=("2] n M,

M= U U UUimxQur)NT.

m=0 n=ngk=1
Using this partition, we can split the integral
/ V- (62(1 — Y)Vii)g
(I X G) NI
(82) 2= i My

-y sz V- (521 — Y)Vii).

n=ng k=1 Iy ><(goo)m(ll‘m X Qn,k)

We fix a cylinder Iy ,, X Qn . apply the Cauchy—Schwarz inequality and use the interior
regularity estimate (62) of the function u in the cylinder Iy ,, x Qp x with the property that
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the distance dist(Q k, 0 B,) is larger than \/Esize(Qn’k) and the inclusion 20, x € B,. We
obtain

V- (6%(1 = Y)Vit)g

‘/(‘Irx(goo)m(ll.mxgn,k)
-2 -
|V @A =DV)| 12, %0, 0 19121 x @0 p)
_ —1 -
<CE7"r) Vil 21 20,0 19122011 1y x(@on 00 )

We sum over all the cubes { O «}1<k<m, and apply the Cauchy—Schwarz inequality

M)‘L

V.- (62(1 - T)Vﬁ)(p‘

k=1 \/(.Ir XCoo) U 1,m X Qn.k)

= ZC |V“||L2(211mngnm”‘P”Lz(hmx%oank)

1
M,

2

—n_\—1 -2

=C(3™r) (Z ”V””B@h,mngn,k)) ”‘p”Lzul,mx%ﬂ(uﬁi’lQn,k)))'
k=1

We then use the following three ingredients:

e Given a discrete set A C Z4, the L?-norm of coarsened function [¢]lp over A is larger than
the one of the function ¢ over the set oo N A;

e We have the inclusion I_IIJCVI:”1 Onik € {x e B, dist(x,0B,) <5 x 37nJ/dr);

e We choose the vertex z(-) (defined in (39)) to be a point on the boundary 9B, for the
cubes of the partition intersecting d B,. With this convention, the coarsened function [¢]p

is equal to zero on 9 B,, so we can apply the Poincaré inequality for [¢]p in the boundary
layer {x € B, : dist(x, dB,) <5 x 37"/dr}.

We obtain the estimate
—n —1
(37"r) el 2, X (GooN(U 0 1))

N |
SC(3 nr) ”[‘P]Pﬂ{xeB,:dist(x,aB,)gsx3*"\/3r}||L2(11,mx(ZdnB,))

=C ” V[gp]pﬂ{xEBr:dist(x,83,)55><3*”«/3r} H L2(Iy < (Z2NB}))

=< C|Vielrl 2, < @inp,)-

We put these estimates back into (82) and apply once again the Cauchy—Schwarz inequality.
We notice that summing over the integers between ng and n| gives an additional error term

of order 1og% (14+r),

V V- (62(1 - T)Vﬁ)go‘
(I x %),

r2=(2) iy My
) =C 2 Z<Z ”V””Lzehmngnk)) IVIelpl 2, < ans,)

m=0 n=np \k=1

L2 =02 o My

1
1
5C10g2(1+r)( > ZZ||V”||L2(211mx2Q,,k)) VTP 12, x z4rB,))-

m=0 n=ngk=1
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We then estimate the norm || V[¢]p|| L2(I, x(Z4NB,)) thanks to the inequalities (41), (38) and
the assumption » > M, (P). We obtain

1 2d— 2d—1
FIV10ke |2 xanmy = CF 3 190020,y < €7
|l x (€0 N By)|2

Moreover, by using the properties of the Whitney covering, we see that we can estimate the

sum ZU AR n n()z ”VMHLZ(ZI mx20n1)

boundary layer of size 6r' of the parabolic cylinder I, x Cv(Z¢ N B,) (since every point in
the ball B, belongs to at most C(d) cubes of the form 20 ;). More specifically, we have the
estimate

by the L?-norm of the function Vi in a

1 =G i My 3
<|1r X (Gos N B 2. ) Z”W”Lz(znmngnk))

m=0 n=ngk—1
< ClIVull 201, x(xeB, distx.9B,)<6r}) -

We then apply the Holder’s inequality and the global Meyers estimate (70) with the exponent
8" = min(Jy, %8). We obtain

M, ‘

| =GP - }
<|1, X (Gos N B 2. 2 Z”V“'|L2<2ll,mngn,k)>

m=0 n=ng k=1

= ClIVitll 24, x (xeB, dist(x,0B,)<6r'))

2w
<c( ) IV £l 2450 e orm-

‘We conclude that

1
‘ |1 X (G0 N Br)| J1, x%x)n1,

V- (521 — 1) Vit)g
(84)

1 2d—-1 (r 4ﬁ23
<Clog2(1+r)r = (;) IV Fll L2481 % (0B,

Step 4.2: Control the weak norm over I1;. One can repeat all the arguments above to
estimate the weak norm over the set I, but we should pay attention to the decomposition
over the time interval [, since now the support of I, is close to the time boundary (see
Figure 4). We define the time intervals

2 2\" "2 1 2\™ n2
VmeN, DLg,:=—r"+|= (r) +(—=z x|z (i’),O],
' 3 3 3
so that they satisfy 21> ,, C I,. We can then apply the same arguments as in the estimates (83)

and (84) to obtain the inequality

1
[, X (G0 N Br)| J(1, x%0)nTI,

V.- (521 - T)Vﬁ)go‘

1

1 2d-1 /1 —r242(")? _ 2 2
<Clogz(1+r)r (r_zf 2 Hvu(t")”LZ(CV(ZdﬂBr))dl) '
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Then we apply Holder’s inequality in the time variable and the estimate (70) to obtain

1

1 —r2423")? _ ) 3
(}’_2 / , || Viul(e, ) ||L2(CV(ZdﬁBr)) dl‘)

(85) r’ 4282/5
+ !
< (7) IV £l L2+ 1, x (#0008,

This gives an estimate for the weak norm of the map V - (52(1 = Y)Vii) over the set IT5.
Finally, we combine the estimates (84) and (85) to conclude that

-2 -
|V @A =Vl 2, 51 g
(86) | 21 [\ 7o
<Clog2(l +r)r % <7> IV Fll L2+5 (1, x (6B, )-

Step 5: Choice of the parameters q, B and conclusion. We conclude the proof by combing
the estimates (77), (78), (79), (80), (81), (86) and by choosing r' = r!=# for some small
exponent 8 € (0, 1/2] to obtain

1 _
®7) =il 2,y < CEC B DIV Il 213, e
where the quantity £(r, B, q) is defined by the formula
2d—1_ By
(88) E(r, B, q) i=r—2HBC+D) L logd (1 4+ ) 27 3427,

where we recall that 8 = min(J, %8 ) and that §g is the exponent given by the Meyers estimate
stated in (68).

It remains to select a value for the exponents 8 and g. We first choose the value of the
exponent § and set 8 := 12+;2d so that the first term in the right-hand side of (88) is equal

I - / _ ’ . . .
to r~ 4. Then we set g := (12+2d)(2‘§/ DE+2) 56 that % = %. With this choice, the
B

second term in the right-hand side of (88) is equal to log% (1+r)r s+,
' We obtain that Theorem 3.2 holds with the exponent « := Mw > 0. The proof
is complete. [J

3.2.2. Large-scale C%'-regularity estimate. The objective of this section is to prove the
following C%!-large-scale regularity estimate for a-caloric functions on the infinite cluster.

PROPOSITION 9. There exist a constant C:=C(d,\,p) <00, an exponent s :=
s(d, A, p) > 0 such that for each point y € 74, there exists a nonnegative random variable

Mo _reg () satisfying
(89) McO, 1 —reg(y) = OS (C)

such that, for every r > ./\/lco,l,reg (y), and every weak solution u € lear(IR X (> NBr(»)))
of the equation

du—V-(@Vu) =0 inlg X (Goo N Br(»)).

one has the estimate, for every radius r € [M o1 _e(¥), R,

c
(90) sup | Vu(t, )| 2, o) = 1012 = (11P) s gy | L2t Br o)

tel,
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REMARK 14. The right-hand side of the estimate involves the coarsened function [u]p
and we do not try to remove the coarsening to obtain a result of the form

C
(€29 tsélIP” Vu(t, ')”y(fgoomg,(y)) = EH“ — (W) I x (6NBR () ”LZ(IRX(%OOHBR(y)))’
even though such a result would be more natural and should be provable. There are two
reasons motivating this choice. First, the estimate (90) involving the coarsening is simpler
to prove than the inequality (91) and this choice reduces the amount of technicalities in the
proof. Second, the objective of this section is to prove the Lipschitz regularity on the heat-
kernel stated in Theorem 1.3 and the estimate (90) is sufficient in this regard.

This proposition proves that there exists a large random scale above which one has a good
control on the gradient of a-caloric functions. Such result belongs to the theory of large-scale
regularity which is an important aspect of stochastic homogenization. The result presented
above is a percolation version of a known result in the uniformly elliptic setting (see [15],
Theorem 8.7) and can be considered a first step toward the establishment of a general large-
scale regularity theory for the parabolic problem on the infinite percolation cluster.

We do not establish such a general theory here but we believe that it should follow from
similar arguments: in the elliptic setting a general large-scale regularity theory was estab-
lished in [12] and the generalization to the parabolic setting should be achievable. The reason
justifying this choice is that our objective is to prove an estimate on the gradient of the Green’s
function (Theorem 1.3) and we do not need the full strength of the large-scale regularity the-
ory to prove this result.

The main idea of the proof is that, thanks to Theorem 3.2, an a-caloric function is well
approximated by a &2-caloric function. It is then possible to transfer the regularity known
for 62-caloric functions to a-caloric functions following the classical ideas of the regularity
theory. Such result can only hold when the a-caloric function is well approximated by a
&2-caloric function which, according to Theorem 3.2, only holds on large scales.

This strategy has been carried out in [15] and is summarized in the following lemma, for
which we refer to [15], Lemma 8.9.

LEMMA 3.5 (Lemma 8.9 of [15]). Fix an exponent B € (0,1], k > 1 and X > 1. Let
R > 4X and v € L*>(Ig x BR) have the property that, for every r € [X, %R], there exists a

function w € H;}ar(lr X By) which is a weak solution of

=2
(92) atw—%Aw:O inl. x B,

satisfying
_ By
o = wll2, 8,0 < K70 = @)1y xBa | 2014, x4y

Then there exists a constant C := C(8, K, d, L) < 0o such that for every radius r € [ X, R],
1 C
;”U — (V)1 xB, Hyu,xB,) = E“” — (V1gxBg ”y([RxBR)-

To prove Proposition 9, we apply the previous lemma and combine it with Theorem 3.2.
One has to face the following difficulty: we want to apply the previous result in the setting of
percolation where the functions are only defined on the infinite cluster and not on R? as in
the statement of Lemma 3.5.

To overcome this issue, the idea is to use the partition P to extend the function u, using
the definition of the coarsened map [u]p stated in (39). The strategy of the proof is then the
following:
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1. Proving that the function [u]p is a good approximation of the function u. In particular,
we wish to prove that if the map u is well approximated by a &2-caloric function, then the
map [u]p is also well approximated by a &2-caloric function.

2. Apply Lemma 3.5 to the function [u]p to obtain a large-scale C%!-regularity estimate
for this map.

3. Transfer the result from the function [u]p to the function u.

The details are carried out in the following proof.

PROOF. Using the translation invariance of the model, we can assume without loss of
generality that y = 0. We also let g be the exponent which appears in the Meyers estimate
stated in Proposition 5 and consider the minimal scale MMeyers(0) given by Proposition 5. We
consider the minimal scale Mpom,s,(0) given by Theorem 3.2 and we let « be the exponent
which appears in the estimate (60). We set g := max(g, 4d) and let M, (P) be a minimal
scale provided by Proposition 2. In particular, one has, for each radius r > M, (P),

1
©3) r Y. size(dp(x)? <C and sup size(dp(x)) <rd.
x€Z4NB, x€Z4NB,

The reasons justifying the choice of the exponents g will be clear later in the proofs. By
Proposition 2, one knows that the minimal scale M, (P) satisfies the stochastic integrability
estimate

My (P) = Os(C).
We then let M co.1_pe, (0) be the minimal scale defined by the formula
MCOJ —reg 0) := maX(Mq (P), MMeyers 0), Mhom,&g (0))

In the rest of the proof, we assume that the radii  and R are always larger than this minimal
scale. We also note that, under the assumption r > MCO,l,reg (0), we can compare the volume
of the ball B, and the cardinality of % N B, and we have the estimate

crd < |%s N B, <Cré.

This is a consequence of the assumption ./\/lco,l,reg(O) > Mhom,s,(0) and the estimate (61).

We apply Theorem 3.2 to the function u on the parabolic cylinder I, x (6 N B;), with the
boundary condition f = u and with the exponent Jg; this proves that there exists a function
ue lear(lr x Cv(Z4 N B,)), which is a solution of the equation (92), such that

©4) M=l 2, xqaonsy = €T NVHI L2400 (1, < (6B,

We split the proof into 4 steps. In the first two steps, we prove that we can apply Lemma 3.5
with the coarsened function [u]p, we then post-process the result in Steps 3 and 4 and deduce
Proposition 9.

Step 1. In this step, we post-process the result of Theorem 3.2: in the statement of the
estimate (94), the right-hand side is expressed with an L2+%-norm, for some small strictly
positive exponent &g. The goal of this step is to remove this additional assumption. To this
end, we use the assumption r > Mco,l,reg (0) = MmMeyers(0), which implies

IVull 2450 (1, x (gaoniBeyy = CHVUI L2010, x (20082

We then apply the parabolic Caccioppoli inequality, which is stated in Proposition 4, and
reads

C
IVl L2y, xanman = 4 = @) 1 oorBin | 21 x G0
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Combining the two previous displays with the inequality (94) shows

95) e = wll 21, x (gronBy) = Cr™lu = () 14, x (ésenBsy) ”L2(14,x(%oﬁB4r>>’
and Step 1 is complete.
Step 2. The goal of this step is to prove that the L?-norm of the difference [u]p — ii on

the continuous parabolic cylinder 1,2 X B, 2 is small: we prove that there exists an exponent
B > 0 such that

|(ulp — L_‘”LZ(I,/szr/z) <crf [Tl — ([”]7’)14,><B4, ||L2(I4,.><B4r)'

The proof of this inequality relies on the estimate (95), which establishes that i is a good
approximation of u# on the infinite cluster, together with the following parabolic regularity
result: since # is & 2-caloric on the parabolic cylinder I, x B,, one has the estimate

- _1_ -
(96) IVitll Lo 1, yx By < Cr it = @), wevzanm | L2, xevzing, -

We then consider a (continuous) triadic cube [1 of the partition P such that LIN B, > # @.
By definition of the coarsening stated in (40), one sees that, for each time 7 € 1,2,

[lulp @, ) =i, )| g o)
< [llp(, ) = lulp @, )| oy + [liElp(t, ) = i, )] Lo )

= |[u — ulp(z, ')”LOO(EI) + ||lalp (2, ) —r, ‘)“LOO(%OHD)-
We then note that, by definition of the coarsening stated in (40), the L°°-norm of the function

[u — i]p is smaller than the L°°-norm of the function u# — iz. Combining this observation with
the estimate (42), we obtain

[elp (@, ) = e, )| ooy = N2, ) = 8| ey + 526 @) Vate, )] oo ey,

where the set [] stands for the union of the cube (J and all its neighbors in the partition P.
We use the L — L2 estimate, valid in the discrete setting,

Hu(t, ) - IZ(t, )” L®(Gaon) = ||M(t7 ) - I/_t([, ')”Lz(%ooﬂm)’
together with the regularity estimate (96) and the estimate (93) on the sizes of the cubes of
the partition P to deduce

- . ) -
|| [M]’P —Uu HLz(I,-/QXD) =< SlZe(l:l) / ”M - u”LZ(I,./zX((KooﬂD))

. 14d/2,.—1) - —
+ Csize(@)' 2 i — @), wev@in | 20, xcv@ing, -

‘We then use the bounds (93) to estimate the size of the cube [] and sum over all the cubes of
the partition P which intersect the ball B, >, and use the estimate 1 + % <d,

[l =l 21, 0, = Cr2llu = all 2, xrnmy )

+ Cr i — (@), wevzanm | L2, xovzing, )
An estimate on the first term on the right-hand side is provided by the estimate (95). For the
second term on the right-hand side, we apply the Poincaré inequality ([11], Corollary 3.4), use
the estimate (70) for f = u, and apply Proposition 4 (the parabolic Caccioppoli inequality)
and Proposition 5 (the interior Meyers estimate)

|l — (’/_‘)I,XCV(Z"HB,-)”LZ(I,XCV(ZdﬂBr)) =rlIVitll 21, xevzins,))
=rlIVull 2434, « 0B,
= CrliVull 21, x (#nBoy))

< Cllu — () 1, x @ Bar) ||L2(I4,.><((6’OOHB4,))'
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Thus, we combine the two estimates and obtain
- [
H [M]P —u ”LZ(II‘/ZXBr/Z) =r ’r ” u— (M)I4/' X (00N Bar) HLZ([M X (€ooNB4r))

— 14«
+Cr lu — W) 14, x (GaoBar) ||L2(14,x(%0r134,))'

We then set the value B := 7. Since, by the identity (88), the value of the exponent « is
smaller than %, we have the inequality 1 — o > 5. This implies

| (ulp — ’2||L2(1,/2x3,./2) <crf lu = @)1y, x @B ||L2(14,><(%0034,))-

By definition of the coarsened function [u]p, we also have

(98) [ = ) 14 xwenimy) “E(urx(%oﬂ&r)) < fu- ([”]7’)14rx84r ||L2<14,-x<%0m34r»

<C|ulp - ([”]7’)14,><B4, ||y(14,x34,)-

The proof of Step 2 is complete.

Step 3. In the two previous steps, we proved that the coarsened function [u]p satisfies the
assumption of Lemma 3.5, with the choice X = MCO,I_reg(O). We consequently apply the
lemma and obtain that there exists a constant C := C(d, p, A) < oo such that, for every pair
of radii r, R satisfying R > r > ./\/lco,1_reg(0),

1 C
99) - | [ulp — ([“]P)I,xB, ”LZ(I,XB,) = R | [l — ([“]P)leBR ”Lz(IRxBR)'

Then we apply once again the estimate (98) for the left-hand side of (99) in I, x (%0 N By)
and we obtain

1 C
(100) - lu — @)1, x (@B, ||L2(1,x(%omB,.)) = EH lulp — ([”]P)IRxBR ”LZ(IRXBR)'

Step 4. In this final step, we upgrade the large-scale C%!-regularity estimate into the esti-
mate (90). The strategy is to use an L;’OL% regularity estimate which is valid for the a-caloric
functions since the environment a is assumed to be time independent. This result is stated in
Lemma 2.2 and we apply it to the function u to obtain, for each r > 1,

C
sup [Vuu(t, )| 2 npy ) = = 14— W1 x@wnBo | 12, < 0B, -
tely ) r

r

Combining this result with (100) completes the proof of Proposition 9 with the radius 5
instead of r; this is a minor difference which can be fixed by standard arguments. []

3.2.3. Decay of the gradient of the heat kernel. The objective of this section is to post-
process the regularity theory established in Proposition 9 and to apply it to the heat kernel.
Together with Theorem 3.1, we deduce Theorem 1.3.

PROOF OF THEOREM 1.3. We fix a time ¢ € (0, 00), two points x, y € 74 and work on
the event {y € ¢oc}. We let Mo.1_,(x) be the minimal scale provided by Proposition 9

and, for z € Z4, we let Tna(z) be the minimal time provided by Theorem 3.1. We first define
the minimal time 7, (x) by the formula

(101) Tua(x) :=sup{r € [1, 00) : 3z € B;(x) such that Tya(z) > 1},

so that for every time ¢ larger than this minimal time, every point z € oo N B;(x), and every
point 7’ € ¢, one has the estimate

pt,z2,7) < Pc(t,z— 7).
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By using the symmetry of the heat kernel, we also have, for each time 1 > T, (x), for each
point z € o N B;(x), and each point 7' € G,

(102) pt,7,2) <Pc(r,z— 7).
Additionally, we claim that this minimal time satisfies the stochastic integrability estimate
(103) Tia(x) < O5(C).
The proof of the estimate (103) relies on an application of Lemma 1.4 by choosing
Xpi=  sup 37"TNa(2).
2€Z4N By (x)

and we refer to the computation (46) for the details of the argument. We then define the
minimal scale

(104) Mreg(x) = maX(MCOsl—reg(x)’ I\/IA(X))

Using the definition of the ; notation, the stochastic integrability estimates (89) and (103),
one has, by reducing the size of the exponent s if necessary,

Mreg(x) < Os(0).

In particular the tail of the random variable Mg (x) satisfies the inequality (20). We define,
for T € [—1,00) and z € G,

u(t,z):=pt+1+rt,z,y).

We let R := ¥’ and note that the function u is solution of the parabolic equation on the

cylinder Ig X (s N Br(x)). Applying Proposition 9 with the values », R and using the
assumption R > r > M es(x), we obtain

ol

C
(105) sup | Vu(z, )| 124,18, () = m” [P — ([U1P) 14 Br o) | L2 (1 x Br o)

tel,

We then note that the assumption R > Mg (x) implies % > T (x) and allows to apply the
estimate (102) to bound the right-hand side of the previous display. This shows

[0dp = (13P) 1 By | L2 1 x Brieyy = Pty = X).
Combining the previous display with (105), considering the specific value T = —1, and in-
creasing the value of the constant C shows
”Vp(t, % Y) “Lz(cgooﬂBr(x)) = t_l/chC(t, y—Xx).
The proof of Theorem 1.3 is complete. [

4. Quantitative homogenization of the heat kernel. In this section, we establish the
theorem of quantitative homogenization of the parabolic Green’s function, Theorem 1.1.
From now on, we fix a point y € Z¢ and only work on the event {y € €x}. The proof of
this result relies on a two-scale expansion which takes the following form:

d
(106) h(t,x,y):=0(p" (ﬁ(t, X =)+ Y Do plt,x = ¥)Xe, (X)>,
k=1
where the correctors x,, are normalized around the point y, following the procedure de-
scribed after Proposition 6.
As is common for two-scale expansions, the proof relies on two important ingredients:
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e The sublinearity of the corrector, stated in Proposition 6;
e The sublinearity of the flux stated in Proposition 7.

The analysis also requires the estimates on the parabolic Green’s function and its gradient
provided by Theorem 3.1 and Theorem 1.3. We now present a sketch of the proof of Theo-
rem 1.1. The result can be rewritten by using the ®¢ notation: for each exponent § > 0 and
each x € o,

_ _1

(107)  |p(t,x,0) —0®) " plt,x — Y| <77, x =), V= Tours ()

To prove this result, we first prove a weighted L?-estimate (see (52) for the definition of W¢)
—1 = _Q_l_’_a

(108) [(p@, -, 3) = 0@~ p(t,- = y)exp(We (e, |- =yI) | 2y < Ct 4727,

and deduce the estimate (107) thanks to the semigroup property, this is proved in Section 4.3.
Proving the estimate (108) is the core of the proof. To this end, we need to introduce a
mesoscopic time 1 < 7 < ¢ and a number of intermediate functions which are listed below:

The two-scale expansion £ defined in (106);

The function g :=g¢(, -, 7, y) introduced in (109);

The function v :=v(, -, T, ¥) introduced in (123);

The function w defined by the formula w :=h — v —gq.

The idea is to use these functions to split the difference
p(t»X»Y)_e(p)_lﬁ(tax _y):(p(tax»y) _Q(t,xaf»)’)) _U(I’X’Ta)’)
—w(t,x, 7, y) + (h(t,x, ) —0(p) " e, x — y))),

. _d_1
and then to prove that the L?-norm of each of the terms is smaller than %~ 2%%, More
specifically, we organize the proof as follows:

1. in Lemma 4.1, we prove that the term corresponding to the difference (p — ¢q) is
small;

2. in Lemma 4.2, we prove that the term corresponding to the function v is small;

3. in Proposition 10, we prove that the term corresponding to the function w is small;

4. the term (h(t,x,y) — Q(p)_lﬁ(t, x —y))) is proved to be small by using the sublin-
earity of the corrector, the proof is straightforward and not stated in a specific lemma.

The rest of this section is organized as follows. Section 4.1 is devoted to the proof of Lem-
mas 4.1 and 4.2. Section 4.2 is devoted to the proof of Proposition 10 and is the core of
the analysis: we make use of the regularization Lemmas proved in Section 4.1 as well as
the various results recorded in the previous sections to perform the two-scale expansion. In
Section 4.3, we post-process the results and prove the quantitative convergence of the heat
kernel, Theorem 1.1.

4.1. Two regularization steps. We now introduce the function ¢g. For a fixed initial time
T > 0 and a vertex y € 60, We let (¢,x) — q(¢,x, T, y) be the solution of the parabolic
problem

dq—V-(@Vg)=0 in (1, 00) X 6o,

q(t. T, ) =600 p(r,- —y) on .

A reason justifying this construction is that the initial condition of the heat kernel p, which is
a Dirac at y, is too singular and one cannot perform the two-scale expansion due to this lack
of regularity. The idea is thus to replace the Dirac by a smoother function, the function p(z, ),

and to exploit its more favorable regularity properties to perform the two-scale expansion (see
Section 4.2). For this strategy to work, one needs to choose the value of the time t to be both:

(109)
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e Large enough so that so that the function p(t, -) is regular enough: in particular we want
> 1,

e Small enough so that the function g is a good approximation of the heat kernel p: we want
TKL1.

The choice of 7 will be 7 := 17, for some small exponent x whose value is decided at the
end of the proof.

The following lemma states that the function ¢ is a good approximation of the heat kernel
P, when the coefficient t is chosen such that 1 <« 7 < ¢. In the following lemma, given an
exponent & > 0, we use the notation Tgense,«(¥) to denote the minimal time introduced in
Proposition 13, above which the mass of the homogenized heat kernel p is almost equal to

. . . _1
the density of the infinite cluster 6, up to an error of order t =27,

LEMMA 4.1. For each exponent o > 0 and each vertex y € 74, we let Tapprox,a (y) be
the minimal time defined by the formula

7;pprox,ot (y) = max(Mreg (y)z, %ense,a (y)) .

This random variable satisfies the stochastic integrability estimate

%pprox,a()’) < 0s(0),

and the following property: there exists a positive constant C := C(d,p, r, o) < 00 such
that, on the event {y € 6}, for every pair of times t,t € (0, 00) such that t > 3t and
T > Tapprox,a (), and for every x € €oo, one has

(110) ]q(t, x,t,y)— p(t,x, y)} < ((;)2 + t—%ﬂ’)cpc(t,x —y).

PROOF. Before starting the proof, we note that the assumptions of the lemma imply the
following results:

e The two inequalities # > 37 and T > Typprox,« (¥) imply the estimates ¢ > Typprox,o (¥) and
r—1t=> Epprox,ot(y)Q
e By definition, the minimal time Tapprox,«(y) is larger than the minimal times Tgense,« (),
](, 4 () and the square of the minimal scales Mpoinc(y) and Mieg(y). We can thus apply
the corresponding results in the proof.

Step 1: Set up. We fix a vertex y € Z¢ and work on the event {y € %x}. We first record
the following estimate: under the assumption 7gense.«(y), for each radius r > /7, we can
compare the volume of the ball B, (y) and the cardinality of the set ¥, N B, (y), and we have
the estimate

crd < 6o N B ()| < Cr.

We consider a point x in the infinite cluster é» and two times 7,7 > 0 such that
t > T > Tapprox,« (¥). By Duhamel’s principle, one has

(111) q(t,x,f,y)—p(t,x,y)=f O 'p(r,z—y) = p(r.z,y)pt — 7,x,2) dz.

Loo

Using the inequality T > Tgense.« () and Proposition 13, we have the inequality

1 - g
‘9@) [ pezmvaz—i|zcebe
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Since the mass of the transition kernel p(z, -, y) on the infinite cluster is equal to 1, we deduce
that

/ @' p(r.z—y) — p(r.z.y)dz| < Cr2te,

L oo

We can thus subtract a constant term equal to (p(t, x, )%, .,nB ) in the right-hand side of
(111) up to a small cost of order r_%+°‘,
|q(tvxv T? )’) - p(t’x’ y)}

< ‘LW(O(P)_lﬁ(I, z—y)—p, 7, ) (pt —1,x,2)

— (P =5 )
_1
+Ct (P =7 %, Ve e
Using the inequality t — v > T, () and (101), we apply Theorem 3.1 to obtain
g, x, T, 9) = p(t, x, y)|
(112) < Lﬂm Qc(t,z—y)|ptt —1,x,2) — (pt — 7, x, -))%Omgﬁ(y)!dz

LD (1 x — ).

We then treat the first term on the right-hand side of (112). The strategy is to split the integral
into scales: for each integer n > 1, we let A, be the dyadic annulus defined by

Ap=lze?: 2"t < |z —y| <2"" 7},

and we compute

Lﬂm Cc(@z=W|plt —1,%,2) = (PU =7, %. g np (|42

= o y & — r—1,x, - r—t,x,- d
(113) ﬁfmmBﬁ@) ez =nlpt=rx.2) = (P =75 inp o] 42

[e.e]
+ f Oc(t,z— t—1,%x,2) — t—1,%,%)) dz.
’;) o, BT »|p( 2) — (p( Netrnb_ i) 42

Step 2: Multiscale analysis in the ball B s (y). The term pertaining to small scales B /()

can be estimated thanks to the estimate ®¢(r,z —y) < C 779/2 and the Poincaré inequality.
This latter inequality can be applied since we assumed T > Mpginc(y)?. This gives

Oc(r,z—y)|ptt—1,x,2) — (pt —1,x,") dz
/‘zfooﬂBﬁ(y) | ( )%OHBJ?(M

(114) <Cllpt—r.x.) = (Pt = 1.5 N np | 2esnnn ooy
< CVT|Vyp =% )| 26sens

where the notation V), means that the gradient is on the second spatial variable. We now
estimate the term on the right-hand side thanks to Theorem 1.3, or more precisely Remark 3,
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which can be applied since we assumed t — 7 > Mg (y)?. We have
—-1/2
”Vp(t —-T,X, ‘)Héz((goomBﬁ(y)) <C@—r1) / Pct—1,x—Y)
<Ct™'Poc@t,x —y),

where to go from the first line to the second one we used that t — 7 > %t and increased the
value of the constant C.
A combination of the two previous displays shows

Oc(r,z—y)|pt —1,x,2) — (pt —1,x,") dz

— t ) C ’ .

This completes the estimate of the term corresponding to the small scales in (113).
Step 3: Multiscale analysis in the annuli A,. To estimate the terms corresponding to the
dyadic annuli, we fix some integer n € N and study the integral in the region A,; thanks to

the triangle inequality, we insert a constant term equal to (p(t — 7, x, -))z. N By () in the

integral,
) - r— —(ptt—1.,x,- d
.ZgocﬁA,, cmz=ylpt—r.x.9 - (pt—1.x, ))%”ooﬂBﬁ(y)| <

= /%omA,, Cc(mz=ypt—7.x.2 = (pt - 7.x, '))%onBzmﬁ(y)MZ
(116) (116)-a

(/%’OoﬁAn dc(r,z—y)dz) /
€ N B 7z ()] ooNB 7 (y)

P =729 = (P~ .3 N, ol

(116)-b

Step 3.1: Estimate for the term (116)-a in the annuli A,. We estimate (116)-a and distinguish
three types of scales:

1. The small scales which are defined as the annuli A,, such that 2”+2ﬁ <t
2. The intermediate scales which are defined as the annuli A,, such that r > 2”+2ﬁ >

Vi

3. The large scales which are defined as the annuli A,, such that 2"+2,/7 > .

The following estimate for the function ®¢ is easy to check by its definition (50) and is used
several times in the proof: for any constant C’ > C, there exists a constant ¢ > 0 depending
only on the values of C and C’ such that

(s, oetmr =) =™ i, ¢ =)

This implies that for any positive integer k € N, there exists a constant C depending only on
the integer k and the constant C such that

(117) ((sup @c(r-—y) = @Vo)( inf @c(r.-— ).

C("ﬂoomAn goo n

Step 3.1.1: Estimate for (116)-a in the small scales 2"+2ﬁ < 4/t. We first focus on the
small scales and apply the Poincaré inequality. With a computation similar to (114), one can
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estimate the first term in the right-hand side of (116)

Oc(t,z— t—1,%x,2) — r—1,x,- d
| ez ylp - (p( Veors. . |dz

ntl o

< (61%1?4 De(r, - — y))

x (I—T,X,Z)— (I—T,X,') o dZ
ﬁg@oﬁgznﬁ»lﬁ(}’)‘p (p )%ooﬂanJrlﬁ(y)’

d
< ( sup Pc(r, - — Y))C(znﬂﬁ)ﬁl IVyp@t -7 x, ‘)”L2(%orw3

GroNA, 2n+lﬁ(y)})'

Using the assumption ¢t — © > /\/lrzeg (y), we apply Theorem 1.3. This shows
—1/2(an+1 7\ %
[V3p(t = 7.9 2my oy < €1 @TIVE) et x = ).
Using the explicit formula for the function ®¢ stated in (50), one has the estimate

( sup del(r, — y))(2"+1ﬁ)d <c2 ™,
GooNAn

Combining the three previous displays shows, for each integer n € N such that 22, /7 < /1,

dc(t, 7 — t—1,%x,2) — t—1,Xx,- d
[MA" T z=|plt—7.x, ) = (Pt —7.%, Ny g, |dz

o+l o
(118)

T\?
< C2_"<;> De(t,x — ).

Step 3.1.2: Estimate for (116)-a in the intermediate scales t > 22/t > \/t. We now

treat the case of the intermediate scales. In this case, we have 212 > \/; , thus by the estimate
(117) for k = 2, one has
1
TV _
(o)), v )
Using the assumptions t — v > T, (), we can apply Theorem 3.1, the previous estimate
(119) and the convolution property (51) for the map ®¢. We obtain

(goso%a De(t, - — y))

X (t—1,x,2)—(pt—1,x,-)) dz
‘[gooﬁan+1ﬁ()’)|p (p )gooﬂan+lﬁ(y)|

1
(120) <27 (;)2< inf ®c,(t,-—y) St —1,x —2)dz

(l'/ﬂoomAn ) ‘/:goonBzmHﬁ(y)

IA

1
7\ 2
2—"<_) f D¢, (t,y —2)Pc(t — 1, x —2)dz
B/ JGooNByst )

Y
52 ? (I)C(tv-x_y)v

by increasing the value of the constant C and using (51) in the last line.
Step 3.1.3: Estimate for the term (116)-a in the large scales 22/t > t. The computation
is similar to the one performed in (120) up to two differences listed below:
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1. For these scales, we cannot apply the Gaussian bounds on the heat kernel given by
Theorem 3.1. Instead, we thus apply the Carne—Varopoulos bound which is stated in Propo-
sition 8 and can be rewritten with the notation ®¢: for each x, z € €0,

plt,x,2) <12D(t, x — 2);

2. We use the inequality 2"72,/7 > r and the estimate (117) for k = % + 2 to obtain the
bound in the annulus A,

d (T\2

sup ez, — y) 52—%—7(—) inf dcr(r,— ).
(s vete ) 22 (5)} o, ocie )
for some constant C' > C.

We can then perform the computation (120) and obtain the estimate

Oc(t,z— t—1,%X,2) — r—1,x,- d
ffmmn c(t,z—y)|p( x,2) — (p( x,))p )l dz

(121) 1
T\2
< cz—"(;) Dt x — ).

Combining the estimates (118), (120) and (121), we have obtained, for each integer n € N,

211+1ﬁ(y

Oc(t,z — t—1,%,2) — r—1,X,- d
fﬁmmn c(t,z—y)|p( x,2) — (p( x,))p )l dz

(122) 1
T\2
< cz—"(;) Delt,x — ).

Step 3.2: Estimate for (116)-b in the annuli A,. The second term (116)-b can be estimated
thanks to a similar strategy: we first apply the inequality (117) with k =4,

(Jena, Pc(T,2—y)dz) G N Ap|
3 = sup ®c(r,-—y)
Goo N B0 G N B ()] o,

2n+lﬁ(y

<29 sup Dc(r,-—y)
GooNAy,

< inf ®c(r,-—y),
= nf c( y)

for some constant C’ > C. Using this estimate, we deduce

(Jgnia, Pc(r.z—y)d2) /
650 N B 7 (y)| GooNB /7(y)

lp(t —7,x,2) — (p(t — 7, x, -))%NmBzwﬁ(y)ldz

< inf o, L, —
= of c(t,-—y)

« L mmgznﬂﬁ(”!p(z RIS R I P 1
We can then apply the same proof as for the first term in the right-hand side of (116). This
proves the inequality
(Jguna, Pc(t,z—y)d2)
e N B sz ()| /%oonBﬁ(y)

|p(t —T,X, Z) - (P(t —T,X, .))(fooﬂan«Hﬁ(y)’dZ

1
—n(T)? _
<C2 " Dc(t,x —y).
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Combining the previous inequality with the estimate (122), we obtain, for each integer n € N,

[MA” Qc(t,z—y)|pt —t,x,2) — (pt — 7, x, -))%omBﬁ(yﬂdz

1
2(2) e x —
<C ; c(t,x —y).

Combining this inequality with (112), (113), (115) and summing over the integer n € N com-
pletes the proof of Lemma 4.1. [

We now introduce a second intermediate function useful in the proof of Theorem 1.1,
the function v which is defined as follows. For some fixed (z, y) € (0, 00) X %o, We let
(t,x) — v(t, x, T, y) be the solution of the parabolic equation

{Btv(-,-,r,y)—V-aVv(-,-,t,y):O in (7, 00) X 6o,
(T, T, Y)=h(r, . y) =0 ' H(r,-—y) inCr.

To define this function, we run the parabolic equation starting from time t and until time ¢
with the initial condition given by the difference between the two-scale expansion A defined in
(106) and the homogenized heat kernel 6 (p) ! p(z, - — y). By the sublinearity of the corrector
stated in Proposition 6, we expect the function h(z, -, y) —6(p) " p(r,- — y) to be small.
The following proposition states that the solution of the parabolic equation with this initial
condition remains small (in the sense of the inequality (124)).

(123)

LEMMA 4.2. For any exponent a > 0, there exists a finite positive constant C :=
C(d, L, p,a) such that for each pair of times t,t € (0, 00) satisfying t > 37, (t — 1) >
Tia (), and /T = Mcom,o (y), the following estimate holds:

(124) v(t, x,7,y)| < Ct 2 8D (1, x — y).

PROOF. The proof relies on two main ingredients: the quantitative sublinearity of the
corrector and an explicit formula for the function v in terms of the heat kernel p.
First, by the definition (123), we have the formula

v(t,x,r,y)=L (h(r.2.y) — 00~ p(r. 2 — ) plt — 1. x, 2) dz

Loo

d
= [/ 0(p)~" (Z Do, p(T, 2 — y)xek(z)>p(t —7,x,2)dz.
700 k=1

We then apply the four following estimates:

1. The sublinearity of the corrector: under the assumption /T > Mo o(y) and the
normalization convention chosen for the corrector in the definition of the two-scale expansion
h stated in (106), one has, foreach k € {1, ..., d},

o

e (2)] < {”

. 1
lz—y|* iflz—yl>712;

. 1
iflz—y| <72,

2. The Gaussian bounds on the transition kernel p(f — 1, x, -), valid under the assump-
tions T > 7I(IA(y) and 7 > 3t: foreach z € 65 N Bi— (¥),

pt—1,x,2) <Pct—1,x—2) < Pc(t,x —2),

where the second inequality follows from the inequality t — 7 > %t (by increasing the value
of the constant C);
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3. The bound on the transition kernel p(t — 7, x, z): for any point z € G \ Bi— (¥),
Pt —1,x,2) <t =) et — 1,2 - ),

which is a consequence of the definition of the map ®¢ stated in (50), Proposition 8 and the
assumption ¢ > 3t (by increasing the value of the constant C);

4. The estimate on the homogenized heat kernel p, which follows from standard results
from the regularity theory,

_ _1
Do, p(t.z—y)| < CTt 2dc(T,2— ).

We obtain the inequality

lv(t, x, 7, y)]|
fcf—%+%f Pe(r,z—=y)Pclt —1,x —2)dz
(125) 1
Ct zf 2=yl ®c(t. 2= )Pct —7.x —2)dz
CooN(Bi—r (M\B ()
1
+CTT( - r)d/zf 2=y ®c(r,2 = )Pt — 7, x —2)dz.
Coo\Br—z (y)

We then estimate the three terms in the right-hand side of (125) separately. For the first term,
we use the inequality (51) and obtain, for some constant C’' > C,

2t

Bl—
IR

/ Be(t.z— el — 1, x — 2)dz
(goomB\/?(y)

(126)

IA
D=

o [ ecrzmyect—tr—2dz

<t 0t x— ).
To estimate the second term, we use the estimate (117) and deduce that
(127) =y ®c(r.2—y) S TIDei(T, 2 Y),

for some constant C’ > C. To estimate the third term in the right-hand side of (125), we use
the estimate (117) again with the value k = d/2 4 « (the estimate applies even though & is
not an integer). We obtain that for some constant C’ > C and for any point z € oo \ Br—7(y),

(128) (1 =)z —y|*®c(r.z = y) S|z — Y|P De(r. 2 — y) < DTz — ).
Finally, combining the identity (125) and the estimates (126), (127), (128), we obtain

1, a
|v(t,x, T, y)| <Ct 2T2dp(t,x — y).

The proof of Lemma 4.2 is complete. [

4.2. The two-scale expansion. The main objective of this section is to prove that the
weighted L? norm of the function w is small in the sense of (129). Before starting the proof,
we recall the notation for the function W¢ introduced in (52). We also recall the notation
convention for discrete and continuous derivatives:

e In the proof of Proposition 10, the functions p, ¥ and 7 are defined on R? and valued in
R, for these functions, we use the symbols V and A to denote respectively the continuous
gradient and the continuous Laplacian. To refer to the discrete derivatives, we use the
notation D, D*, D%, D3, etc.
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e All the other functions are defined on the discrete lattice Z¢ or on the infinite cluster %»o,
for these functions, we use the notation V to denote the discrete gradient defined on the
edges and the notation D for the discrete derivative defined on the vertices, following the
conventions of Section 1.6.4.

PROPOSITION 10. For every exponent o > 0, there exists a positive constant C =
C(d,p, 1, ) < oo such that for every point y € Z¢ and every time t € (0,00) such that
V1 = max(Meorr,o (¥), Miux,a(¥)), one has, on the event {y € 6},

1
i o
(129) Jw(, - 7. yyexp(We (b, |- =yD) | 2 <C< ) —4-1+%

PROOF. The key is to develop a differential inequality for the function w. The proof is
decomposed into five steps and is organized as follows. In Step 1, we use the explicit formula
for w and apply the parabolic operator d; — V - aV to the map w to obtain the formulas (130)
and (131). In Step 2, we test the equation obtained in (130) with the function ¥ w, where i is
a map which is either equal to the constant 1 or equal to the function x — exp(Wc (z, |x — y|).
In the three remaining steps, we treat the different terms obtained and complete the proof of
the estimate (129).

Step 1: Establishing the equation for w. We claim that the function w satisfies the equation

ow(-, -, 1,y)—V-avVw(,-1,y)
(130) =fC, )+ D - F(,-,y)+&(,-,y) in(r,00) X €,
w(t,,y)=0 in G,

where the three functions f : (0, 00) X G X € — R, F : (0,00) X Cao X Gno — R? and
£ :(0,00) X 6o X €0 — R are defined by the formulas, for each (¢, y) € (0, 00) X €0,

1
flt,y) = 562(Aﬁ<r, -—y) = (=D* - Dp(t,-—y)))
d
+ Z(atpekﬁ(t» T )’))Xek ()a
(131) i
[Fli(t,-,y) =Y _[aDDe, p(t,- — )], Te; (xe) (). Viefl,....d},
k 1
é ’ sy) ZD DEkp(t y) gzk()’
k=1

where g; is a translated version of the flux g, defined by the formula, for each x € ¢,

1_
T—el [a(DXek +ex) — 5023k1|1
g, (x) = : :

1_
T ., |:a(DXek +ex) — —Uzeki|
2 d

and we recall the notation [a(Dy,, + ex) — %62ek]i introduced in Section 1.6.1 to denote

the ith-component of the vector a(Dy,, + ex) — %6’2@(. In Appendix B, it is proved that the
translated flux g7, has similar properties as the centered flux g, . In particular, it is proved in
Remark 20 that, for every radius r > Mgux (),

I8 | o, o < C7°



GREEN’S FUNCTIONS ON PERCOLATION CLUSTERS 609

The proof follows from a direct calculation. Since one has the equality
(0 —V-aV)(v+¢q)(, - 5,y) =0,

it suffices to focus on the term 4 in the definition of w, the details are left to the reader.
Step 2: A differential inequality. In this step and the rest of the proof, we let y» be the
function from (0, 00) x R? to R which is either:

(i) The constant function equal to 1;
(i) The function exp(Wc (¢, | - —y|)), for some large constant C > 0.

We note that in both cases, the function 1 is smooth and satisfies the following property:
(132) IC > 1L,Va <1, [V (+m)|<C|Vyl.

This estimate allows to replace the discrete derivative D, by the continuous derivative Vi
by only paying a constant. The strategy of the proof is then to test the equation (130) with the
function w2 to derive a differential inequality. We first write

A (3w — V -aVw)y2w)

00

LHS

:/) fwl//2+fg F-D(wl/fz)—i-/ Ewy?.

Loo oo Loo

(133)

RHS

We then estimate the terms on the left- and right-hand sides separately. Before starting the
computation, we mention that in the following paragraphs all the derivatives and integrations
are acting on the first spatial variable. For the left-hand side of (133), we have

LHS = Lﬂ (3w — V -aVw)y2w)

= / (0 w)ww +/ -aVw.

%o
Using (132) and Young’s inequality, we have, for any a € (0, 00),

62
/ v(z/ﬂw)-anz/\/ |Vw|2¢2—af |Vw|2w2——f IV w?
(OO (goo (gm a (gm

where, following the notation convention recalled at the beginning of this section, the notation
V1 denotes the continuous gradient for functions i, while the notation V (¢ w) refers to the
discrete gradient on the infinite cluster since the map w is only defined on 6. By choosing
the value a = %, the previous display can be rewritten

1 A 2C2
(134 LHsz [ Eaf(wzwz)gfg |Vw|2w2—[g<atw)ww2—7[g vy P

We now focus on terms on the right-hand side of the equality (133). For the first two terms,
we use Young’s inequality and obtain

ﬁ&,@ fwt//2+/ F - D(wy?)

5[/ 22 +4/ Wyt /%WW%LMWMW

2[ FRy? +—2[&O|W|2w2
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A combination of the two previous displays and the identity (133) shows
1 A
Lo 02wy + M v 2)
/%0(2 (W2w?) + 5 IVuly

(135) fﬁfm wz((atw)w+4itw2+4kﬁ|w|2>
+2f%orf2w2+(%%)f%wﬁv%[gwsw?

The value of the constants in the second line of the estimate (135) does not need to be tracked
in the proof, we thus rewrite it in the following form:

L S N T 2 1, 4C? 2
/ S0 (Y w) + —[Vwl"y~ ) < ] w QY)Y + —¥" + —| VY|
o \2 4 Goo 4t A
(136)
+ c([g tf2? 4+ | F12y2 + gwpo).
To complete the proof, we need to prove that the quantities on the second line of the previous
display are small:

e One needs to prove that the term /Zgooé(t, . y)(tpz(t, S, Y)w(t, -, s,y)) is small; this is
proved in Step 3;

e One needs to prove that the term f%o (tfz(t, 5 y)+ |F|2(t, - y))wz(t, -, ¥) is small; this is
proved in Step 4.

Step 3: Estimate of the term f%o &, -, y)(g/fz(t, S, Y)w(t, -, s,y)). The term & involves the
centered flux g} , to prove that this integral is small, the strategy is to use the weak norm
estimate on this function stated in Proposition 7 and a multiscale argument. Specifically, the
goal of this step is to prove the inequality

2 —4—1+g _i_§+£
(137) 5 EY w < Ct™ a7 T2 [ Vwy) | 2, + Ct 37 2 2wl 1204, )-
As in Lemma 4.1, we need to split the space into scales and we define the dyadic annuli: for

each integer m > 1, we let A,, be the annulus A,, :={z € Z¢ : 2"/t <|z—y| <3-2"1},
we also let Ag := B _;;(y). We then split the proof into two steps:

1. We first prove the estimate
(138) | 602w < CRIT@I 2y + CE2I0Y 1200

where the two quantities Z;, E; are defined by the formulas

;

(139) : (k

1

2
d i~ (|2 — 2
(2m\ﬁ) ||g:k||g1(%onA,,,)||D2P(I"_Y)W”LOO(Am)) ’

M=~
M2

]
Il

0

1m

(1]
S}
Il

M=~
2

dijms |2
(2m\[t) ||ng ”Q*l(%ooﬂAm)

1m=0

< (1D 5t = ¥ [1ooiany + 1D2 B = DY 14,

2
n (3mﬁ)_2 ||192,3(t, - yW”iw(Am))) '
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2. We then prove the estimates
d o a
(140) B1<Ct a7 and By<Croiitz,

The estimate (137) is a consequence of the inequalities (138) and (140).
We now focus on the proof of the inequality (138). The strategy is to use a multiscale
analysis. We let 5 be a smooth cutoff function from R? to R satisfying the properties

(141) O<=n=1l [|Vynl=1, supp(n) € B3(y), n=1 inBi(y).

For an integer m, we define the rescaled version 7, of n according to the formula
Nm = n( Z'm_\y/; + ), we also set the convention n_1 = 0. This function satisfies the property:

for each m € N,
supp(nm) S Bom+1 s7(¥), Mm =1 i By s (y),
SUPP (i — 1) € Am, [Vl < (2"V1) ™!
We also note that the family of functions 7,, can be used as a partition of unity and we have

1= Z(nm — NMm—1)-

m=0

With this property, we compute

/ £yt = Z/ (i — T DEYw

m=0

d oo

-X3 / & DDy (t, - — ) — )P0
(142) — 1 m=0" GooNBom+1 /()
d

o0
Z 2" V1) JNE N -1 s,

x <<D*Dekﬁ<t, =)0 = MDY W | g1 g in -

Then we calculate the H'-norm of the term D*De, p(t, - — y)(Mm — nm_l)wzw. We use the
fact that the function (1,, — n;,;—1) is supported in the annulus A,, and write

ID* Do 5t = 3) 0 = 10V W i 08,1y < €L+ D),

where the two terms /] and [, are defined by the formulas
= “Dzﬁ(t» T y)wHLoo(Am) ||V(w¢)1|y(%omm)
12 = (”D?’ﬁ(t, T J’)‘p ||L°°(Am) + ||D213(t’ T J’)DW HLOO(Am)
+ (3m\/;)_1 |ID*p(t, - — )’)W”LOO(A,,,))||w¢||L2(<goomAm)'
We put these equations back into the right-hand side of the estimate (142). This gives

/ EYr W<CZ Z 2"/t) 2H§2}HH L Gana,) 1+ 12).

k=1m=0
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We then estimate the two terms on the right-hand side by applying the Cauchy—Schwarz
inequality. For the term involving the quantity /1, we obtain

d oo d
DDAV | -1 sora,y

k=1m=0

d oo %
- 2
= (Z Z 2mf |g:k ”H 1(7 nBzﬂH—lﬁ(y)) Hsz(ts t T y)w HLOO(Am))

k=1m=0
1
2

d o0
X (Z > \\V(wl//)”i2(%omfxnl)>

k=1m=0
< CE1[V¥)| 24,

where to go from the second to the third line, we used the definition of E; given in (139)
and the inequality Y 7> ; 14, () <4. The same argument works for the terms involving the
quantities I and Ej; this concludes the proof of the estimate (138).

We now prove an estimate on the terms E1, E;; precisely we prove the inequality (140)
which is recalled below

d d
(143) Bi<Ct s %% and B, <CriitI,

The proof comes from a direct calculation of the quantities E; and E;. We recall that
the function v is chosen to be either the constant function equal to 1, or the function
exp(Wc(t, |- —yl])), for some large constant C.

We first focus on the estimate of the term E7; if the constant C in the definition of i is
chosen large enough, for instance larger than 852, then one has the estimate

2m
2 = §- 2
D=, - = V|| oo ga,, () = C1 2 eXp<_8a—2)'

Thanks to the assumption Jt > Miux.« (), we have the estimate
Ig2, ||g*1(%onAm) <|g, ”ﬂ*l(%@mBzmHﬁ(y)) <C("Vr)*.

Combining these two bounds with the definition of E; given in (139), we obtain

22m
= <C 2m d+20( —d-2 ( ><Ct 5 2+a.
CUEETE 3D WEAN e e

k=1m=0

The term E, can be estimated thanks to a similar strategy and the details are left to the reader.
The proof of the estimate (143), and thus of the inequality (137) is complete.

Step 4: Quantification of the term [, (tf*(t,-,y) + |F|*(t,-, y))¥*(t, -, y). The goal of
this step is to prove the inequality

(144) /g (CF20 0 y) + [ FP2(L - )2, - y) < Cr 52+

As was the case in the previous step, the function v is either the constant function equal to
1 or the function exp(Wc (¢, | - —y|)). In the latter case, we assume that the constant C is at
least larger than 85 2.

We first consider the term involving the function f. From the definition of this function
given in (131), we see that it is the sum of two terms. The first one is the difference of the
discrete and the continuous Laplacian of the heat kernel p; it can be estimated as follows:

3 A 2
(AP, = y) = (=D* - Dptt, - = y))y| < 757> eXp(_ | 452‘yt| )
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The second term is the quantity ZZZ 10:De, p(t, - —¥) e, (+). To estimate it, we split the space
into different scales using the functions n,, introduced in Step 3. This gives

/;g Z‘Z 81 ekp(t y)Xek)w)z

k=1

o0

3 / £ — 1) (Do Bt - — V)2

d
k=1m=0" Co
d

o0
2
<2 2 @V Il 2 o 0Pt = V) [1s,,)-
k=1m=0

We then use the assumption /z > Mcorr.o(y), which implies | xe, |l L2(6NB
C(2™4/1)%, and the estimate

i 0 =

] 43 22m
| (3 De, p(t, - = V)| Looa,, <Ct7272 eXp(_@)

to obtain the inequality
S 2 L d+2 22m
/ IZ(af(Dekp_(t"_y)Xek)W) fcz Zt sz + Y _d_3exp(_7>
b k=1 k=1m=0 40
< C[_%_2+a.

The estimate for the term involving the function F is similar and we skip its proof.
Step 5: The conclusion. We collect the results established in the previous steps and com-
plete the proof of Proposition 10. We first consider the inequality (136) in the case ¢ = 1.

This gives
1 1
/ (—8,w2+ |Vw|> / 2+c<f tf2+|F|2+$w),
%) 2 4 Co

since in this case the constant C introduced in (132) is equal to 1. Applying the main results
(137) of Step 3 and (144) of Step 4, we deduce

A
/ (8,w2+ —IVwIZ)
(goo 2

1 2 _d_» _d_q4a _1
55[6 wr 4+ Ct 2722 L 71 +2(||Vw||L2((goo)+z 2||w||L2(%O))'

By Young’s inequality, the previous display can be simplified

A 1
[ (atw2+—|Vw|2)s—f w2+ Cri-2te,
Gro 4 t Jén

1 d
R PLY
b I J6w

By integrating over the time interval [t, ¢], we obtain that there exists a positive constant
C:=C(d,p, L) < oo such that

t
(145) / Wt 5, y) < c(—)r—%—“a.
oo T

which implies
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We now consider the inequality (136) in the case ¥ = exp(Wc¢(t, - — y)). This gives

[goo (%8,(1,02102) n &IVw|21p2>
<[ v ((aﬂmw p2 4 2 |w|)

a 1
+CraTe Cf—r1+7(|}v(wW)||L2(<goo> +1 2wyl 2e))-

Applying Young’s inequality, the previous display can be simplified and we obtain

1 A
[fw (58,( 2w2) 4 §|Vw|21//2>
1 8C
< [g wz(«w)w s TWW) b orie,

We then note that if the constant C in the definition of ¥ = exp(Wc (-, - — y)) is chosen large
enough, then we have

1, 8 _ , C
(146) (azt/f)l/erFlf +7|V1/f| =

A combination of the two previous displays shows the differential inequality

a,f lwzwzf E/ w? 4 =272t
Goo 2 t V%

We then apply (145) to obtain

X wzw <Ct~ ‘<£>r§”“ Lot
G 2 T

Integrating with respect to the time ¢ and recalling that w(z, -, 7, y) = 0, we obtain

/%OO(UJ'(ID‘)Z = C(%)r‘%—lw’

for some constant C := C(d, p, A) < oo. This completes the proof of Proposition 10. []

REMARK 15. The reason why we choose the function ¥ = exp(Wc¢(:, - — y)), and why
the main result (129) of Proposition 10 is stated with this function can be explained by the
inequalities (132) and (146). Indeed, the function (¢, x) > exp(Wc (¢, x — y)) is the one which
has the fastest growth as x tends to infinity such that the inequalities (132) and (146) are
satisfied. In particular, there is an important difference between the discrete setting and the
continuous setting: in the latter, one does not need the inequality (132) to hold which allows
to choose the function ¥ (¢, x) := exp(lxg—ty‘z), and to obtain the result with this function (see
[15], Lemma 8.22). This observation is consistent with the asymptotic behavior of the discrete
heat kernel on the percolation cluster or on Z¢ which is described by Proposition 8.

We have now collected all the necessary results to prove Theorem 1.1. The following
section is devoted to its proof.
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4.3. Proof of Theorem 1. By translation invariance of the model, it is sufficient to prove
the result when y = 0 € . We fix an exponent § > 0; the objective is to apply the results
of Proposition 10, Lemma 4.1 and Lemma 4.2 with the mesoscopic time 7 = ¢!~ and with
following values of exponents

8
d+2
For later use, we note that with these specific choices of exponents, the following estimates
hold:

oa:=— and «:=
2

147 (@ )(1 “) ' 5 and +a )( + 1 “) d,1
—K)=z—=)>=— nd - - ——=>—-+=-34.
“N272) 72 a * . 2 2) 1732

The proof relies on an induction argument and we give a setup of the proof. We first define
the sequence k;, of real numbers inductively by the formula

K . Kk 1
(148) Ko=7 and K41 = mln((l — K)Kp + 35~ 3)
This sequence is increasing and is ultimately constant equal to the value % — 6. We let N be
the integer

1
N:=inf{neN:xn=§—8},

and we note that this integer only depends on the parameters d, p, A and §. For each point

z € Z4, we define the random time 7}& (z) according to the formula

7;(3“(2) = 4‘rrlaX(IELpprox,oz(Z)ﬁ , -/\/lcorr,oz(z)ﬁ > Mﬂux,a(z)z)

so that for any time ¢ > ’7},0ar(z), all the results of Sections 4.1 and 4.2 are valid with the value
7 :=t!7%. We then upgrade the random variable 7;031 (z) and define

1
(149)  Toi, :=sup{t € [1, 00) : Iz € € such that |z| < (N + Dz 10" and 7). (2) > 1},

1
so that for any time ¢t > 7;,1ar, and any point z € € satisfying |z| < (N + 1)t (-0 one has
the estimate ¢ > 7;)Oar(z), this implies that all the results of Sections 4.1 and 4.2 are valid with

the value 7 := '~ for the heat kernel started from the point z. This construction is identical
to the used to define the minimal time 7'1\’I A(x) in (101). As it was the case for the random
variable 7, (x), an application of Lemma 1.4 shows the stochastic integrability estimate

Totr < O5(C).

For each integer n € {0, ..., N}, we let H, be the following statement.

Statement H,. There exists a constant C(d,A,n) < oo such that for each tlme t >

(Tl o) =T o , each point x € %, and each point z € G, satisfying |z] < (N — n)t (- K>N ",
one has the estimate

(150) |p(t,x,2) —0(p) ' pt,x —2)| < Ct ™ de(t, x — 2).

We prove by induction that the statement H, holds for each integer n € {0, ..., N}.
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The base case. We prove that Hy holds and first prove the L2-estimate: for each time
1

t=> 7;,1ar, and each point z € G, satisfying |z| < (N + 1)t -0V

K

(151) [Pt 2) = 0@~ Blr, - = ) exp(Wer, |- =2) |2,y < €372

We recall the definitions of the functions 4, ¢ and v stated in (106), (109), (123), respectively,
as well as the definition of w given by the formula w :=h — v — g. We write

p(t,x,2) —6(p) ' plt,x —2)
(152) =(pt,x,2) —q(t,x,1,2)) —v(t,x, 7,2) + w(t, x,7,2)
+ (h(t,x,2) — 0(p) "' p(z, x, 2)).

To prove the estimate (151), we split the L>-norm according to the decomposition (152) and
estimate each terms thanks to the results established in Sections 4.1 and 4.2:

e The term (p(t, x,z) — q(t, x, T, z)) is estimated thanks to Lemma 4.1, this term accounts
for an error of order

1
((E>2 + f—%ﬂ)t—% L e o B P
t <

e The term w is estimated thanks to Proposition 10, this term accounts for an error of order

t\2 d_1 d_1
(_> I R S R
T

=

where we used the estimate (147);
e The term v(¢, x, 7, z) is estimated thanks to Lemma 4.2, this term accounts for an error of
order

PR T An SES SN(EYOICS S ) < t*%*%ﬂs,
where we used the estimate (147);

e The term h(z,x,z) — t9(p)_1 p(t, x, z) can be estimated as follows. By the definition of &
given in (106), we have

d

h(t,x,2) —0(p) ' p(t,x,2) =Y D, pt, x — 2) Yo (x).
k=1

The term can then be estimated by using the sublinearity of the corrector stated in Proposi-

tion 6 and the assumption /7 > Moy« (z). The proof is similar to the one of Lemma 4.2
. _d_1

and the details are left to the reader. It accounts for an error of order ~4 2%,

There remains to obtain the pointwise estimate (150) in the case n = 0 from the L?-estimate
1

(151). To this end, we fix a point z € ¥~ such that |z| < Nt (-  We may without loss of
1

generality restrict our attention to the points x € % such that |x| < (N + 1)t 0-0" | other-
wise we necessarily have |x — z| > ¢ and the inequality (150) is satisfied by Proposition 8
and Remark 8. We then use the semigroup property on the heat kernels p and p: for each
X, Z € 6o, One has

pt,x,2) —0(p) " pt,x —2)

t t a A
(153) =f%op(§,x,y>p<§,y,z> —9(p)‘2p(§,x —y>p<§,y—Z)dy

(153)-a
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L) (9<p>“ ﬁgwﬁ(;x —y)ﬁ(%,y —z) dy — p(t.x _Z>>.

(153)-b

We first treat the part (153)-a using the following L>-estimate
[(153)-a| < (153)-al + (153)-a2,

where the two terms (153)-al and (153)-a2 are defined by the formulas

(153)-al = H (p(%, X, ) — 0(p)1ﬁ<%, x — )) exp(ﬂlc(%, Ix — |>>
p(% K Z) eXp<_qjC(%’ = |>) L2(%x)

(153)-a2 = H (p(%, -,z) — 9(p)‘113<%, .= z))exp(\lfc(%, | - —zl))
0o p(5.x =) exp(~we (5.1 ~1))

The term (153)-al can be estimated by using the three following ingredients:

L%(Cx0)

X

and

L%(C0)

X

L2(%)

e The symmetry of the heat kernel p;

617

e The L?-estimate (151) applied with the point z = x which is valid under the assumption
1

x| < (N + D=0V,

e The upper bound stated in Theorem 3.1, which can be applied since we assumed
t> 7;}“ > 2734 (2), and reads, by increasing the value of the constant C in the right-hand

side if necessary,

Hp(%, ) z) exp(—\lfc(%, Ix — |>)

These arguments imply the estimate

d
<tidc(t,x —2).

L%(C)

(153)-al <t 2dc(t, x — y).

The term (153)-a2 can be treated similarly and we omit the details. There remains to estimate
the term (153)-b. We note that by an application of the parallelogram law, that is, the identity
x —y2+1y —zI>=2( %lz + |y — XT“|2), the function p satisfies the following property:

foreacht > 0,and each x, y, z € RY,

(3 2)oly =)= on(Gr =57
Pz»x )’Pz’y 2)=p,x ZP4’y A

By combining this identity with Proposition 13, we obtain

_x+Z

[(153)-b| = p(t,x —z)

This completes the proof of the base case.

[t _lis_
/ 9(p)_‘p(—,y )dy—l‘SCt ;Hp(t,x—z).
G0 4 2
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The iteration step. We prove that, for each integer n € N, the statement H,_; implies
the statement H,. The strategy follows the one of the base case and we first prove the L2-

_1
estimate, under the assumption that the statement H,,_1 is valid: for each time ¢ > (7;,1m) (I=m
1

each point x € €, and each point z € € satisfying |z] < (N + 1 —n)r -0
-1 - _d_
(154) [(p(t, . 2) =6 ' 5, - — ) exp(We(r, |- —2)) | 2, < C17 174
We use the decomposition (152) with the same value for the mesoscopic time 7 = ¢!7. The

error introduced by the terms w, v and h — 6~ !(p) p are of order =172+ which is smaller

d . . e
than the value ¢~47"" we want to prove in this step. The limiting factor comes from the
term (p(t, x,z) —q(t, x, T, z)) which is estimated in Lemma 4.1 and gives an error of order

t~573. The objective of the induction step is to improve this error by using the statement
H, 1.

1 1
Under the assumption ¢ > (7;1&r) ="  we have t = ¢! 7% > (7;1,&) (-0"=!' "We can thus ap-
ply the induction hypothesis H,_; with time 7. This gives the inequality, for each point
1

X € 6o, and each point z € G satisfying |z| < (N + 1 —n)t (-0¥T1=" (that is to say
1
el = (N + 1 — T,

(155) Ip(t.x,2) —0(p) " plr,x —2)| < CT 5 1D (7, x — 7).

This estimate can be used to improve the result of Lemma 4.1 according to the following
procedure. We go back to the proof of Lemma 4.1 and in the inequality (112), instead of
using the Nash—Aronson estimate stated in Theorem 3.1, we use the homogenization estimate
(155). We then proceed with the proof and do not make any other modification. This implies
the following improved version of Lemma 4.1:

T % 1
|q(t,x, 7,2) — p(t, x, z)| < <1:_K”1 (;) + r_7+“)d>c(t,x —2).
Once equipped with this estimate, we can prove the L2-estimate (154). The proof is the same
as the one presented in the base case, we only use the estimate (154) instead of Lemma 4.1.
1
We obtain, for any point z € % satisfying |z| < (N +1 —n)g 10N
[(p(t. - 2) =0 5t~ = 2)) exp(We(t, |- =2D) | 2

1
d T)\2 d_1
<t—1r—"nl(—) +rmam e,
- t

We then use the equality T = 7'~ and the inductive definition of the sequence k,, stated in
(148) to deduce the estimate

[(p(t. 2 =0 ple, - = D) exp(We(r, |- —2) | 2,y < C175 750,

The proof of the pointwise estimate (150) is identical to the proof written for the base case
and we omit the details. This completes the proof of the induction step.
We now complete the proof of Theorem 1.1. We then define the minimal time 7par,s(0) :=

1
(7;,1ar) (1-0N _Since the statement Hy holds, we have the estimate, for each time ¢ > Tpar,s(0),

Ip(t,x,0) — 0~ p(t, x)| < Cr 1P, x).

The proof of Theorem 1.1 is complete in the case y = 0. The proof in the general case is
obtained by using the stationarity of the model.
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5. Quantitative homogenization of the elliptic Green’s function. The objective of this
section is to present a theorem of quantitative homogenization for the elliptic Green’s func-
tion on the infinite cluster, that is, to establish Theorem 1.2. This result is a consequence of
the quantitative homogenization theorem for the parabolic Green’s function, Theorem 1.1,
established in the previous section: in dimension d > 3, it can be essentially obtained by
integrating the heat kernel over time since one has the identity, for each x, y € 6w,

(156) g(x,y) = /0 p(t.x, y)dr.

The case of the dimension 2 is more specific and requires some additional attention. In this
setting the heat kernel is not integrable as the time ¢ tends to infinity. This difficulty is related
to the recurrence of the random walk on Z? or to the unbounded behavior of the Green’s
function in dimension 2. To remedy this, we use a corrected version of the formula (156): for
each x, y € €, one has

g(x,y>=f0 (p(t.x.y) — p(t, y. y))dt,

where g is the unique elliptic Green’s function on the infinite cluster under the environment
a such that g(y, y) =0.

PROOF OF THEOREM 1.2. We first treat the case of the dimension d > 3. By the station-
arity of the model, we prove the result in the case y = 0. To simplify the notation, we write
g(x) instead of g(x, 0). We let Tpar,s/2(0) be the minimal time provided by Theorem 1.1 with
exponent 6/2 and define the minimal scale M.j; 5(0) according to the formula

Men,5(0) := Tpar,5,2(0).
It is on purpose that we do not respect the parabolic scaling, we need to have Mgy s(0) >

[ Tpar,5/2(0). As was mentioned in the introduction of this section, in dimension d > 3, we
use the explicit formula (156) and note that Duhamel’s principle implies the identity

o0
g =6(p)! /O 5(t,x)dt.
We obtain
- o0 _1 -
g() — §)| 5/0 p(t.x.0) —6(p) " plt. )| dr.
We then split the integral at time |x|,

[x]
() — 3] < / |p(t.x,0) —8(p) (e, x)| dt
(157) 0

e}
[ Iptx 0 =0y B, 0lar
X
and estimate the two terms on the right-hand side separately. The second term is the simplest

one, we apply the quantitative estimate (7) provided by Theorem 1.1 and use the assumption
|x| > Tpar,s/2(0). This shows

% 1. ® _d_1.3 |x|?
/ |p(t,x,0) —0(p)~ p(t,x)|dt <C 17272 2exp<—E)dt
x| x|

® _d_1,.3 |x|?
(158) < C/ rT2727"2 exp(——) dt
0 Ct

< C|x|71+5|x|2*d'
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To treat the first term in the right-hand side of (157), we use the first estimate (49) of Propo-
sition 8, which is recalled below, for each ¢t € (0, 00), x € € Such that |x| > ¢,

pir.x,0) = Cexp( (141 1) ).

The same estimate is also valid for the function p. Therefore, the term In(|x|/¢) is positive
on the interval (0, |x|] and one has the estimate

x|
/ |p(t,x,0) =0 o, x)|dt<C/ exp< |x|<1+lnu)>

< C/ exp(—C!|x|) dt
0
< C|x|exp(—C~1x|).

By increasing the value of the constant C, one has

x|
[ 195,00 — 0 pie, ] dr = Cexp(=C 1 x)).
0
Combining the previous estimate with (158), we deduce
() =g = Clx| x4+ Cexp(—C'x])
< Cx| x>,

This completes the proof of the estimate (10) in dimension larger than 3.

We now focus on the case of the dimension 2. The strategy is similar, but some additional
attention is needed due to the fact that the integral (156) is ill-defined in dimension 2. We
define the elliptic Green’s function g on the infinite cluster by the formula

(159) ¢ = [ (p.x.0) = pir.0.0)dr

For the homogenized Green’s function, we cannot use the formula (159) by replacing the
transition kernel p by the homogenized heat kernel p; indeed the integral

(160) [0 = e oy ar

is ill-defined as soon as x £ y since the term p(z, 0) is of order r~! around 0. To overcome
this issue, we introduce the notation (p(t, -)) g, := BT Bul / B p(t, z) dz and note that, for each

x € RY, the integral

(0,0}
[0 = (5. ) ) e
is well defined. Additionally, the function
T _
x 07 ([ e = (56, ), di)

is equal to g up to a constant (see [45], Chapter 1.8, for detailed discussions). We denote this
constant by K1, that is, we write, for any x € R4 \ {0},

(161) K= e(prl( /0 Bt x) = (5(t. ), dt) — g0,
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We note that the value K; depends only on the diffusivity 52. Using these two integrals, we
have

g(x) — () = /0 (p(t.x.0) = p(1,0,0) = 8(p) " (5(t.x) = (5(t.) g, ) d1 + K1

=/0 (p(t.2.0) — 0(p)~" p(t. ) di + K1 — K2(0).

where K> is defined by the formula

(162) Ka(0)i= [~ p(.0.0)=6(p) 7 (5(1.) .

We now prove that this integral is well defined, and that the constant K, satisfies the stochastic
integrability estimate

|K2(0)| < O5(O).

The proof relies on Theorem 1.1 and on the estimates on the discrete heat kernel p(z,0,0) <1
and (p(¢, -)) g, < 1 for all times . We compute

K20 = [ 1p(t.0.0) =0() ! ((r. ) i

Tar,ﬁ(o)
= [ I 0.0 =607 (5. )

+ |p(2,0,0) —6(p)~' p(z,0)|dt
7;)2",6(0)
+o(p)”! / 15(,0) = (51, ) | dt

par,8§

Tpar,s (0) 00 3.5 o 3
5/ cdt + Ct 27dr + Ct 2 dt
0 7})ar,5 ©) Ear,& )

< C7;)ar,5(0) +C.

This implies the estimate |K>(0)| < O;(C). We define K(0) := K; — K»(0), and by the
previous computation, it satisfies the stochastic integrability estimate |K (0)| < Os(C).

To complete the proof Theorem 1.2 in dimension 2, it is thus sufficient to control the term
f0°° (p(t,x,0) —6¢( p)_1 p(t, x) dt; the argument is the same than in dimension larger than 3
and the details are omitted. [

APPENDIX A: A CONCENTRATION INEQUALITY FOR THE DENSITY OF THE
INFINITE CLUSTER

In this Appendix, we study the density of the infinite cluster in a cube [, which is defined

as the random variable 'ng"mqml . As the size of the cube tends to infinity, an application of the

ergodic theorem shows that this random variable converges, almost surely and in L', to the
value 6(p). The objective of the following proposition is to provide a quantitative version of
this result.

PROPOSITION 11. There exists a positive constant C (d, p) < 00 such that for any triadic
cube [1 €T of size 3", one has an estimate
(g N D dm
(163) Jée O —0(p)| <O 2u-ny (C377).

[C0] 3d2+2d—1
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As a corollary, we obtain that, for any exponent o > 0, there exist a positive constant
Cd,p,a) < oo, an exponent s(d,p,a) > 0 and a minimal scale Mgense.o < O5(C) such
that for every 3™ > Mense.s(Y),

e N Ui

d
(164) X" _g(p)| <37 Gom,
=N !

REMARK 16. The stochastic integrability exponent Mzz(j_% in the estimate (163) is
suboptimal and we do not try to reach optimality. The spatial scaling is the one of the central
limit theorem and is optimal. We note that a result of large deviation for the concentration of
the density of the infinite cluster can be found in the article [76], Theorem 1.2, of Pisztora: for
any € > 0 and p > p.(d), there exist two constants C1(p, d, €) < 00, Ca(p,d, €) < 0o such
that for any cube [J of size 3™,

boo NO
p ( |6 N
L]
However, this estimate cannot be used in the setting considered in this article since the de-
pendence of the constants C and C» in the variable € is not explicit.

— Q(p)’ > e) <C exp(_C23(d—l)m).

We prove Proposition 11 with an exponential version of the Efron—Stein inequality.
A proof of this result can be found in Proposition 2.2 of [16]. In the context of supercriti-
cal percolation, this inequality was used in Proposition 2.18, Proposition 3.3 of [40] to study
the corrector and in Proposition 3.2 of [61] to study the flux. It is stated in the following
proposition and we recall the notation introduced in Section 1.6.1: we denote by (2, F, P)
the probability space and by F (B4\{e}) denotes the sigma algebra generated by the collection
of random variables {a(e’)}¢/c,\ (e}-

PROPOSITION 12 (Exponential Efron—Stein inequality, Proposition 2.2 of [16]). Fix

an exponent B € (0,2) and let X be a random variable defined on the probability space
(2, F,P). We define the random variables

(165) X =E[X|F(Ba\fe})].  VIX]:= > (X — X~
eeBBy

There exists a positive constant C := C(d, B) < oo such that

2-B
2

(166) Efexp(|X — ELX1|")] < CE[exp((CVIX))*7)]

We define X := % — 6(p). To prove Proposition 11, it suffices to prove the two in-
equalities

(167) E[X] < Ci(p.d)3” % and VIX] < Oy (Ca(d, p)37™),

and to use the estimate (166) to deduce that X < Oy(C) with the exponent s = 12+S;/. These
two inequalities are natural since they mean that the bias and variance of the random variable
satisfy the desired upper bounds. Since the random variable X = ﬁ YoM ixesy — 0 (0)
is centered, we can focus on the term V[ X].

To estimate this term, we consider an independent copy of the environment a which we
denote by a (and enlarge the underlying probability space to achieve this if necessary). Given
abond e € B;, we define {a°(¢')}ven , the environment obtained by resampling the conduc-

tance at the bond e” by the formula

a¢(¢) = ia(e’) ife' #e,

ale) ife =e.
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We denote by X¢ the random variable obtained by resampling the bond e, that is, X¢ = X (a®).
We also denote by €%, the infinite cluster under the environment a®. We have the following
implication

(168) Y (X6 = X)P <0g(C37) = V[X]< Oy (C37M),
eeBd

whose proof can be found in [61], Lemma 3.1. We note that since the two environments
{a(e")}eep, and {a°(e’)},ep, are only different on one bond, the following statement holds
P-almost surely:

Co S b0 OF Goo CC.

We have the following identity:
1
where G5, A Coo := (65, \ o) U (60 \ €%,) denotes the symmetric difference between the

two clusters @, and €5,. This suggests to study the properties of this quantity and we prove
the following lemma.

’

LEMMA A.1. The following estimates hold:
1. There exists a positive constant C(d, p) < oo such that

(169) Vee By, |5, 5G| <0ui(O).

2. There exists a positive constant C(d, p) < oo such that

e 2 <
(170) Ve e By\ Bs(3D), [(€5 A Cx)NO|" < Oﬁ (dist(e, Oyd+1 >

where we recall the notation 30 introduced in (27). As a corollary, we have that

(171) Y (€ 2C) N0 <O a1 (O).
eeBy\By(30) Garhd

We first show how to obtain Proposition 11 from Lemma A.1 and then prove Lemma A.1.

PROOF OF PROPOSITION 11. The result is a consequence of the estimate (23) and
Lemma A.1. We have

> (X=X = 5 3 (6% 00| - 6 N

eeBy e€By

=372m N (6 AGx) N O
eeB,;(30))

<3dm+tDx 041 (C)
7

$372m NN (68 A Ca) NO)
eeBy\By(30)

<O 4-1 (O)
Gd+1d

<O 4 (€379m),

Bd+hd
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We then complete the proof by applying the implication (168) and Proposition 12 with the
2(d—1) 0

exponent s = m .

We now prove Lemma A.1. The argument relies on the upper and lower bounds on the tail
of the distribution of the finite clusters in supercritical percolation. The result is stated below,
was proved by Kesten and Zhang in [62] for the upper bound and by Aizenman, Delyon and
Souillard in [1] for the lower bound. We also refer to the monograph [60], Section 8.6, for
related discussions.

THEOREM A.2 (Subexponential decay of cluster size distribution [1, 62]). For any su-
percritical probability p € (p.(d), 1], there exist positive constants 0 < c1(d, p), c2(d, p) < 00
such that, if we denote by € (0) the cluster containing 0 and let n be a strictly positive integer,

then we have the estimate
d—1

(172) Vn e NT, exp(—cln%) <P[|€(0)| =n] <exp(—con 7).

REMARK 17. With the notation Oy, one can reformulate the upper bound as |4 (0)| <
(9% (C).

REMARK 18. The estimate (172) implies the inequality Plrn < |€(0)] < oo] <
exp(—cwdd;l).

PROOF OF LEMMA A.1. We first prove the inequality (169). We use the definition of Oy
notation and prove the estimate

oo (2 2

for some constant C(d,p) < oo. By symmetry, it suffices to consider the case when
{a®(e) > 0, a(e) = 0} and we have the identity

d—1 d—1
CC NE T S NE T
E[GXP(<M.OC7OOI) ’ )] =1 +2E[CXP(<¥) ’ )ﬂ{ae(e)>0,a(e)=0}]'

We then notice that, under the condition {a®(e) > 0,a(e) = 0}, we have the equality
C5 A Coo =65, \ Go. We then distinguish two cases:

e Either there exists a finite cluster connected to the bond e in the environment {a(e’)},/ep, -
In that case, we denote this cluster by %’ (e) and we have the identity

E(e) =CC, A Coo:

e Or both ends of the bond e are connected to the infinite cluster %, under the environment
{a(e)}oen, - In that case, we have the equality €5 A G = @.

We then use Theorem A.2 to estimate the volume of the cluster € (¢) and we obtain
d—1 d—1
|G A Goo|l\ @ > nda d-1
E[eXp((M) )ﬂ{ae<e>>o,a<e>=0}] <2 exP(ﬁ) exp(—cin ).
¢ n=0 Cca
Then we can choose a constant C depending on the parameters d and p such that

d—1
e A al
E[exp(@) ‘ ]52.

This implies that |65 A G| < (’)% (0).
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e = {e., e}

FIG. 5. The figure illustrates the situation when the set (65, A o) N O is nonempty under the condition
a(e) > 0, a(e) = 0. The blue cluster is the infinite cluster €~ under the environment a, and the yellow cluster is
the finite cluster connecting the bond e to the cube L. The green square represents the cube 3U. The probability
of the event depicted in the picture becomes exponentially small when the sizes of the cubes are large.

We now prove the estimate (170). It relies on the following observation (see Figure 5):
when the bond e is far away from the cube [, the set (€% A 6x) NI is nonempty with
exponentially small probability. More precisely, if we denote by [ = dist(e, [), then we have
the estimate

P[(€s, A Coo) N0 # ]
=2P[€5, A€o # @ and € (e) N # & and a®(e) > 0, a(e) = 0]

(173) <2P[€%, A b # @ and |6 (e)| > [ and a°(e) > 0, a(e) = 0]

< 2exp(—C3l%).

We also note that, since the bond e lies outside the cube 30J, we have the estimate [ > 3™.
This implies the almost sure inequalities

(€S, A Cx) NO| <39 <19,
Then we can calculate the expectation

19 (€2, A Gao) NO2\ Gt
Bfexp( (O]

= K[z, a%p)nO=01}]

19+ (€, A Goo) NO|?\ Gira
(LR

3d+1\ =L
§1+exp<<l = >(3d+1)d)P[(<€§oA<€oo)ﬁD7£®]

d—1

<1+ exp(%)ﬁ”[(%@eO A b)) NO# D).

C Gdt1d
We use the estimate (173) and select a constant C large enough such that
1YL, A Goo) N O Gima 17 _
E[exp(( 165 . o0) | >(3d+l)d)i| <1 —}—2exp(?) exp(—C4l%) <2.

C Gdthd

This completes the proof of the inequality (170). The estimate (171) is then a consequence of
the inequality (23), by noting that the sum }_,.,\5,30) dist(e, [1)~¢~! is finite. Finally, we
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define
|Go0 N Ui
U |

and use Lemma 1.4 to obtain that this random variable satisfies the stochastic integrability
estimate Mdense,a <04(C). O

Mense,a := Sup{3m eN: 3(‘2—I—oe)m — 9(‘3)‘ > 1}’

‘We complete this section by stating and proving a version of the concentration estimate of
Lemma A.1 involving the homogenized heat-kernel. This result is used in Lemma 4.1.

PROPOSITION 13. There exists a positive constant C(d, p) < oo such that, for any time
t > 0, and any vertex y € 7%, one has the estimate

<O 20— (Ct_%).

3d24+2d—1

(174) Mg Bt x — y)dx —0(p)

As a corollary, for any a > 0 and y € 72, there exist a positive constant C(d, p, a) < 0o,
an exponent s(d, p, «) > 0 and a minimal time Tgense.« (¥) < Oy (C) such that, for every time
1 > Tdense,a (¥), we have

(175)

/ plt,x —y)dx — 9<p)] <Cr G,
Coo

PROOF. Without loss of generality, we suppose that y = 0. The strategy is similar to
the one of the proof of Proposition 11. We denote by Y := f%o p(t,x)dx — 6(p), apply the
concentration inequality stated in Proposition 12 and verify the two conditions (167) and
(168). For the term involving the expectation, we have

EY| = ] |, s dx = e(p)]

- _ C
=0\ [, pedx— [ oxax]<

by the estimate on the gradient of the heat kernel. We then focus on the variation, that is,
2

S(re-vyY=> (/Zd P, x)(Lxeze) — 1{xe%o})dx> -

ecBy eeBy

We apply a multiscale analysis: we define the balls and annuli
B_1:=9, Vn>1,
B,:={xeZ:|x| <3"Vi}, VYn=0,
Ap =By \ By1.

We also define, for any subset A C 74, I§:= [, p(t, x)(Lixeze ) — Lixe?,,}) dx. This notation
is useful to localize the random variables (Y¢ — Y). We write

S r-r= Y=Y (iz)

eeBy e€eBy eeBy \n=0

Then we use the Cauchy—Schwarz inequality to factorize the sum

) 2 00 2 00 00 00
(Z Ign> - (Z 1§ 3" x 3—") < (Z 32”(1/§n)2> (Z 3—2"> <2331 )%
n=0 n=0 n=0 n=0 n=0



GREEN’S FUNCTIONS ON PERCOLATION CLUSTERS 627

With Fubini’s theorem, we obtain
o0
(176) S(re—v) <233 Y (15)%
eeBBy n=0 eeBBy

We fix an integer n € N and estimate the quantity } .., (/ gn)z. The strategy is similar to the
proof of Proposition 11 and we adapt the proof of Lemma A.1 from the case of cubes to the
case of balls

Sug)t= > ug)+ Y )

e€By e€By(By+1) e€By\By(Bp+1)

< (max p(s, 1))’

n

X ( > (€5 At) NA* + > (62, A%o)ﬂAnV)
eeBy(Bn+1) e€By\By(Bp+1)

1 32n
< -
~ (2nt52)d/? exP( 262>

X (€L aC)NB+ Y |(<€§OA%O)HB”|2>
ecBy(Byy1) eeBy\Bi(Bn11)

dn.—d 32
n -7 —_——
(’)M(C?a t 2exp( 262))'

We put this inequality back in equation (176) and use the estimate (23) to conclude

o0 2n
3 2 _d 3 3@+ 3 —d
=Y = O (C[ 2( ¥ )neXp(_zf}Z)))SO&IMW )

3d+1)d
ecBy G =

IA

Finally, for any exponent @ > 0, we define

Tdense, (0) := sup{t € (0,00) : (G-

/ ﬁ(t,x)dx—e(p)‘zl},
b0

and apply Lemma 1.4 to conclude Proposition 13. [

APPENDIX B: QUANTIFICATION OF THE WEAK NORM OF THE FLUX ON THE
INFINITE CLUSTER

In this Appendix, we prove a quantification of the H~'-norm of the flux on the cluster. We
recall that the flux on the cluster associated to the direction e is defined by

~ ~ 1_
(177) B Co> R, Ey=a(Dyy +e) = 557

The main estimate is stated in the following proposition.

PROPOSITION 14. Fix a point y € Z¢, for each exponent o > 0, there exist a positive
constant C .= C(\,d, p,a) < 00, an exponent s :=s(A,d, p,«a) > 0, and a random variable
Miux.« () satisfying the stochastic integrability estimate

Mﬂux,a (y) =< O,(0),
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such that, for every radius r > Mgyx.o (), one has

d

(178) 2 1Bell g1 o, (v =< €77
k=1

Without loss of generality, we assume y = 0. The strategy of the proof is to make use of
another centered flux defined on the entire space Z¢,
w28 >R g, =a(Dyy +er) — dey.
The homogenized conductance a is defined in [12], Definition 5.1, by the formula: for each

peR?,

1 _ .
5p . ap = nll)HgOE[V(Dm, P)],

where the energy v(L,,, p) is defined by

(179) vy, p) = uelp+ctr(l<£oonmm) 30, fDm Vu-aVu,

where the notation /,, denotes the affine function of slope p (i.e., for each point x € 74,
lp(x) = p-x) and the symbol Cy(%> N ;) denotes the set of functions defined on the set
%~ N, valued in R, which are equal to O on the boundary %~ N d0J,,. The reason we
introduce this quantity is that, building upon the results of [12], we can prove the following
H~'-estimate: there exists a nonnegative random variable Mg, 7d o satisfying the stochas-
tic integrability estimate Mg, 74 , < Os(C) such that, for every r > Mg, 74 4

d

(180) > lgell g1 zang,, < Cr,
k=1

where the H -1 (Z¢ N B,)-norm is defined by the formula

1

”gek”H*'(deB y = sup Tod ~ 1 ©Ley >
_ ' el 1 zdnp,) =1 12401 By| Jzins,

and where the H'(Z4 N B,)-norm of a function Q: 74 N B, — R, denotes the discrete nor-
malized Sobolev norm defined by the formula

101131 g, =7 101l 2zing,, + 1Vl 2005,
Once this result is established, we set the value
(181) 5%2:=20(p)"'a,

and deduce Proposition 14 from the estimate. The main difference between the estimates
(178) and (180) is that in the former estimate, the H ~Lnormis computed on the ball B, while
in the latter is computed on the intersection %, N B,-. This makes an important difference and
motivates the introduction of the diffusivity 52 in (181) and of the new flux 8., in (177). In the
following paragraph, we give an heuristic argument explaining why we expect Proposition 14
to hold assuming that the estimate (180) is valid.

We start by using the constant test function equal to 1 in the definition of the H~!(B,)
norm in the estimate (180) shows

(182) f a(Dye, + ) = f ey,
Z4NB, Z4NB,
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where the symbol ~ means that the two quantities on the left and right hand sides differ by a
small term, which by (180) is of order r~1=9 Since the function a(D Xex + ex) 1s defined to
be equal to 0 outside the infinite cluster, the left-hand side of (182) can be rewritten

/ a(Dxe, +ex) = / a(Dye, + ex).
Z4NB, CooNB,

For the right-hand side of (182), using that the density of the cluster has density 6(p), one
expects

f aey :/ 0(p) " 'ae.
Z4NB, 600N B,

This shows

/ a(Dye, + ex) ~ f 0(p)~ ' der.
©ooNB, GooNB

Thus if we want the estimate (178) to hold, the only admissible value for the coefficient
52 is 260(p)~'a, indeed testing the constant function equal to 1 in the definition of the
H! (%0 N By)-norm of the estimate (178) shows

1
~ =2
/ a(Dxe, +ex) —o“ey.
CooNB, CooNBy 2

REMARK 19. We note that the identity (181) is the definition of the diffusivity 52 used
in this article: thanks to this definition and the result of Proposition 14, we are able to prove
Theorem 1.1, and then to recover the invariance principle stated in (4).

The rest of this section is organized as follows. We first explain how to prove the estimate
(180) by using the results of [61] and the strategies of stochastic homogenization in the uni-
formly elliptic setting presented in [15]. We then show how to deduce Proposition 14 from
the inequality (180).

PROOF OF THE ESTIMATE (180).  We first extend the function g,, from Z¢ to R and let
[g., ] be the function defined on R?, which is equal to g, on Z% and which is piecewise con-
stant on the unit cubes z+ [—%, %)d. We have the identity (I8¢, [l ;-1 (zanp,) = ClIl[8e Il 15,
up to a constant C depending only on the dimension, where H~'(B,) is the standard Sobolev
norm. We then want to control the continuous H _I(B,) norm of [g,, ]. The strategy is to
apply the multiscale Poincaré inequality stated in [15], Remark D.6, equation (D.28). Its
rescaled version reads

1

1 Y 5
(183) H[gek]uﬂlwr))gcr(/o ( /H; dr—de_|7|<l>r2,*[gek]‘Z(x)dx>dt>2’

where the function ®; is the standard heat kernel defined by @, := 1 7 exp(—%) and the

(2m1)2
operator * is the standard convolution on R¢. We then apply the following results:

e The spatial average of the flux decays: one has the estimate, for each ¢ > 0,
_d
(184) |® % [ge, ]| < O5(Cr™%).

A proof of this result can be found in [61], Section 3.1, Proposition 1.1.
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e The flux is essentially bounded: one has the estimate, for each ¢t > 0,
(185) | @ * [ge, ]| < O5(C).

To prove this estimate, we first note that the bound on the corrector stated in (45) implies
the following Lipschitz estimate on the corrector (by choosing x and y to be two neigh-
boring points): for each vector p € By, and each edge e € B,

(186) [Vxp(e)| = Os(Clpl).

This estimate is also stated in [12], Remark 1.1. The inequality (185) is then a consequence
of the estimate (186) and the property (23) of the Oy notation.

We then truncate the integral in the right-hand side of (183) at the value r = 2 and obtain

2 1

, 1
—d -k 2 2
I8ex | g1 zdnB,) < Cr(fo (/Rd r % | @2, % [ge 1|7 (x) dx) dt)

1 . %
+ Cr(/,«Z (/Rd I’_de_‘r_‘|q)r2t * [gek]|2()€) dx> dt) .

To estimate the first term in the right-hand side, we apply the estimate (185) and, to estimate
the second term, we apply the estimate (184). Together with the property (23) of the O

notation, this gives
(187) e, | OO ra=3,
BB @08 =\ 0, (logh (1 4+ 1)) ifd=2.

Finally, for every exponent « > 0, we set

d
Mﬂux—Zd,a = sup{r eRT: Z ||g€k||ﬂ*1(deBr) > 1},
k=1

and apply Lemma 1.4. This completes the proof of the estimate (180). [

PROOF OF PROPOSITION 14. We fix an exponent o > 0. We define the exponent
q .= max(24=L 24) and split the proof into 3 steps.

o

Step 1. In this step, we establish the inequality, for any radius r > M, (P),

~ « I_
(188) &yt oy < Cr (ngek L1 ing, + H—ozek(ﬂ%o = 9<p))H )
= = 2 H™\(@40B,)
where C is a constant depending only on the parameters A, d, p. We recall the definition of
the H ~!_norm on the infinite cluster

1

||§ek||H—1 “.NB.) — sup Y ~ 5 @gek'
) gy <1 €00 N Brl S,

We fix a function ¢ : 5o N B, — R such that [¢]| ;1 (GunBy) = 1. The main idea is to extend

the function ¢ from the infinite cluster to Z¢. To this end, we use the coarsened function [¢]p
introduced in Section 2.1.1. We extend the function g,, by O outside the infinite cluster so
that we have

[K s, Ve, = fZ ing, [plPrge,-
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d
Since the radius r is assumed to be larger than the minimal scale M, (P), the ratio ||<?OOQBB’|‘

is bounded from above by a constant C(d, p). Then we compute
1
G0 N Byl Jgrunis,
1
6o N B,| Jzins,

189 |17 N By | ~
(189) < <7’> li@lp | gt zang,) (1B — el =1 zins,) + 18l g1 zing,)
o N By | H H "

©8ey

[@]P(gek - gek) + [(p]Pgek

|G N By| JzdnB,

<CW,p|lelr ||g'(zde,)

1.,
X 50' ek(]l‘ﬁoo - 9(]3)) + ||gek||£—1(zdm3r) )

H~'(Z4nB,)

where we used the equation a = 36 (p)&2 to go from the second line to the third line. We then

use the estimates (41) and (42) to estimate the H'-norm of the coarsened function @ in terms
of the H'-norm of the function ¢, and the assumption r > M, (P) to estimate the size of the
cubes of the partition. This gives

” [(p]P”Q'(deBr) <Cr2 ”(p”ﬂl(%oﬂBr)‘
Combining the previous estimate with the inequality (189) completes the proof of Step 1.
Step 2: Control over the quantity ||6zek(]1%o — 0(13))”11—1(&)- We let [, be the triadic
cube such that (J,,_1 € B, C [J,,,. We note that B
|62ex (1, — Q(P))”H L(zdnB,) = <C|ae (14, — Q(P))”H L0’

where the constant C depends only on the dimension d. We apply another version of the
multiscale Poincaré inequality, which is stated in [15], Proposition 1.7, (in the continuous
setting, the extension to the discrete setting considered here does not affect the proof) and
reads

|6%ex (e, = 6| -1,

1

n =4 2 :
<CZ3 <3”Zd7ﬂ|:|| Z o (]]'%oo_g(p))y-}—mn) )

ye3nZ4nO,,

where we recall the notation ()40, |D | > xey+0, S (x). We apply Proposition 11

d n

(L —00) 1, < O(C3Y).
Using that the dimension is larger than 2 and the property (23) of the O; notation, we obtain

Os(0) ifd >3,

Ha ex(Ley, — 9(13))||H Law Os(Cm) ifd=2.

We then apply Lemma 1.4 to the collection of random variables
X =377 |5 %ex (L, — O(p)) |13,

to construct a minimal scale Mjysier,¢ such that, for any radius r > Mjyseer, &

(190) |62k (L, — 00)) | -1 g, < Cr 2.
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Step 3: The conclusion. We let ./\/lﬂux_zd’% be the minimal scale provided by equation

(180) with the exponent 5. We define the random variable Mgyux « (0) according to the for-
mula

Mﬂux,a(o) = maX(Mcluster,%’ Mﬂux—Zd,%’ Mq(P))
Combining the main results (188) of Step 1 and (190) of Step 2 shows, for any r > Mgux « (0),

- @ 1_
Bl = O (allircain, + | 36701, —00)] )
H = H~Y(Z4nB,)

2
< Cr%(r% —}—r%)
<Cr”.

Thus, we obtain the main result (178) of Proposition 14. [

REMARK 20. One result used in this article is a variation of Proposition 14. We are
interested in another function g : ¢ — R, satisfying the identity, for each function
U: % — R,

1_ ~
(191) D* . <u <a(DX€k + €k) - Eazek>> = D*u : g:k

One can check that the quantity g7 is different from g, with an exact formula

1_
T_,, [a(DXek +ex) — Eazek]l
g, = : :

1_
T_,, [a(Dxek +ex) — Eazek]
d
where the (minor) difference comes from the translation when applying the finite difference
operator. The H ~'-norm of the function g;, can also be controlled and one has the following

property: for any exponent « > 0, any vertex y € Z¢, and any radius r > Miux,«(y), one has
the estimate

d
Z ”gzk ”ﬂ”(fgoomBr(y)) < Ci’a.
k=1

The proof is identical to the proof of Proposition 14 and the details are left to the reader.
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