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1. Introduction

Given a string x € {0, 1}"*, a trace of x is obtained by deleting each bit of x with probability ¢, independently, and
concatenating the remaining string. For example, a trace of 11001 could be 101, obtained by deleting bits 2 and 3. The
goal of the trace reconstruction problem is to determine an unknown string x, with high probability, by looking at as few
independently generated traces of x as possible.

More precisely, fix 8, g € (0, 1). Take n large. For each x € {0, 1}", let u, be the probability distribution on {0, 1}="
given by . (w) = (1 — ¢)!"lg"~"! f(w; x), where f(w;x) is the number of times w appears as a subsequence in
x, that is, the number of strictly increasing tuples (i, ..., i) such that Xi; = W;j for 1 < j < |w|. The problem is
to determine the minimum value of 7 = T (n) for which there exists a function f : ({0, 1}=")T — {0, 1}" satisfying
P, T [fU", 0! ﬁ Ty =x]>1— 4 foreach x € {0, 1} (where the U/ denote the T independently generated traces).

The problern of trace reconstruction was introduced by Batu, Kannan, Khanna, and McGregor [2] as “an abstraction
and simplification of a fundamental problem in bioinformatics, where one desires to reconstruct a common ancestor of
several organisms given genetic sequences from those organisms.” [§]

Holenstein, Mitzenmacher, Panigrahy, and Wieder [10] established an upper bound, that exp( 0 (n'/2)) traces suffice.
Nazarov and Peres [12] and De, O’Donnell, and Servedio [6] simultaneously obtained the best upper bound known, that
exp(0(n'/3)) traces suffice. The lower bound of Q(n) was established in [2], by considering the strings 02-'107 and
02102 ", Holden and Lyons [8] obtained the (previous) best lower bound known, by presenting two strings x;, # y;, €
{0, 1}* which require Q (n/*/,/Togn) traces to distinguish between. Their idea was to keep a 1 as a “defect” in the middle
of the string, but to “pad” with 01’s instead of 0’s.

In this paper, we improve the lower bound, exhibiting two strings x, # v, € {0, 1}" which require Q (n*/?/1og’ n)
traces to distinguish between. In fact, our methods show that Q (n%/2/1log’ n) traces are required to distinguish between
x;, and y;, as well (a (messier) analogue of (12) holds). We also use the idea of padding a “defect” 1 with 01’s. Our strings
are slightly different than those considered in [8], for computational ease.


https://imstat.org/journals-and-publications/annales-de-linstitut-henri-poincare/
https://doi.org/10.1214/20-AIHP1089
mailto:zachary.chase@maths.ox.ac.uk
https://mathscinet.ams.org/mathscinet/msc/msc2020.html

628 Z. Chase
Letk > 1,n=4k +3,and x, = (ODX1OD !, y, = OD1ODF, ie.

x, =0101...0101 1 01 0101...0101
yp = 0101...0101 01 1 0101...0101.

Theorem 1. Fix q,5 € (0, 1). Then there exists some constant ¢ = c¢(q,8) > 0 so that at least cn3/2/log7 n traces are
required to distinguish between x, and y, with probability at least 1 — 8§, under trace reconstruction with deletion prob-
ability q.

The main reason we are able to obtain an improvement over n°/4 is that we explicitly compute (something very similar
to) the quantity relevant to determining the number of samples needed, rather than relying on a coupling argument to
determine only the total variation distance of the measures induced on subsequences.

A variant of the trace reconstruction problem is, instead of being required to reconstruct any string x from traces of
it, one must reconstruct a string x chosen uniformly at random from traces of it. For a formal statement of the problem,
see Section 1.2 of [8]. The best upper bound known, due to Holden, Pemantle, and Peres, is that exp(O(logl/ 3 n)) traces

94 . )
\}%) [8]. Proposition 4.1 of [8] together with Theorem 1

suffice [9]. The (previous) best lower bound known was €2 (
implies

Theorem 2. Forall q € (0, 1), there is ¢ = c(q) > 0 so that for all large n, the probability of reconstructing a random n-
bit string from ¢ log>*(n)/(loglogn)’ traces is at most exp(—n'3), under trace reconstruction with deletion probability

q.

Very recently, other variants of the trace reconstruction problem have been considered. The interested reader should
refer to [1,4,5], and [11].

Here is an outline of the paper. In Section 2, we recall “the distance” (namely, the Hellinger distance) between two
probability measures that is directly relevant for determining the number of samples needed to distinguish between them,
and we deduce Theorem 1 assuming an appropriate estimate. In Section 3, we prove the estimate by obtaining closed
form expressions for the probability distributions induced by the traces of x,, and y, and related expressions. In Section 4,
we give the proofs of some lemmas used throughout Section 3. Finally, in Section 5 we establish a result of independent
interest, a nontrivial bound on the number of traces that suffice to distinguish between any pair of strings with a very large
Hamming distance (in contrast to the small Hamming distance pair considered to get Theorem 1).

2. A warmup to the proof of Theorem 1

Throughout the proof, A < B means A < C B for some absolute constant C, and A < B means A < B and B < A. We
take g = 1/2 for ease; the (analogous) proof works for any g € (0, 1). The variables (to be introduced later) j, ¢, a, b, f,m
will always be integers, the variables €, €; will always be integer multiples of 1. and all expressions occurring in binomial
coefficients will be integers (we clearly state when it appears otherwise due to slight abuse of notation). For a string w, we
let |w| denote the length of w, and for any positive integers a, b with a < b, we denote by w, ; the contiguous substring
Wq, Wa+15---, Whe

Fix n =3 (mod 4) large. Let k = %. Let 1 be the probability measure for the traces of x,, and v be the probability
measure for the traces of y,. Let E be a subset of | Jj;,{0, 1} with w(E), v(E) > 1 — O(e_%bgz"). We define E in
Section 3.2. o

It is well known, though seemingly folklore, that the number of samples needed to distinguish between two probability
distributions with high probability is proportional to the inverse square of the Hellinger distance between them (see, e.g.,
Lemma A.5 of [8]):

1 1
Hp,v)? Y, (rw) — J/vw)?

Note

Y (V) = Vo)’ < Y (Vi) = V)’ + Y (nw) + vw)),

w weE wé¢E
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So since

W(ES).v(ES) < O(e 28" 7),

3/2
to show that €2 ( "g

) traces are necessary to distinguish between x, and y,, it suffices to show that
log’ n

1 7
> (Vielw) = Vo)’ § =5

weE

And since

lnw) 7 (n(w) — v(w))?
Z(\/u(w) —dv(w))2 < Z|: % + 1] (,/,u(w) —\/l)(u)))zz Z u’

v(w)
weE weE weE

to prove Theorem 1, it suffices to show

3 ) v(w))® _ log’n @
v(w) ~ o nd2

weFE

3. Proving inequality (1)

3.1. Obtaining closed form expressions for . and v

In this subsection, we obtain closed form expressions for the probability distributions of the traces of x,, and y,. Let
sk = (01)¥ =0101...01 be of length 2k. Let f.(w) denote the number of contiguous 01 appearances in w.

We will use the following simple and fortuitous combinatorial lemma. It is the main reason we are able to obtain a
simple(r) closed form expression.

Lemma 1. For strings w, z, let f(w; z) denote the number of times w appears as a subsequence in z, that is, the number
of strictly increasing tuples (i1, ..., ipy|) such that z;; = wj for 1 < j < |wl. Then, for any k > 0, f(w; sx) = (k+{;(“’))
if lwl=m.

Proof. (Due to Russell Lyons) The idea is that every 01 occurring in w is a chance to put two consecutive indices in w in
the same pairin sg. Takeany 1 < j1 < jo < -+ < jiy <k+ fo(w).Let [y = jrand Ip1 = Ip+ jpr1—Jjp— lwpzozwﬁl_]
forl<p<m-—1.Foreachl <p<m,leti, €{2[,—1,21,} be such that w, = (sk)ip. We thus get an occurrence of
w in s¢; conversely, given any occurrence of w in s via (ip)1<p<m, We optain (/)1<p<m and then (jp)1<p<m as above.
The correspondence between (j,), and (i), is a bijective one. O

Doing casework on whether w includes the “lone 17 (i.e. the 1 at index 2k + 1 in x, and the 1 at index 2k + 3 in y,
where the convention is that the first index is 1), and if so, where it appears, Lemma 1 implies that

2 (w) = <2k ﬁuj)‘f(w)> n Z <k+J;?(ivi,j—1)> <k+ 1 +me_(7;.)j+1,m))’ @
e

2"v(w) = (Zk +|u{|0(w)> +1 3 |(k+ 1 -I}]E(lll)l,j—l)> (k+ ]’:ci(i)j;-l,m)>. 3
<j<lw
w;=1

3.2. The “high probability” set E

We now define the “high probability” set used in Section 2. Let

E= {w € {0, 17" ¢ ||w| — 2| < Vklog(k) and | fe(w) — %

< «/Elog(k)}.
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In this subsection, we show w(E), v(E) > 1 — O(e_% logz”). To this end, and for the purposes of proving inequality (1),
we make frequent use of the following technical lemma, used to estimate binomial coefficients. It is proven in Section 4.

Lemma 2. For any real n bounded away from 0 and 1, any positive integers A and B such that nA,nB € Z, and any
integers A and o such that A+ A, nA + o, B — A, and nB — o are non-negative, it holds that

A+A )( B—-A

(nA+U nB—J) !
[ () () }

(o)) (o () (o (R)) (055 )10 (*57))

1(A=0) 102 1A%
xXexplz——F+ 2 — — = —
2(0—mMA 2nA 2 A

(o) (= () -o()) (1o (*5)) (1 +o(*55)

1(A=0) 102 1A%
Xexplzc———+=-——"=—].
2(1—-nB 2nB 2B

A+A )( B—-A

A corollary of Lemma 2 we will use frequently is that, if A < B, say, then the product (n Ao ) nB—o

) is,up to a

3
1+ 0¢( 10%4 A )) multiplicative error, maximized at 0 = A =0.
Formally, for any n, A, B, A, and ¢ with restrictions as in Lemma 2, we have

() (=) = () () .

For instance, (4), together with (2), implies that for any w € E, if m := |w| and f := f.(w),'

2 (w) < <2k+f) 4 max (k+f?(w1,j—1)> <k+ 1 +f—f9(w,+1,,n))
m J j—1 m— j

= <2k+f)+mmax(k.+a) <k+1+f—a)
m ja \J—1 m—j

§<2k+f)+m<k—l—n§>2

m 2

5@(2"”). 5)
m

The following is another simple combinatorial lemma.

I+1 )

Lemma 3. For positive integers a and 1, the number of w € {0, 1} such that f.(w) =a is (2a+l

Proof. The number of such strings is equal to the number of ways to place 2a + 1 indistinguishable flags in / 4 1 spots.

Indeed, any such string w = (wy, ..., w;) has exactly 2a + 1 indices i (a “flag”), 0 <i </ such that w; # w;11, where
we define wyp = 1 and w;+; = 0. And any choice of 2a + 1 flags corresponds to a w. This correspondence is a bijective
one. O

Continuing from (5), Lemma 3 implies

u({we (0,17 fow) = £) S27"Vk (2",: f) (2”}111) . ©)

1By % and %, we mean L%j and L%J. Similarly in the rest of the paper when % and % appear in binomial coefficients.
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We now argue that we can restrict to m close to 2k, allowing us to use Lemma 2 to then show that the right side of
(6) is small for f far from . Since, for any m, Zwe 0.1ym M u(w) =27 (":l) and since 2™ ( ) O(e” log? ") for m ¢
—/nlog(n), 5 + flog(n)] (by, e.g., Lemma 2), we have

u( U o0, 1}’”) = 0(e2hog'n), )

m¢[2k—~/k log(k),2k+~/klog(k)]

Now assume |m—2k|gﬁlog(k).Writingm:%—i—é andf:%—i—e,we see that
2+ [\ (m\_ (¥ +e\ [ 2k+8
m J\2f) " \2k+8) \ ¥ +2¢
8k 4k _
T+ € 3 €+
M 1

Continuing from (6), using Lemma 2 with A = %, B = 43]‘, A=¢o0=2—2, and n= =5+ O(Ing) we see
that | f — %k| > \/Elog(k) implies

e 0,117 e = ) <274 Ee e (03 (317)

—log?n
Se 8,

Hence, since there are at most nZ values of (m, f), it holds that

u( U {we{o,l}'”:fc(w)zf}>=0(e%l%’z"). ®)
me[2k—+/klog(k), 2k+\/— klog(k)]
Fel % —Vklog(k), % +klog(k)]
Combining (7) and (8), we see
W(E) > 1— 0(e21g™n), )
The same argument shows that

V(E) > 1— 0 28", (10)

We take a moment to prove the following lemma, useful in the upcoming two sections, which allows us to focus on
the probablistically relevant ranges of the parameters involved.

Lemma 4. Let f and m be positive integers suz{@ that | f — 23—k| Im — 2k| < /klog(k). Then, for any positive integers
a, j, it holds that (k+a)(k+l+'f._a) < e‘lngk( 722) unless |a — —| < Vklog(k) and |j — 71 =< Vklog(k).
m

m—j ~

Proof. Lemma 2 implies, for any A, 8 = O(A'/®) and 5 bounded away from 0 and 1,

<A+/\«/Z><A /\~/_>< 12— B2 n— (B (1 - n)(A><A)
nA+BvA) \nA —BJVA nA)\nA)"

log k 7 -3
=), A= ,and B =
vk k+£ k+

We use A = Lk+fj U——/f=%+0(
+3

(SN
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3.3. A closed form expression

2
In this subsection, we obtain a closed form expression for an upper bound of ) ", - W , up to an acceptable (for

the purposes of proving (1)) error. By the definition of £ and an obvious lower bound on v coming from (3), we have

((w) — v(w))? 1 n n 2
2wy = 2 (%) > (@) =2"vw)” an
wek me[2k—+/klog(k),2k+~/k log(k)] m lw|=m
Fel% —VRlog(h). % +vElog(h)] fet)=f

We fix m and f and focus on estimating

3 (2w - 2vw)’
|w|=m

few)=f

k+ fe(wr, j—1) k+1+ fe(wjt1,m)
- Xz ()t

lwl=m “l<j<mw;=I

few)=f

_(k+1+ﬁﬁm¢4v(k+ﬁ@WHm0)2
j—1 m-—j

k‘l'fc(w,'f) k+1+fc(w' ,m) k+1+fc(w,'7) k+fc(w' ,m)
= 5 X[ Rep) (r ) () ()

1<j,t<m |w|=m

few)=f
wj:l
wy=1
o | (FH fewie—D) ) (k14 feQeprm) _ (k+ 1+ fe(wie—D) (k+ feWrrim) 12)
t—1 m—t t—1 m—t ’

where (12) refers to the expression occupying the final two lines. The first equality follows from (2) and (3), and the
second follows by expanding out the square and interchanging summations.

We take the following page and a half to make restrictions on the variables involved in (12), allowing us to make future
estimates more effectively.

We may restrict (12) to j,t € [5 — Viklog(k), 7+ Vklog(k)] and w with | fe(wy j—1) — %I < Vklog(k) and
| fe(wi,i—1) — %| <k log(k). Indeed, if at least one of those four restrictions does not hold, then by Lemma 4 and

),
(k + fc(ij1)> (k-l- fc(wj+l,m)) <k+ fc(wl,tl)) <k+ fc(wt+l,m)> < - logk ( % )2 2
j—1 m—j r—1 m—t ~ m/2)

A quick calculation shows that

(k + ff-(wl,j—1)> <k +1+ fc(u_)j+1,m)) _ <k +1 +.fc(w1,j—1)> <k + fc(wj:l—l,m))

Jj—1 m—j Jj—1 m—j
_ k+fc(w1,j—l) k+fc(wj+l,m)
B J—1 m—j

X[ m—j 3 j—1 }
kt1+ fejprm) —(m—j)  k+1+ fe(wij—) =G =D]

The restrictions just made ensure that

m—j j—1 <log(k)>
—_— —— =0 : (13)
kt 1+ fewjpim) —m—j)  k+1+ fewij-1) =G =1 Vi

2The fact that this bound is (more than) sufficient to indeed make the said restrictions follows from the same argument, about to be made, yielding (14).
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Indeed, since k+ 1+ fe(wjs1,m) — (m— j) = § = O(Vklog(k)) and k+ 1+ fe(wi j—1) = (j = 1) = § — O(Vklog(k)),
we have

m—j - j—1
k+1+ fewjrim)—m—j) k+1+ fe(wrji—1)—G =1

_ m—j B J N 0(1)
k+ fewjrim) —m—j)  k+ fe(wrj—1)—Jj k
_ mk —2jk — jfe(wjyi,m) + m — j) fe(wy j—1) O(l)
k+ fewjsr,m) —m~+ j)k+ fe(wr j—1) — j) k

_ O(kvklog(k))
- Qk2?)

~o(%%)

Up to a multiplicative factor of 2, we may restrict (12) to ¢ > j (the argument about to be made shows the diagonal
t = j term is sufficiently small). Furthermore, we may in fact restrict to > j 4 5; indeed, by (4), Lemma 3, and (13), we
see that expression (12) with the first sum restricted to j <t < j 4+ 5 is upper bounded by

S 3 5 (k+§>“log2<k><1og3(k> (k+§>“<m>
1) e 2w Uy ) )

iclk— lw|=m
jelk—vklog(k),k++/klog(k)] Piririt

and so summing this over [m — 2k| < «/Elog(k) and | f — 23—k| <k log(k) with weights 2"(2++f), we obtain an upper
bound up to a multiplicative constant for "

1 k+ fowi -\ (k+ 1+ fewjti,m)
L e 2 [ ()

|m—2k| <~k log(k) m J1<j<t=m  |w|=m
|f =% |=vklog(k) 1Sj45 few)=f

wi=1,w;=1

~ <k 14 fc(wl,j—l)) <k + fc(wj.+1,m)>]

Jj—1 m—j
y |:<k + fc(wl,t1)> <k +1+ fc(wz+1,m)) _ <k +1+ fc(wl,t1)> (k + fc(wt+1,m)>:|
t—1 m—t t—1 m—t
of
k+§ k+§ m
sy Car ) (a2 )ap) 1065 5
(VElogth)?  sup 2 <log () log (). (14)

% ax N2 N 30
Im—2k| </ log(k) vk (If) 2 k3 n¥/

If—%)1<Vklog(k)

One should compare to (11), the equation involving (12), and (1).
The following very important paragraph, which ignores multiplicative constants, explains the motivation behind the
rest of the calculations in this paper.

. . k+4\4 log? (k) :
In the calculations just above, we used the trivial upper bound of ( o ) —=— for the summands of (12). If we did

not restrict to ¢t < j + 5 in the calculation just above and used that same trivial upper bound (which is indeed valid for
5
Jitely— Vklog(k), 7+ Vklog(k)]), we would get an upper bound for the right hand side of (11) of 1053# J/nlog(n) =

bé#’ since there are v/k log(k) values of ¢ rather than just 5. Therefore, we just need a savings of /k/log(k) over that

trivial upper bound to obtain (1). Note in that trivial upper bound, we just bounded each term individually, not using
any cancellation amongst the different summands. Our goal in Section 3.4 is to analyze the left hand side of (13) very
carefully, in order to exploit cancellation between different summands of (12). To make the paper significantly shorter,



634 Z. Chase

we do not repeatedly make the type of calculation just made above; rather, we point out where QWk) savings come from
as we go along.

Fix some ¢ and j with ¢t > j + 5.3 We will now separate the sum over w in (12) based on fc(w1 j—1) and fc(wy;—1).
To relate fe(wi,j—1) to fe(wjt1,m) and fe(wi 1) to fe(wit1,m) given fc(w), we need to do casework on w;_1 and
w;—1. We first do the case of wj_1 = w;,—1 = 0. In this case, fc(wjt1,m) = f — fe(wr,j—1) — 1 and fo(wi1,m) =
f — fe(wy:—1) — 1. This gives the “first case” of (12):

k+fc(wl,j—1) k+1+fc(wj+l,m) _ k+1+fc(wl,j—l) k+fc(wj+l,m)
Z j—1 m—j j

Jj—1 m—j

« [(/H- fc(wl,tl)) <k+ 1+ fc(thrl,m)) _ <k +1+ fc(wl,tl)> (k+ fc(wt+1,m))]

tr—1 m—t t—1 m—t

2 X [0 ()

lw|=m
few)=f
wj—1=0,w;=1
wy—1=0,w,=1
fe(wy j—1)=a
Se(wi—1)=b

AC RS- E )

Removing the product (that does not depend on w) from the inner sum, we wish to count the set of w with |w| =
m, fe(w) = fwj—1 =0,w; =1, w1 =0, w, =1, fe(wy,j—1) = a, and fe(wy,—1) = b. Noting that fe(wy ;1) =
fe(wi,j—2), we use

fewy—1) = fe(wyj—D) + fewj—1-1) = fe(wrj—1) + 1+ fe(wjpr,-1)
and
fewjyr—1) = fewjg1,-2)

together with Lemma 3 to get that the number of such w is (2ja_+11 ) ( 2;:12;_1 1 ) ( 2}":;;11 ) So, the case of wj_1 = w;—1 =0
yields expression (15):

k+a\ (k+f—a k+1+4+a\(k+f—a—-1 j—1 t—j—1 m—t+1
t2;5 -\ m=j )7\ j-1 m—j 2a+1)\2b—2a—1)\2f —2b—1
a,b>0

k+b\ (k+f—b\ [(k+1+Db\ (k+f—b—1
S ea [ ity B Gty [ QA || s

The other three cases of the value of the pair (w;_1, w;—1) yield very similar expressions. The only difference be-
tween the expressions is that some binomial coefficients have —1, —2, +1, 42, or 0 in certain places. However, these
minor differences will not affect our proceeding arguments. That is, our argument for a v/k/log(k) savings for the
(wj—1,w;—1) = (0,0) case would show a Vk/ log(k) savings for the other 3 cases. Therefore, we may restrict atten-

tion to the case (w;j_1, w,—1) = (0, 0).

3.4. Finishing the proof of (1)

In this final subsection, we appropriately bound (15), thereby proving (1). As explained in the last section, we may assume
ac [% — \/lzlog(k), % + \/lzlog(k)], thereby, as before, yielding

k+a\ (k+f—a k+1+a\[(k+f—a—1
j—1 m—j )\ j—1 m—j

3We wanted to restrict to 7 > J + 5 so that the following case analysis has no “boundary issues”.
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_(k+a\ (k+f-a—1 m—j o I
_<j—1)< m—j )|:k+f—a—(m—j) k+a—j+0<k>i|.

Let §; and €; be defined so that

m
]ZE“F(S]
and
J ., f m
=3ty T
Observe that
m—j j 2k " e me; — f8;

k+f—-a—(m—j) k+ta—j G+f-a-2+8)k+ta-"2—-5)

Since a € [g — Vklog(k), g + Vklog(k)], we have €; = O(vklog(k)). Since also m = 2k + O(v/klog(k)) and f =
23—1‘ + O(«/Elog(k)), we see that
m-—j J
k+ f—a—(m—j) k+a—j

log? (k)
).

18l e - ~]+0<

Therefore, defining 8% and ¢, so that

t—m+8
=3 ;
and
t f m
b=-+>—— +e,
3t2 6

we see that (15) takes the form

ﬁz k+a\(k+f—a—-1\(j—1 t—j—1 m—t+1
k2 o= \j—1 m— j 2a+1)\2b—-2a—-1)\2f-2b—1
a,,l,j

(N (LT e e s e (16)

m—t

up to an acceptable error (the error is acceptable since it replaces a bound of 10e®) for |6; — €1, say, with log? (k), giving

Vi
our desired log(k)/ Vk savings). Recall that we are summing over ¢, j € [k — Vk klog(k), k + vk klog(k)].
We now claim that, unless b = a + 31 + O (4/t — jlog(k)), the magintude of the summand corresponding to a, b, j, t

. 1 1 8 —4; z2-5
is sufficiently small. Note that (2;_]%_ ) )( 2?75;1) - (1(5, 8;)+25, . )(f_ZZ% ! e ). We may use Lemma 2 with A =
5 — 8,,3_7—8,,n_%:%+0(1°gk) A= 00_26,—261—(%—-)(5, §;) to deduce that

b—a— ’Tj)z >(t—]) log (k) implies an e~ log”(m) savings, verifying the claim.
Lemma 2 also implies that?

(L) el

4We are abusing notation here. Formally, define a function é by §(x) = x — % ; we use §; as shorthand for §(;) and é; as shorthand for §(7). Analogously
fore;,e;.
J ’

5Technically, we are adding and substracting |a + %j rather than a + I_Tj
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_ =j 1/47.,3/2 . TR log’ (k)
forb=a+ 5 + O (k'/*log”’“(k)). Therefore, we see that (16) is, up to a multiplicative factor of 1 + O( T ), equal

to
ﬁz k+a\ (k+f—a—1\(j—1 t—j—1 m—t+1
k2 4= \j—1 m—j 2a+1)\2b—2a—1)\2f —2b—1
a,,},t
k+a+5L\ (k+ f—a—"5L -1
X( f—1 3 )( s m—t3 [6; —€;]1-[6: — ], 17

where the sum is restricted to |b — a — %l </t — jlog(k).

Our strategy now to exploit cancellation occurring between different summands is as follows. We split the term §; — ¢;
into three terms and deal with each separately, each by fixing j, 7, and a, and summing over b. We get cancellation from
the second term by pairing the summand corresponding to b to the summand corresponding to the reflection of b about a
natural symmetry (explained below). The third term has magnitude a factor of Vk less than 8, — ¢ (i.e.itis O(1)), so it
can be ignored. The first term requires the most work and is dealt with after the second and third are handled.

Specifically, we split up

_25._2 . 1
[8t_61]=[8t_€j]+|:€j+<M_§>(8t_8j)_eti|

m—28‘,~
f—2%5-2¢; 1
(3 =7 __ 6 =8 |.
m—28j 3
F . . _ _ f—%éj—kj _ logk _
or any fixed a, j, and 7, by Lemma 2 with A =8, —§;,B=75 — 8, n=—5'5 " = —|—0( )A 0,0 =
2 J
2¢; — 2¢; —(“f&k' — 2)(8, — 8;), we have that
2 J

(30430 —20) (30 20)
28 —8) +2¢ —2¢; ) \ f — 38 —2¢

log3 (k) ))( 8 — 8, )( mo_s;
— 1_|_ 9] J 2 J ,
< <‘/5t — 4 3G —8))+2¢f —2¢; ) \f — 38 —2¢;

5 —2¢;

where €/ is the reflection® of ¢; about €; its ( 6« %)(& -4 j).7 And therefore, since
; 3

2

1/ f—38;—2 2 2
Ej"i‘z W—g (8,—8.,')—e,:O(‘/S,—Sjlog(k)—i-log (k)),

letting b* denote the b corresponding to €, we deduce that

t—j—1 m—t+1 C(f-38 -2 1 |
‘;<2b—2a—1>(2f—2b—1>|:€J+<m_725j—§(3;—8])—@
! t—j—1\( m—t+1 f—38-2 1
5‘;<2b—2a—1><2f—2b—1>|:6j+<m_725/_§)(31_3j)_61:|
r—j—1 m—t+1 26] s s
o —2a—1)\2f —20" -1 25 (8 —8)) —

o+ (552
1 t—j—1 m—t+1 $85—2¢; 1
(o a ) o) o (5 s)<8f—5f>—€f}

5To be precise, the reflection of x about y is defined to be 2y — x.
TWe might have to round €/ a bit (so that % + % - % + €/ is an integer), but the induced error in this rounding is negligible, by Lemma 2.
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log* (k) t—j—1\( m—t+1 f—28; 2
_(1+0(,/8t—5_j>><2b—2a—1><2f—2b—1)|:6j+<m_723j >(5r—3) }
t—j—1 m—t+1 log” (k)
5;(219—261—1) <2f—2b—1>0(\/m> (V/8: = 8, log(k) +log* (k)
b—j—1 [ m—t+1Y, s
(2b—2a—1><2f—2b—1)10g(k)
Sl

is small enough, since we rid of a factor of SNZ(JE) potentially coming from §; — €;. And since (% — %)(5, —48j)=
J

O(1) rather than Q2 (+/k), the expression corresponding to the second term, namely

t—j—1\( m—t+1 f-38=2¢ 1\, o
Xb: w-2a—-1)\2r—2—1)|\"m=2s,  "3) 0]

is small enough. Therefore, for any fixed a, j, t, the part of the sum in (17) with terms containing b is, up to negligible
error, the expression corresponding to the remaining term:

t—j—1 m—t+1
Xb:(zb—za—1> <2f—2b—1>[5’_€/]' (18)

Ift > j + 5, Lemma 7, proven in Section 4, states that

t—j—1 m—t+17Y\_[1 log=(k) r—j—1 m—t+1
Xb:(Zb—Za—1><2f—2b—1>_<§+ (t_J ))Xb:<b—2a—1)(2f—b—1>'

And using the general combinatorial identity

2()(+Ee)=("F")

(we may extend the range of b and restrict it freely, since the b outside a + = I~ Jj log(k) yield exponentially (in
log n) small terms), we see that

r—j—1 m—t+1 1 log? k m—j
={z+0|— . 19
;(Zb—Za—l><2f—2b—l> <2+ t—j 2f —2a-2 (19
Therefore, noting that §; — €; does not depend on b and then plugging (19) into (18), we see that (17) is, up to a negligible
error, equal to

(o) () (L) () ()

a,j.t

x<k+“+t_T]>(k+f_a_I_Tj_l)[aj—e/]-[é,—ei], (20)

t—1 m—t

where, to reiterate, the sum is restricted to ¢ > j + 5.

We can rid of the 0(@) term trivially. Indeed, using (4), we can upper bound
k+a\ (k £\?
G (=)=
Jj—1 m—j z
X 1= 1= £H?
( +a+T) <k+f—a—T—1> < <k+5)
t—1 m—t ~\ 5 '
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. . 2
Jj—1 m-—] < % .
2a+1)\2f—=2a-2)~\f) "~
noting that for each A > 5, the number of pairs (¢, j) € [% — /Elog(k), % + \/Izlog(k)] with + — j = A is at most
Vklog(k), we thus obtain an upper bound of

162 N4 m 2~/l?10g(k)1 20k
Fﬁlog(k)\/lzlog(k) <k—%2> (}) Z og()’

A
A=5

and

which is small enough; i.e., r — j is on average +/k, which gives us the required savings (note we get the log’ (n) from
here, since summing over m and f picks up two extra log(k) factors). Note that we needed the error in Lemma 7 to be

O(log (k)) rather than the trivial O ( jik)) since the latter would have led to the sum Z“/_bg(k) lofr(k)

have yielded a k'/# factor rather than a log(k) factor.
Let

_ 162 (k+a\ (k+f—a—-1\(j—1 m—j
f((sj’éj)—?( j )( m—j ><2a+l)<2f—2a—2)

N (kta+ S\ (k+f-a-5L -1
8(8176])_< f—1 m—t .

2
We break up the remaining expression, i.e., expression (20) without the O (@) term, as follows:

which would

and

D fej. 8185 —€j18(8r. €/)[8 — €]

€j,8;,6
5,>8_1'+5
=ZZ[f(ej,8j)(aj—ej) D 8@ e)@ —€))
€ 5j>ej 5t>8j+5
+ flej. 26, —8))(€;—8) Y. g(s,,ej)(at—ej)}. Q1)

8¢ >2€j 75(,’ +5

We claim that g has symmetry® in §; about €; and f has symmetry in §; about €;: g(6;,€;) ~ g(2¢; — &;, €;) and
f(€j,8;)~ f(e€j,2¢; —4;). This is the content of the quite fortuitous Lemmas 5 and 7, respectively.9

Lemma 5. For any positive integers f and m with |f — %L lm — 2k| < ~/klogk and for any integers 8, € with
18:1, €] < Vklogk and % + €; € Z, it holds that

<k+§+‘§—’+gi> (k+§—§—f—e,> <1+0<log3(k))> <k+§+53—'—5€f> (k+§—5’ +5€f>.
%"'8[ %—61 \/I; %+5t—2€/ %_81“"26]

Proof. Lemma2,withA=k+ ,B = k+2 n_ﬂ- 4—|—0(l°gk)A_‘s’—{—ej,a_c?,andA_?’—?,a:
+4

3(8i—€))*\ (k+f/2
k+%/ )( m/2 ) '

O

— 2¢; shows that both products of binomial coefficients are (1 + 0(%)) exp(—

8See footnote 2 on page 632.
9The additive factors of —1, 41, and —2 have been omitted for ease. The proofs are the same with them present.
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Lemma 6. For any p()sitive integers f and m with |f — %L lm — 2k| < klogk and for any integers 8j,€; with
181, el < \/_logk and %4 + +€; € Z, it holds that

Fo,8 fo5 3 S¢; 8 | 5S¢
<k+§m+§’+q><k+gn—7’—6j)=<l+0<10g(k)>><k—;%+§’—71><kj—n%—§]+%)
7 3 7 =93 Vi 7+ =2 7 =8 +2€

45 ) (110 log? (k) +2¢; — 3§, 26+
<f+ f+261)<f—3—2 ) (+ ( VK ))(f+10€’—£)<f—10€/+ )

Proof The first approximation is the content of Lemma 5. For the second, use Lemma 2 with A= 7, B=7,n= 2 =

m
5 24 O(Ing) A=dj,0= j +2¢jand A=2¢;—§j,0 = 10% - & to see that both products of binomial coefficients

are (1+ 0(E 1)) ex p(—m—/z>( ). O

and

Lemma 5 implies that, for each fixed §; and €, we have

log? (k
Y gGep@G—ep= Y. g(sf,e,»)(s,—e,-)+0(°g/§))Zg@,,e,»)wt—eﬂ.

5,>2Ej—8j+5 (St>5/‘+5 \/_ 8¢

Indeed, for example, if §; < €, then

Y gGnepGi—eN— Y g@ne) —€p)

8>8,45 8i>2€;—8,+5

- ) 81, €)(3 —€))

Ej—(6]'—(Sj)+5<5t§Ej+(€j—5j)+5
> [9(r.€)) — 8(2ej — 8. €))] (8 — €)

€ <& §€j+(ej —8_,')-‘1-5

log?(k
3 0( Of/é ))g@,,e,-)(s,—ej).

€j<br=€j+(€j=8;)+5

Therefore, (21) is, up to negligible error, equal to

>y ([f(ej,aj)wj—ej>+f(ej,2e,-—5j><ej—8,->] > g(sz,epwt—eﬂ). (22)
€ 5j>€j 8;>8;+5
Lemma 6 then allows us to write (22) as
> Z( —ep)+ (€ —8p]f(ej.8) > g(&x,-)(&—e,-))
€j 8j>€; 8>8j+5

up to a negligible error. But this is just 0, and so we’ve established (1).
4. Remaining proofs of lemmas

In this section, we prove Lemmas 7 and 2, restated here for the reader’s convenience.

Lemma 7. For any fixed positive integers a, j,t,m, f with |m —2k|, |j — 5|, 1t = 5|, |f — | la — —| < Vklog(k) and
t > j, the following holds:

r—j—1 m—t4+1Y\_ (1 log? (k) t—j—1\(m—t+1
%2(219—25;—1) <2f—2b—1>_<§+0< r—; ))Xb:<b—2a—1)<2f—b—1>’
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where the first sum is restricted to b with |b —a — lg—j| </t — jlog(k), and the second sum is restricted to b with
b—2a —25L] <2/f=jlog(k).

Proof. The sum on the right contains all b in the range [2a + 2’§—j -2t — jlog(k),2a+ 2’§—j + 24/t — jlog(k)], while
the sum on the left contains only even b in that range. Therefore, due to the factor of %, we wish to show (23):

2: t—j—1 m—t+1 __22 t—j—1 m—t+1
2b—2a—1)\2f—-2b—1 = 2b—2a—1)\2f—-2b—1
O

b even
__(log*(k) t—j—1 m—t+1
_0<t_j)Xb:<b—2a—1)(2f—2b—1)’ 23)

where the range of b is restricted to |b — 2a — 2'g—j| <2/t — jlog(k).
The idea of the proof is to pair every even-b term with % times the (odd) term before it and % times the (odd) term after
it. Specifically, to establish (23), it suffices to show (24):

2(t—j—1 m—t+1 1(r—j—1 m—t+1

3 \—2a—1)\or—2m+1) T3 \b—2a41)\2r—2p—1

B log? (k) t—j—1\(m—t+1

~(+o(FE7) (0 720) (3 13) @

2
As mentioned on pages 638-639, the error O (log[%) is trivial (it follows from pairing even-b terms with odd-b terms);

2
our %-% weighting gives the (necessary) improvement to 0(%). Observe that

2(t—j—1 m—t+1 +l t—j—1 m—t+1
3\2b—2a—-1)\2f-2b+1 3\2b—-2a+1)\2f-2b—-1
is, by using the equations (dil) = C_ZI—H(;) and (d:—l)z %(g)ﬁqual to

t—j—1\(m—t+1
2b—2a )\ 2f—2b

9 2 2b —2a m—t+1—Q2f —2b)
3t—j—1—-Q2b—-2a)+1 2f —2b+2
lt—j—1—@2b—-2a) 2f—2b
3 2b—2a+1 m—t+1—Qf=2b)+1]

Since
m—t+1—(2f—2b)_1+0 log (k)
2f —2b+2 S 2 Vk
and
2f —2b log(k
f —24 of e ’
m—t+1—Qf—-2b)+1 Jk
we may replace the expression above in brackets with, up to an acceptable error,
2 b— lt—j—1—-Q2b-2
2 . a lr—j ( a)‘ 25)
3t—j—1—-@2b—2a) 3 b—a

Writing b = a + "= 4+ A transforms (25) into

(=h2 4242
(t—]3’—1)2 . t—é’—] A— 2A2’
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whichis 1 + O(k’tg_i{‘)), the critical point being the lack of a t_é_l A term (which is why we chose the factors % and %).
This finishes the proof of (24) and thus (23). O

Lemma 2. For any real n bounded away from 0 and 1, any positive integers A and B such that nA,nB € Z, and any
integers A and o such that A+ A, nA + o0, B — A, and nB — o are non-negative, it holds that

(34) (i)
(oD oE) oo o(22)
(38

(o)) (G)) (o)) (o (*55)) 1o (*5)

Proof. Using Stirling’s approximation

1 n"
nl=(14+0(-))—~2nn,
n en

we obtain
(yara) (pe) ]!
[ () (o) }

~(r+o(z)(+(5))

(A +0)" (1 =A+ A —o)I"MATA=(nB — )18 ((1 — n) B — (A — )1 "B~ (A=) g4 S
(A1 —m A I=DA@BY1E (1 — n)B)I=DB (A + A)A+A(B — A)B—4

B 1 1 nA+o 1—mB—(A-0)]°
_<1+0<A>)(1+0<B>>[(1—n)A+(A—0) 1B—o }
B B A A B (1-pA
X[(l—n)A—i—(A o) B—A ] <1+i>" <1+ A—o ) "
A+ A (I-nB—-(A-o0) nA (I-mA
o \"? A N\ A—o \UMB A \B
x{1—— 1— l—— 1+ .
(1-33) (-252) (o) (+923)
Now,usingthatlog(1+x)=x—§+0(x3)forsmallx,

- nA A—o (1-nA o nB A A A—o (1-n)B A B
<1+n_A> <1+(1—n)A> (1_77_3) <I_A+A> (1_(1—77)3) <1+B—A)
_ A o 1 o2 0 o3 . A A—o 1 (A—o0)? 0 (A —0)3
_exp(” (n_A_5n2A2+ (F)))exp(( - <(1—77)A_5(1—17)2A2+ ( A3 )))
" A 1 A2 0 A3 B o 1 o2 0 o3
Xexp<_ <A+A+5<A+A>2+ (<A+A>3>>>exp<_" (n_B+5n232+ (F»)

. 3 A—o 1 (A—0)? O(A—U)3
Xexp<_( - <(1—n>19+§<1—n)2132+ ( B ))

X
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(5252w olaar))
X\ P\ g AT 2o az TN B oA
_(i+0 o3 Lt o A3 L+ o (A —0)3 162 1(A=0) 1A%7 AZ
—<+<ﬁ»(+(ﬁ»<+(—ﬁ—»“%iﬂ‘aK$277+7)
L+o o3 L+ o A3 140 (A —0)3 o2 1(A=0)2 1A7 AZ
X(*(ﬁD(*(ﬁ»(+<—ﬁ—»”4ﬁﬁ‘ﬁﬁ$ﬁiﬁ+f)
And using the simpler log(1 +x) =x + 0(x2) for small x,

|: nA+o (1—77)B—(A—o)i|g
I-mA+(A—-o) nB—o

_[ (1—noB—(A—o)nB+ao(l —n)A—n(A—o)AT
B (I—-mnAB+(A—-o)B—-o(l-nA—-0o(A—o0)

. ( <0 A—o o A—o 0(0’2> 0<(A—0)2)
~P\T\ga T a—pa Tas - a—ps " O\@2) TN

~o(5)+o(“57)))

and
(1—mMA+(A—o0) B—A A
A+ A (1-=mB—(A—-o0)
_[1 (A—a)B—(l—n)AB—i—(A—o)A—(l—n)AA}A
- (1—=mAB+ (1 —nAB—(A—0)A—A(A—0)
B A A—oc A A—-0c A O(A—J)2 0A2
_exp( ((1—n>A_X+(1—n>B_§+ ( a2 )+ (F>
(A —0)? A?
o(H5) +o(5:))
Combining everything yields the lemma. (]

5. Large Hamming distances

The lower bounds established for trace reconstruction thus far have come from pairs of strings with small Hamming
distance. A natural question is what can be said about strings with very large Hamming distance. Of course, a pair of
strings that differ in all but O (1) indices can be distinguished very easily (in O (1) traces). However, what if we insist on
“padding” two strings that always differ, at the beginning and end by some arbitrary strings?

We say that a pair of strings x, y € {0, 1} essentially always differ if there are indices k1, k2 < n such that x and y
agree at all indices at most k| and at least k,, and disagree at all indices between k| and k.

Proposition 8. Ler x, y € {0, 1} be a pair of strings that essentially always differ. Then x and y can be distinguished in
log3 n
loglogn

exp(C ) samples. Here, C > 0 is an absolute constant.

We use the following lemma, found as E7 on page 64 of [3].

Lemma9. Let p(z) = a,7" + -+ + a1z + ag be a polynomial of degree n with a; € {1} for each i. Then, p(z) has at
Clog%n Clog*n
loglogn loglogn

most zeros at 1, i.e., (z — 1) does not divide p(z) form = | |+ 1. Here, C > 0 is an absolute constant.

With this lemma, we deduce Proposition 8 as follows. We first claim that there is some 0-1 string w of length at most

k:= Lg;ﬁ;ﬁj + 1 such that f(w; x) # f(w; y) (see Lemma 1 for notation). Indeed, if f(w; x) = f(w; y) for all w of
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length at most k, that is, if the so-called “k-decks” of x and y are the same, then by Section 5 of [7], it must be that
S xi™m =Y yi™ forall0 <m <k —1.If welet p(z) =Y 1 [x; — y;1z', then it’s easy to see that the equalities
imply p(1), p’(1), ..., p®&=1D(1) = 0, which imply (z — DX | p(z). Now, since x and y essentially always differ, p(z)

takes the form p(z) = ¢, F 4 6k1+1zk‘+1 cee ekz_lzkrl + ekzzk2 for some €, ..., €, € {£1}. Therefore, by factoring
2
out z¥1 , since kp — k1 <n, Lemma 9 implies that k < g;i gz , a contradiction. The claim is established.

With this claim, we can distinguish between x and y by simply looking at f(w; U) for traces U; indeed,
~ 2 2
Ec[f(w; U)] = f(w;x)(1 —¢q)~ ™! Since |w| < C log_n , it holds that exp(C’ Clog n logn) traces suffice to distinguish

; loglogn loglogn
between x and y. For details, see the proof of Theorem 14 of [11].
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