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Comment on “A Review of Self-Exciting
Spatio-Temporal Point
Applications” by Alex

Frederic Paik Schoenberg

This is an excellent and extremely well-written
summary of recent research on self-exciting spatial-
temporal point processes. It contributes very nicely to
the literature and I will use it personally to teach my
graduate students about the topic. The author should
be congratulated for his excellent writing.

I would like to comment briefly on estimation.
Again, Reinhart provides a superb review, and see-
ing the current state of knowledge regarding maximum
likelihood estimation (MLE) and its variants, one may
walk away from this article with the misleading im-
pression that estimation for spatial-temporal point pro-
cesses is a solved problem that can readily be attacked
not only by MLE but also by various other techniques
such as E-M or stochastic reconstruction. However, in
practice there are real problems with the implementa-
tion of many of the methods here.

The first and in my opinion main shortcoming of
MLE is the integral term in Reinhart’s equation (8).
For some very simple models, this integral can be com-
puted numerically as a function of the parameters be-
ing estimated, but this is rare. In practice, one must
approximate this integral numerically. The problem is
that, in MLE, one is searching over a vast parameter
space, and the numerical approximation to the inte-
gral must be a close approximation for all of the pa-
rameter space, or else the optimization function may
choose some parameter vector where the approxima-
tion is poor. Anyone who has dealt with MLE knows
the sort of Murphy’s Law to which I am referring. If
anything can possibly go wrong with the approxima-
tion to the likelihood function, MLE seems to have a
way of gravitating to it. Harte (2013) comments nicely
on the importance of the issue of integral approxima-
tion in MLE in practice. Another issue with the integral
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is programming. In practice, it is not easy to program a
function to compute an accurate approximation to the
integral term in Reinhart’s equation (8) as a function of
the parameters being estimated. One reason this can be
particularly difficult is that, in many useful cases, the
triggering function being estimated is highly volatile,
especially for realistic values of the parameters being
estimated, and integrating a highly variable function
accurately is difficult. Again, with MLE Murphy’s Law
seems to apply, and even a very small error in program-
ming or approximating the integral term, including an
error that is only relevant for certain values of the pa-
rameters, will tend to be exploited by the optimization
routine in MLE.

Reinhart is correct that the use of the E-M algorithm
in conjunction with MLE can help, but it is quite un-
clear why it helps. The theory surrounding the desir-
able asymptotic properties of the MLE are well known,
and since the E-M modification is an approximation to
MLE, the E-M method of Veen and Schoenberg (2008)
should have similar properties, but it is entirely un-
clear why the E-M method should outperform ordinary
MLE. In private communication, Bin Yu has expressed
the belief that any practical advantages to the method
of Veen and Schoenberg (2008) may be attributable
merely to the stopping routine. That is, it may be that
the default stopping routine for the E-M method may
simply be better than that for the ordinary MLE. Even
if this is not the case, it should be pointed out that the
E-M MLE still requires computation or approximation
of the integral term and, therefore, is still susceptible
to the problems pointed out above. The same is true for
parametric and semiparametric methods I have seen,
such as those described by Reinhart in Section 3.2.
Nonparametric estimation methods are fantastic, but in
many cases estimating parametric models is also de-
sirable. As Reinhart mentions, in Schoenberg (2013)
I have tried to avoid the computation of the integral
term by noting that for some Hawkes’ processes it can
be well approximated, and its approximation very sim-
ply computed, by integrating over all of R rather than


http://www.imstat.org/sts/
https://doi.org/10.1214/18-STS652
https://doi.org/10.1214/17-STS629
http://www.imstat.org
mailto:frederic@stat.ucla.edu

326 F. P. SCHOENBERG

over only the observation region. When this simplifica-
tion is not available or not a close approximation, how-
ever, alternatives to MLE may be desired. We should
also note other problems with MLE, such as the small-
sample bias that can be quite substantial in practice,
and, as Reinhart highlights in Section 3.1, the biases in
MLE due to boundary effects.

Therefore, my main comment is simply that alter-
natives to MLE still need to be explored. Adelfio and
Schoenberg (2009) and Diggle (2014) review meth-
ods for parametric estimation via minimizing other
functions, such as weighted second-order statistics and
summary statistics like the L-function, and further
study is needed in order to assess their performance
relative to MLE. Recently, Cronie and van Lieshout
(2016) proposed a method for estimating the back-
ground rate by minimizing a type of Stoyan—Grabarnik
statistic, in the sense used by Baddeley et al. (2005),
that does not require any integral computation, and the
method seems to work very well. These methods need
to be studied further in the future to find better alterna-
tives to MLE. I plan to research these in the future and
I hope readers will, too.
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