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SECOND-ORDER BSDE UNDER MONOTONICITY CONDITION
AND LIQUIDATION PROBLEM UNDER UNCERTAINTY

BY ALEXANDRE POPIER1 AND CHAO ZHOU2

Le Mans Université and National University of Singapore

In this work, we investigate an optimal liquidation problem under Knigh-
tian uncertainty. We obtain the value function and an optimal control charac-
terised by the solution of a second-order BSDE with monotone generator and
with a singular terminal condition.
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1. Introduction. This paper is devoted to the study of an optimal liquidation
problem under uncertainty. Roughly speaking, for some ϑ > 1, we want to mini-
mize the functional cost

(1.1) J (X ) = sup
P∈P

EP
[∫ T

0

(
ηs |

.
X s |ϑ + γs |Xs |ϑ )ds + ξ |XT |ϑ

]
over all progressively measurable processes X that satisfy the dynamics

Xs = x +
∫ s

0

.
X u du.

The nonnegative quantity ξ is a penalty on the remaining value XT of the state pro-
cess X . In particular when ξ = +∞, J (X ) is finite only if the terminal constraint
XT 1ξ=+∞ = 0 is satisfied. If the set of probability measures P is a singleton, then
the problem is solved in [5] and [29] using a backward stochastic differential equa-
tion (BSDE for short) with singular terminal condition. Our goal is to extend these
results to the case where there is model uncertainty, that is when the probability
measure P is not unique. Minimizing (1.1) corresponds for an agent to compute
the worst case scenario for the liquidation of her portfolio.

The analysis of optimal control problems with state constraint on the termi-
nal value is motivated by models of optimal portfolio liquidation under stochastic
price impact (see, e.g., [3, 4, 15, 16, 19] or [27], among many others). For a fixed
probability P (i.e., without the supremum in (1.1)):

(1.2) J (X ,P) = EP
[∫ T

0

(
ηs |

.
X s |ϑ + γs |Xs |ϑ )ds + ξ |XT |ϑ

]
this position targeting problem (1.2) and some variants have been studied in [5, 17,
18, 29] or [38]. In this framework, the state process X denotes the agent’s position
in the financial market. At each point in time t , she can trade in the primary venue

at a rate
.
X t which generates costs ηt |

.
X t |ϑ incurred by the stochastic price impact

parameter ηt . The term γt |Xt |ϑ can be understood as a measure of risk associated
to the open position. J (X ,P) thus represents the overall expected costs for closing
an initial position x over the time period [0, T ] using strategy X , with a terminal
cost ξ |XT |ϑ . The penalization ξ is FT -measurable and takes value in [0,∞]. The
total cost J (X ,P) is finite if and only if XT 1ξ=+∞ = 0 a.s. The case ξ = +∞
a.s. corresponds to the liquidation constraint: XT = 0 a.s., that is, the position has
to be closed imperatively. The optimal strategies and the value function of this
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control problem (1.2) are characterized in [5] and [29] (see also [17] for the use of
BSPDEs) by the minimal supersolution (y, z,m) of the BSDE

(1.3) dyt = y
q
t

(q− 1)η
q−1
t

dt − γt dt + zt dWt + dmt

with lim inft→T yt ≥ ξ . Here, q > 1 is the Hölder conjugate of ϑ and m is a mar-
tingale orthogonal to W . Since ξ can be equal to +∞, such a BSDE is called
singular. In [5] and [29], sufficient conditions on the coefficient processes η and
γ are provided such that there exists a minimal supersolution to (1.3) and then
by a verification theorem based on a penalization argument, it is proved that
infX J (X ,P) = y0|x|p (see the details in Section 3.1).

When P is not unique, we need to solve

J (X ) = sup
P∈P

J (X ,P) =
(

sup
P∈P

yP
0

)
|x|p,

where yP is the minimal supersolution of (1.3) under the probability measure P.
From the theory of second-order BSDE (2BSDE for short) introduced by [40] and
[41], our problem can be solved with this useful tool. Nevertheless, the generator
f of our BSDE (1.3) is not Lipschitz continuous but only monotone w.r.t. y:

f (t, y) = − yq

(q− 1)η
q−1
t

+ γt .

This condition has been already considered in [36], but under the additional as-
sumption that the generator is of linear growth. The possibility to extend the ex-
isting results to a general monotone driver is mentioned in the paper [37] (see in
particular Section 2.4.5). Thereby following the ideas of [37], we want to show
that a 2BSDE with monotone generator w.r.t. y still has a unique solution.

Let us precise the main contributions of the paper. Roughly speaking, the paper
[37] shows that if nice properties are known for BSDEs and reflected BSDEs, then
it is possible to construct a solution for the 2BSDE. Hence to follow the scheme
of [37], several properties of classical (reflected or not) BSDEs are needed. Sev-
eral general results can be found in [28] and [30] for BSDEs in a general filtration
and [26, 31] or [9] for reflected BSDEs (see also the references therein). But some
technical results were missing in the general setting of the 2BSDEs: Lipschitz ap-
proximation of BSDEs (Lemma A.4) or existence and uniqueness of the solution
for a reflected BSDEs in a general filtration (without quasi-left continuity) when
the driver is monotone (Proposition A.2). These results, even though useful for
applications to 2BSDE, are expectable and the techniques employed are rather
standard. This is the reason why they are postponed in the Appendix.

The first part is devoted to 2BSDEs with a monotone driver (condition (H)). The
probabilistic setting is the same as [37]. But to overcome this difficulty induced by
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monotonicity, we will impose some stronger integrability conditions3 C1 and C2
on the terminal value ξ (and on the process f 0). Our main results are Theorem 1
(uniqueness) and Theorem 2 (existence). Although the sketch is almost the same as
in [37], several technical issues have to be taken into account in our setting. More-
over, the monotonicity of the driver forces us to change the minimality condition
on the nondecreasing process KP. Instead of the classical assumption

essinfP
P′∈P(t,P,F+)

EP′[
KP′

T − KP′
t |F+

t

] = 0, 0 ≤ t ≤ T ,P-a.s.,∀P ∈ P

we have here

essinfP
P′∈P(t,P,F+)

EP′
[∫ T

t
exp

(∫ s

t
λP

′
u du

)
dKP′

s

∣∣∣F+
t

]
= 0,

0 ≤ t ≤ T ,P-a.s.,∀P ∈ P,

where λP
′

s is the increment of the generator evaluated at the solution Y of the
2BSDE and at the solution yP′

of the classical BSDE under P′. In the Lipschitz
setting, λP

′
is bounded and thus can be removed, whereas under the monotone

assumption, it is only bounded from above (see Definition 1, Conditions (2.6) and
(2.16) and the discussion in Section 2.5).

Then we come back to our initial goal: the resolution of the optimal control
problem (1.1). From our results on 2BSDEs, we can now obtain directly the value
function and an optimal control for the unconstrained problem (Proposition 1).
For the constrained problem, a known difficulty concerns the filtration. Indeed to
avoid the possibility of a uncontrolled jump for the orthogonal martingale part
at the terminal time T , some additional hypothesis on the filtration is needed (see
[35], Section 2.2). Under this technical condition on the filtration, we prove that the
2BSDE with singular terminal condition has a minimal super-solution (Theorem 3
and Remark 9) and that we can solve (1.1) using this supersolution (Theorem 4).

The paper is decomposed as follows. In Section 2, we use the scheme developed
in [37] to obtain existence and uniqueness for the 2BSDE. In Section 3, we solve
the control problem (1.1) using 2BSDE with monotone driver and singular ter-
minal condition. In the Appendix, we recall and develop some results concerning
BSDE and reflected BSDE with monotone driver.

2. Second-order BSDE with monotone generator. This section is devoted
to the extension of the results in [37] to the case where the generator f is only
monotone w.r.t. y (see H2). Compared with [36], we do not assume that f is of
linear growth w.r.t. y (see H4). Nevertheless, let us immediately emphasize that
we will assume stronger integrability assumptions of ξ and f 0 to overcome this
difficulty and we change the minimality condition on the nondecreasing process
K (see Condition (2.6)).

3Sufficient to solve our control problem. Weaker integrability assumptions are left for future re-
search.
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2.1. The probabilistic setting. Our framework is exactly the same as in [37].
Let us recall the notation and assumptions. Let N∗ := N \ {0} and let R∗+ be the
set of real positive numbers. For every d-dimensional vector b with d ∈ N∗, we
denote by b1, . . . , bd its coordinates and for α,β ∈ Rd we denote by α · β the
usual inner product, with associated norm ‖ · ‖, which we simplify to | · | when d

is equal to 1. We also let 1d be the vector whose coordinates are all equal to 1. For
any (l, c) ∈ N∗ × N∗, Ml,c(R) will denote the space of l × c matrices with real
entries. Elements of the matrix M ∈ Ml,c will be denoted by (Mi,j )1≤i≤l,1≤j≤c,
and the transpose of M will be denoted by M�. When l = c, we let Ml(R) :=
Ml,l(R). We also identify Ml,1(R) and Rl . Let S≥0

d denote the set of all symmetric
positive semidefinite d × d matrices. We fix a map ψ : S≥0

d −→ Md(R) which is
(Borel) measurable and satisfies ψ(a)(ψ(a))� = a for all a ∈ S≥0

d , and denote

a
1
2 := ψ(a).

2.1.1. Canonical space. Let d ∈ N∗, we denote by � := C([0, T ],Rd) the
canonical space of all Rd -valued continuous paths ω on [0, T ] such that ω0 =
0, equipped with the canonical process X, that is, Xt(ω) := ωt , for all ω ∈ �.
Denote by F = (Ft )0≤t≤T the canonical filtration generated by X, and by F+ =
(F+

t )0≤t≤T the right limit of F with F+
t := ⋂

s>t Fs for all t ∈ [0, T ) and F+
T :=

FT . We equip � with the uniform convergence norm ‖ω‖∞ := sup0≤t≤T ‖ωt‖, so
that the Borel σ -field of � coincides with FT . Let P0 denote the Wiener measure
on � under which X is a Brownian motion.

Let M1 denote the collection of all probability measures on (�,FT ). Notice that
M1 is a Polish space equipped with the weak convergence topology. We denote by
B its Borel σ -field. Then for any P ∈ M1, denote by FP

t the completed σ -field
of Ft under P. Denote also the completed filtration by FP = (FP

t )t∈[0,T ] and FP+
the right limit of FP, so that FP+ satisfies the usual conditions. Moreover, for P ⊂
M1, we introduce the universally completed filtration FU := (FU

t )0≤t≤T , FP :=
(FP

t )0≤t≤T , and FP+ := (FP+
t )0≤t≤T , defined as follows:

FU
t := ⋂

P∈M1

FP
t , FP

t := ⋂
P∈P

FP
t , t ∈ [0, T ],

FP+
t := FP

t+, t ∈ [0, T ), and FP+
T := FP

T .

We also introduce an enlarged canonical space � := �×�′, where �′ is identical
to �. By abuse of notation, we denote by (X,B) its canonical process, that is,
Xt(ω̄) := ωt , Bt(ω̄) := ω′

t for all ω̄ := (ω,ω′) ∈ �, by F = (F t )0≤t≤T the canoni-

cal filtration generated by (X,B), and by F
X = (FX

t )0≤t≤T the filtration generated

by X. Similarly, we denote the corresponding right-continuous filtrations by F
X

+
and F+, and the augmented filtration by F

X,P
+ and F

P
+, given a probability measure

P on �.
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2.1.2. Semimartingale measures. We say that a probability measure P on
(�,FT ) is a semimartingale measure if X is a semimartingale under P. Then on
the canonical space �, there is some F-progressively measurable nondecreasing
process (see, e.g., Karandikar [22]), denoted by 〈X〉 = (〈X〉t )0≤t≤T , which co-
incides with the quadratic variation of X under each semimartingale measure P.
Denote further

ât := lim sup
ε↘0

〈X〉t − 〈X〉t−ε

ε
.

For every t ∈ [0, T ], let PW
t denote the collection of all probability measures P

on (�,FT ) such that:

• (Xs)s∈[t,T ] is a (P,F)-semimartingale admitting the canonical decomposition
(see, e.g., [20], Theorem I.4.18)

Xs =
∫ s

t
bPr dr + Xc,P

s , s ∈ [t, T ],P-a.s.,

where bP is an FP-predictable Rd -valued process, and Xc,P is the continuous
local martingale part of X under P.

• (〈X〉s)s∈[t,T ] is absolutely continuous in s with respect to the Lebesgue measure,
and ât takes values in S≥0

d , P-a.s. for all t ∈ [0, T ].
Given a random variable or process λ defined on �, we can naturally define its
extension on � (which, abusing notation slightly, we still denote by λ) by

(2.1) λ(ω̄) := λ(ω) ∀ω̄ = (
ω,ω′) ∈ �.

In particular, the process â can be extended on �. Given a probability measure
P ∈ PW

t , we define a probability measure P on the enlarged canonical space � by
P := P⊗ P0, so that X in (�,FT ,P,F) is a semimartingale with the same triplet
of characteristics as X in (�,FT ,P,F), B is a F-Brownian motion, and X is
independent of B . Then for every P ∈ PW

t , there is some Rd -valued, F-Brownian
motion WP = (WP

r )t≤r≤s such that (see, e.g., Theorem 4.5.2 of [42])

(2.2) Xs =
∫ s

t
bPr dr +

∫ s

t
â

1
2
r dWP

r , s ∈ [t, T ],P-a.s.,

where we extend the definition of bP and â on � as in (2.1), and where we recall
that â

1
2 has been defined in the notation above.

Notice that when âr is nondegenerate P-a.s., for all r ∈ [t, T ], then we can
construct the Brownian motion WP on � by

WP
t :=

∫ t

0
â

− 1
2

s dXc,P
s , t ∈ [0, T ],P-a.s.,

and do not need to consider the above enlarged space equipped with an indepen-
dent Brownian motion to construct WP.
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REMARK 1 (On the choice of â
1
2 ). The measurable map ψ : a �−→ a

1
2 is fixed

throughout the paper. A first choice is to take a
1
2 as the unique nonnegative sym-

metric square root of a (see, e.g., Lemma 5.2.1 of [42]). One can also use the

Cholesky decomposition to obtain a
1
2 as a lower triangular matrix. Finally, the

reader can read [37], Remark 2.2, where the sets P(t,ω) are given by the col-
lections of probability measures induced by a family of controlled diffusion pro-

cesses. In this case, one can take â
1
2 in the following way:

(2.3) a =
(
σσT σ

σT In

)
and a

1
2 =

(
σ 0
In 0

)
for some σ ∈ Mm,n.

2.1.3. Conditioning and concatenation of probability measures. We also re-
call that for every probability measure P on � and every F-stopping time τ taking
values in [0, T ], there exists a family of regular conditional probability distribution
(r.c.p.d. for short) (Pτ

ω)ω∈� (see, e.g., Stroock and Varadhan [42]), satisfying:

(i) For every ω ∈ �, Pτ
ω is a probability measure on (�,FT ).

(ii) For every E ∈ FT , the mapping ω �−→ Pτ
ω(E) is Fτ -measurable.

(iii) The family (Pτ
ω)ω∈� is a version of the conditional probability measure of

P on Fτ , that is, for every integrable FT -measurable random variable ξ we have
EP[ξ |Fτ ](ω) = EPτ

ω [ξ ], for P-a.e. ω ∈ �.
(iv) For every ω ∈ �, Pτ

ω(�ω
τ ) = 1, where �ω

τ := {ω ∈ � : ω(s) = ω(s),0 ≤
s ≤ τ(ω)}.

Furthermore, given some P and a family (Qω)ω∈� such that ω �−→ Qω is Fτ -
measurable and Qω(�ω

τ ) = 1 for all ω ∈ �, one can then define a concatenated
probability measure P⊗τ Q· by

P⊗τ Q·[A] :=
∫
�
Qω[A]P(dω) ∀A ∈FT .

2.1.4. Hypotheses on P(t,ω). We are given a family P = (P(t,

ω))(t,ω)∈[0,T ]×� of sets of probability measures on (�,FT ), where P(t,ω) ⊂ PW
t

for all (t,ω) ∈ [0, T ] × �. Denote also Pt := ⋃
ω∈�P(t,ω). We make the follow-

ing assumption on the family (P(t,ω))(t,ω)∈[0,T ]×�.

ASSUMPTION 1. (i) For every (t,ω) ∈ [0, T ] × �, one has P(t,ω) =
P(t,ω·∧t ) and P(�ω

t ) = 1 whenever P ∈ P(t,ω). The graph [[P]] of P , defined
by [[P]] := {(t,ω,P) : P ∈ P(t,ω)}, is upper semianalytic in [0, T ] × � ×M1.

(ii) P is stable under conditioning, that is, for every (t,ω) ∈ [0, T ] × � and
every P ∈ P(t,ω) together with an F-stopping time τ taking values in [t, T ], there
is a family of r.c.p.d. (Pw)w∈� such that Pw belongs to P(τ (w),w), for P-a.e.
w ∈ �.
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(iii) P is stable under concatenation, that is, for every (t,ω) ∈ [0, T ] × � and
P ∈P(t,ω) together with an F-stopping time τ taking values in [t, T ], let (Qw)w∈�

be a family of probability measures such that Qw ∈ P(τ (w),w) for all w ∈ � and
w �−→ Qw is Fτ -measurable, then the concatenated probability measure P⊗τ Q· ∈
P(t,ω).

We notice that for t = 0, we have P0 := P(0,ω) for any ω ∈ �.

2.1.5. Spaces and norms. We now give the spaces and norms which will be
needed in the rest of the paper. Fix some t ∈ [0, T ] and some ω ∈ �. In what
follows, G := (Gs)t≤s≤T will denote an arbitrary filtration on (�,FT ), and P an
arbitrary element in P(t,ω). Denote also by GP the P-augmented filtration asso-
ciated to G.

For p ≥ 1, Lp
t,ω(G) (resp., Lp

t,ω(G,P)) denotes the space of all GT -measurable
scalar random variables ξ with

‖ξ‖p

L
p
t,ω

:= sup
P∈P(t,ω)

EP[|ξ |p] < +∞ (
resp., ‖ξ‖p

L
p
t,ω(P)

:= EP[|ξ |p] < +∞)
.

H
p
t,ω(G) (resp., Hp

t,ω(G,P)) denotes the space of all G-predictable Rd -valued
processes Z, which are defined âs ds-a.e. on [t, T ], with

‖Z‖p

H
p
t,ω

:= sup
P∈P(t,ω)

EP
[(∫ T

t

∥∥â 1
2
s Zs

∥∥2
ds

)p
2
]

< +∞
(

resp., ‖Z‖p

H
p
t,ω(P)

:= EP
[(∫ T

t

∥∥â 1
2
s Zs

∥∥2
ds

)p
2
]

< +∞
)
.

M
p
t,ω(G,P) denotes the space of all (G,P)-optional martingales M with P-a.s.

càdlàg paths on [t, T ], with Mt = 0, P-a.s., and

‖M‖p

M
p
t,ω(P)

:= EP[[M]
p
2
T

]
< +∞.

Furthermore, we say that a family (MP)P∈P(t,ω) belongs to M
p
t,ω((GP)P∈P(t,ω)) if,

for any P ∈ P(t,ω), MP ∈ M
p
t,ω(GP,P) and

sup
P∈P(t,ω)

∥∥MP∥∥
M

p
t,ω(P) < +∞.

I
p
t,ω(G,P) denotes the space of all G-predictable processes K with P-a.s. càdlàg

and nondecreasing paths on [t, T ], with Kt = 0, P-a.s., and

‖K‖p

I
p
t,ω(P)

:= EP[Kp
T

]
< +∞.

We will say that a family (KP)P∈P(t,ω) belongs to I
p
t,ω((GP)P∈P(t,ω)) if, for any

P ∈P(t,ω), KP ∈ I
p
t,ω(GP,P) and

sup
P∈P(t,ω)

∥∥KP∥∥
I
p
t,ω(P) < +∞.
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D
p
t,ω(G) (resp., Dp

t,ω(G,P)) denotes the space of all G-progressively measur-
able R-valued processes Y with P(t,ω)-q.s. (resp., P-a.s.) càdlàg paths on [t, T ],
with

‖Y‖p

D
p
t,ω

:= sup
P∈P(t,ω)

EP
[

sup
t≤s≤T

|Ys |p
]
< +∞

(
resp., ‖Y‖p

D
p
t,ω(P)

:= EP
[

sup
t≤s≤T

|Ys |p
]
< +∞

)
.

For each ξ ∈ L1
t,ω(G) and s ∈ [t, T ] denote

EP,t,ω,G
s [ξ ] := ess supP

P′∈Pt,ω(s,P,G)

EP′ [ξ |Gs]

where Pt,ω(s,P,G) := {
P′ ∈P(t,ω),P′ = P on Gs

}
.

Then we define for each p ≥ κ ≥ 1,

L
p,κ
t,ω (G) := {

ξ ∈ L
p
t,ω(G),‖ξ‖Lp,κ

t,ω
< +∞}

,

where

‖ξ‖p

L
p,κ
t,ω

:= sup
P∈P(t,ω)

EP
[
ess supP
t≤s≤T

(
EP,t,ω,F+

s

[|ξ |κ ])p
κ

]
.

Similarly, given a probability measure P and a filtration G on the en-
larged canonical space �, we denote the corresponding spaces by D

p
t,ω(G,P),

H
p
t,ω(G,P), Mp

t,ω(G,P), . . . Furthermore, when t = 0, there is no longer any de-
pendence on ω, since ω0 = 0, so that we simplify the notation by suppressing
the ω-dependence and write H

p
0 (G), Hp

0 (G,P), . . . Similar notation is used on the
enlarged canonical space.

When there is no ambiguity (only one probability measure P, see the Appendix),
the Brownian motion will be denoted by W and for simplicity in the notation of
integrability spaces, we remove the reference to the filtration F, the probability
measure and ω: Dp

0,ω(F,P) = Dp and with the same convention Hp , Mp and Ip .
Moreover, for α ∈ R, for (Z,M,K) ∈ Hp ×Mp × Ip , we define

‖Z‖p
Hp,α = E

[(∫ T

0
eαs‖Zs‖2 ds

)p/2]
,

‖M‖p
Mp,α = E

[(∫ T

0
eαs d[M]s

)p/2]
,

‖K‖p
Ip,α = E

[(∫ T

0
eαs/2 dKs

)p]
.

The corresponding spaces are denoted Hp,α , Mp,α and Ip,α .
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2.2. Assumptions on f and ξ . We shall consider an FT -measurable random
variable ξ : � −→ R and a generator function

f : (t,ω, y, z, a, b) ∈ [0, T ] × � ×R×Rd × S≥0
d ×Rd −→ R.

Define for simplicity

f̂ P
s (y, z) := f

(
s,X·∧s, y, z, âs, b

P
s

)
and f̂ P,0

s := f
(
s,X·∧s,0,0, âs, b

P
s

)
.

The generator function f is jointly Borel measurable and:

H1. For any (t,ω, z, a, b), the map y �→ f (t,ω, y, z, a, b) is continuous.
H2. f satisfies the monotonicity assumption w.r.t. y: there exists a constant

L1 ∈R such that for every (t,ω, y, y′, z, a, b)(
f (t,ω, y, z, a, b) − f

(
t,ω, y′, z, a, b

))(
y − y′) ≤ L1

(
y − y′)2

.

H3. f is Lipschitz continuous w.r.t. z uniformly w.r.t. all other parameters, that
is there exists a nonnegative constant L2 such that for every (t,ω, y, z, z′, a, b),∣∣f (t,ω, y, z, a, b) − f

(
t,ω, y, z′, a, b

)∣∣ ≤ L2
∥∥z − z′∥∥.

H4. The following growth assumption w.r.t. y holds: there exists q > 1 and a
jointly Borel measurable function � : [0, T ] × � × S≥0

d → R such that for any
(t,ω, a, b, y) ∣∣f (t,ω, y,0, a, b) − f 0

t

∣∣ ≤ �(t,ω, a)
(
1 + |y|q).

f 0
t is the notation for f (t,ω,0,0, a, b). We say that f satisfies Condition (H) if

H1 to H4 hold. As for the generator, we denote

�̂s := �(s,X·∧s, âs).

Finally, on ξ , f 0 and � we impose:

C1. For some fixed constants � > 1 and p̄ > �/(� − 1), one has for every
(t,ω) ∈ [0, T ] × �,

sup
P∈P(t,ω)

EP
[
|ξ |p̄q +

∫ T

t

∣∣f̂ P,0
s

∣∣p̄q ds +
∫ T

t
|�̂s |� ds

]
< +∞.

C2. There is some κ ∈ (1, p̄q] such that ξ ∈ Lp̄q,κ
0 and

φ
p̄q,κ
f = sup

P∈P0

EP
[
esssupP
0≤s≤T

(
ess supP

P′∈P0(s,P,F+)

EP′
[∫ T

0

∣∣f̂ P′,0
t

∣∣κ dt
∣∣∣F+

s

]) p̄q
κ
]

< +∞.

NOTATION. In the rest of the paper, p denotes any number larger than 1: p >

1; q denotes the exponent in Condition H4 (or H4′ in the Appendix); p̄ and � are
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used in Assumptions C1 and C2 and satisfy p̄ > �/(� − 1) (p̄ is greater than the
Hölder conjugate of �). Finally, we will sometimes assume p verifies

(2.4) 1 < p ≤ �p̄

� + p̄
< p̄.

Under this condition, p̂ = pp̄
(p̄−p)

≤ �.

REMARK 2 (On condition H2). It is well known that we can suppose w.l.o.g.
that L1 = 0. Indeed if (y, z,m) is a solution of (2.7) below, then (ȳ, z̄, m̄) with

ȳt = eL1t yt , z̄t = eL1t zt , dm̄t = eL1t dmt

satisfies an analogous BSDE with terminal condition ξ̄ = eL1T ξ and generator

f̄ (t, y, z) = eL1t f
(
t, e−L1t y, e−L1t z

)− L1y.

f̄ satisfies assumptions (H) with L1 = 0. If we consider a supersolution of a BSDE
(see equation (A.15)), the nondecreasing k is replaced by dk̄t = eL1t dkt . Hence in
the rest of this paper, we will sometimes assume w.l.o.g. that L1 = 0.

REMARK 3 (On condition H4). Let us explain why we assume Condition H4
together with the integrability condition C1 on �̂ , and not some weaker growth
condition (as in [33] or [11] for standard BSDE). Indeed to prove the existence
of a solution for a 2BSDE we will need that the solution (y, z,m) of the stan-
dard BSDE with data f̂ P and ξ (see equation (2.7)) is obtained by approximation
with a sequence of solutions (yn, zn,mn) of Lipschitz BSDEs (see Lemma A.4 in
the Appendix). Moreover, the fact that � does not depend on b is used for regu-
larization of the paths in order to control the downcrossings (see Section 2.4.2).
Finally, notice that this setting is sufficient to solve our optimal control problem
(1.1). Existence under weaker conditions is left for further research.

REMARK 4 (On condition C1 on ξ and f̂ P,0). Compared to the integrability
assumption imposed in [11], for example, C1 looks to be too strong. Note again
that it is sufficient to solve our control problem. As in the previous remark, this
hypothesis is related to the method we use to obtain existence of the solution of
the 2BSDE. In particular, in the Lipschitz approximation procedure and in the
proof of existence of the solution of the reflected BSDE (see Section A.3 in the
Appendix). Weaker integrability condition is also left for further research.

2.3. Definition, uniqueness and properties. We consider the 2BSDE

(2.5)
Yt = ξ +

∫ T

t
f̂ P

u

(
Yu, â

1
2
u Zu

)
du −

(∫ T

t
Zu dXc,P

u

)P

−
∫ T

t
dMP

u +
∫ T

t
dKP

u .
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In this equation, (
∫ T
t Zu dXc,P

u )P denotes the stochastic integral of Z w.r.t. Xc,P

under P, MP is a martingale orthogonal to Xc,P and KP is a nondecreasing process.
In this part, we want to obtain the same result as [37], Theorem 4.1, for a mono-

tone generator. The difference is that our generator is not Lipschitz continuous
w.r.t. y. Here, we follow the arguments developed in [37] and we check that all the
results contained in [37] still hold in our setting. In other words, we explain how
their results can be extended under H2 and H4. When the Lipschitz condition is
not used, we simply refer to their paper.

DEFINITION 1. (Y,Z,MP,KP) is a solution if (2.5) is satisfied P-q.s. and if
the family (KP,P ∈ P) satisfies the minimality condition:

(2.6)
essinfP

P′∈P(t,P,F+)
EP′

[∫ T

t
exp

(∫ s

t
λP

′
u du

)
dKP′

s

∣∣∣F+
t

]
= 0,

0 ≤ t ≤ T ,P-a.s.,∀P ∈ P,

where

λP
′

s = f̂ P′
s (Ys, z

P′
s ) − f̂ P′

s (yP′
s , zP

′
s )

Ys − yP′
s

1
Ys �=yP

′
s

≤ L1.

P-q.s. means quasi-surely, that is P-a.s. for any P ∈ P . In the above definition
and in the rest of this section, (yP, zP,mP) is the solution under the probability
measure P of the following BSDE:

(2.7)
yt = ξ +

∫ T

t
f
(
u,X·∧u, yu, â

1
2
u zu, âu, b

P
u

)
du −

(∫ T

t
zu dXc,P

u

)P

−
∫ T

t
dmu, P-a.s.,

where again m is an additional martingale, orthogonal to Xc,P. Moreover, for t ≤ s

and a F+
s -measurable random variable ζ , yP

t (s, ζ ) is the solution of (2.7) with
terminal time s and terminal condition ζ .

REMARK 5 (Notation for solution). In the rest of this paper, (Y,Z,M,K) is
a solution of a 2BSDE, whereas (y, z,m) denotes a solution of a standard BSDE
and (ỹ, z̃, m̃, k̃) stands for the solution of a reflected BSDE. If necessary, the depen-
dence w.r.t. the probability measure will be added as a superscript (yP,MP, . . .).
y(τ, ζ ) always denotes the first component of the solution of a BSDE with ter-
minal time τ and terminal condition ζ , where τ is an F+-stopping time and ζ is
F+

τ -measurable.
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REMARK 6. The BSDE (2.7) is defined on (�,FP
T ,P) w.r.t. the filtration FP+

and is equivalent to the BSDE on (�,FX

T ,P) w.r.t. the filtration F
X,P
+ :

(2.8)
ȳt = ξ(X·) +

∫ T

t
f̂ P

u

(
ȳu, â

1
2
u z̄u

)
du −

(∫ T

t
z̄u dXc,P

u

)P

−
∫ T

t
dm̄u, P-a.s.

Moreover, on the enlarged space (�,FT ,P), with the filtration F+, one defines
the BSDE

(2.9)
ỹt = ξ(X·) +

∫ T

t
f̂ P

u

(
ỹu, â

1
2
u z̃u

)
du −

(∫ T

t
z̃uâ

1
2
u dWP

u

)P

−
∫ T

t
dm̃u, P-a.s.

The key point is contained in [37], Lemma 2.2, where “equivalence” between the
three BSDEs is proved and with straightforward modifications in the proof, this
result holds under our conditions (H) and C1.

Let us begin with the uniqueness result, which corresponds to [37], Theo-
rem 4.2.

THEOREM 1. Under Conditions (H), C1 and C2, let (Y,Z,MP,KP) be a
solution of (2.5) and for any P ∈ P , let (yP, zP,mP) be the solution of the BSDE
(2.7) in Dp̄q

0 (FP+,P) ×Hp̄q

0 (FP+,P) ×Mp̄q

0 (FP+,P). Then for any 0 ≤ t1 ≤ t2 ≤ T

(2.10) Yt1 = esssupP
P′∈P(t1,P,F+)

yP′
t1

(t2, Yt2).

Thus uniqueness holds in Dp̄q

0 (FP0+ ) ×H
p
0 (FP0+ ) ×M

p
0 ((FP+)P∈P0) × I

p
0 ((FP+)P∈P0)

for any 1 < p satisfying the condition (2.4).

PROOF. In [37], the proof is divided in three steps. There is no modification
in the first one. By comparison principle for BSDE (see Lemma A.2):

Yt1 ≥ esssupP
P′∈P(t1,P,F+)

yP′
t1

(t2, Yt2), P-a.s.

For the second step, we have almost the same estimate on KP′
. For p > 1, satisfy-

ing (2.4),(
KP′

t2
− KP′

t1

)p
≤ C

[
sup

t1≤t≤t2

|Yt |p +
(∫ t2

t1

∣∣f̂ P′,0
s

∣∣ds

)p

+
(∫ t2

t1

∣∣̂a 1
2
s Zs

∣∣ds

)p]



1698 A. POPIER AND C. ZHOU

+ C

[(∫ t2

t1

�̂s

(
1 + |Ys |q)ds

)p

+
∣∣∣∣∫ t2

t1

Zs dXc,P′
s

∣∣∣∣p +
∣∣∣∣∫ t2

t1

dMP′
s

∣∣∣∣p]

≤ C

[
sup

t1≤t≤t2

|Yt |p +
(∫ t2

t1

∣∣f̂ P′,0
s

∣∣ds

)p

+
(∫ t2

t1

∣∣̂a 1
2
s Zs

∣∣ds

)p]

+ C

[∣∣∣∣∫ t2

t1

Zs dXc,P′
s

∣∣∣∣p +
∣∣∣∣∫ t2

t1

dMP′
s

∣∣∣∣p]

+ C

[(∫ t2

t1

(�̂s)
p ds

)(
1 + sup

t1≤t≤t2

|Ys |pq
)]

.

Hence

sup
P′∈P(t1,P,F+)

EP′[(
KP′

t2
− KP′

t1

)p]
≤ C

[
φ

p,κ
f + ‖Y‖p

D
p
0

+ ‖Z‖p

H
p
0

+ sup
P∈P0

EP([MP]
T

)p/2
]

+ C
[‖�̂‖p

Lp̂

(
1 + ‖Y‖p̄q

D
p̄q

0

)]
for p̂ = pp̄

(p̄−p)
≤ �. The rest of this step does not change (upward directed family,

see also Theorem 4.4 in [40]), and thus

CP
t1

= esssupP
P′∈P(t1,P,F+)

EP′[(
KP′

t2
− KP′

t1

)p|F+
t1

]
< +∞, P-a.s.

The third step can be followed almost exactly. We define for t ≥ t1

�P′
t = exp

(∫ t

t1

λP
′

u du

)
, �P′

t = exp
[
−
∫ t

t1

ζP′
s dWP′

s − 1

2

∫ t

t1

∥∥ζP′
s

∥∥2
ds

]
.

Estimate (4.6) in [37] holds only for � and any constant p > 1:

EP′⊗P0
[

sup
t1≤t≤t2

∣∣�P′
t

∣∣p∣∣F+
t1

]
≤ C, P′ ⊗ P0-a.s.

since we only have an upper estimate on λP
′

u ≤ L1. Then the linearization argument
shows

δYt1 = Yt1 − ỹ
P′⊗P0
t1

= EP′⊗P0

[∫ t2

t1

�P′
s �P′

s dKP′
s

∣∣∣F+
t1

]
.

Thus by the monotone condition H2 and for 1 < p ≤ �p̄
�+p̄

:

δYt1 ≤
(
EP′⊗P0

[
sup

t1≤s≤t2

(
�P′

s

)p+1
p−1

∣∣F+
t1

])p−1
p+1

×
(
EP′⊗P0

[(∫ t2

t1

�P′
s dKP′

s

)p+1
2 ∣∣∣F+

t1

]) 2
p+1
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≤ C

(
EP′⊗P0

[(∫ t2

t1

�P′
s dKP′

s

)p∣∣∣F+
t1

]) 1
p+1

×
(
EP′⊗P0

[∫ t2

t1

�P′
s dKP′

s

∣∣∣F+
t1

]) 1
p+1

≤ C exp
(

pL1T

p + 1

)(
EP′⊗P0

[(
KP′

t2
− KP′

t1

)p|F+
t1

]) 1
p+1

×
(
EP′⊗P0

[∫ t2

t1

�P′
s dKP′

s

∣∣∣F+
t1

]) 1
p+1

≤ C exp
(

pL1T

p + 1

)(
CP

t1

) 1
p+1

(
EP′⊗P0

[∫ t2

t1

�P′
s dKP′

s

∣∣∣F+
t1

]) 1
p+1

.

By arbitrariness of P′, and from the condition (2.6), we deduce

Yt1 − esssupP
P′∈P(t1,P,F+)

yP′
t1

(t2, Yt2) ≤ 0, P-a.s.

This achieves the proof of the theorem. �

The comparison principle ([37], Theorem 4.3), the a priori estimate ([37], Theo-
rem 4.4) and the stability result ([37], Theorem 4.5) for 2BSDE remain unchanged
here. Indeed it is a direct consequence of Lemmas A.2 and A.3 and the formula
(2.10). The other arguments follow exactly the proofs in [37].

2.4. Existence of a solution of a solution for second-order BSDE. In order to
obtain a solution for the 2BSDE (2.5), we define for any (t,ω) ∈ [0, T ] × �,

(2.11) Ŷt (ω) := sup
P∈P(t,ω)

EP(yP
t

)
.

This quantity Ŷ is a “candidate” to be a solution of the 2BSDE (2.5).

2.4.1. Measurability property of Ŷ . Our aim is to prove that the conclusion
of [37], Theorem 2.1, holds in our setting. To avoid to write again, the complete
machinery developed in [37], Section 2.4, we will use their Proposition 2.1. We
already know that the solution (yP, zP,mP) exists since (H) holds. Moreover, from
Lemma A.4 and the condition on p̄ and �, (yP, zP,mP) can be approximated by
solutions of Lipschitz BSDE in the space Dp ×Hp ×Mp for any 1 < p ≤ �p̄

�+p̄
< p̄.

Moreover, Lemmas A.2 and A.3 (for comparison and stability) hold. Thus the
conclusion of [37], Proposition 2.1, is satisfied. Hence, as in [37], Theorem 2.1,
the map

(s,ω,P) �→ Ŷs(ω) = sup
P∈P(s,ω)

EP(yP
s

)
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is measurable and (t,ω) �→ Ŷt (ω) is B([0, T ]) ⊗ FT -universally measurable. Fi-
nally, for all (t,ω) ∈ [0, T ] × � and F-stopping times τ taking values in [t, T ],

Ŷt (ω) = sup
P∈P(t,ω)

EP(yP
t (τ, Ŷτ )

)
,

where yP(τ, Ŷτ ) denotes the first component of the solution (y, z,m) of the BSDE
(2.7) with terminal time τ and terminal condition Ŷτ under the probability mea-
sure P. Notice that for any P ∈ P(t,ω) and any stopping time τ with values in
[t, T ]
(2.12) EP(|Ŷτ |p̄q) < +∞.

The proof is contained in [37], Theorem 2.1. Let us recall the main ideas. First,
for every P ∈ P(t,ω) and ε > 0, using the measurable selection theorem (see,
e.g., Proposition 7.50 of [7] or Theorem III.82 in [12]), one can choose a family
of probability measures (Qε

w)w∈� such that w �−→ Qε
w is Fτ -measurable, and for

P-a.e. w ∈ �,

(2.13) Qε
w ∈ P

(
τ(w),w

)
and Ŷτ(w)(w) − ε ≤ EQε

w
[
y
Qε

w
τ(w)(T , ξ)

] ≤ Ŷτ(w)(w).

The integrability of Ŷτ is a direct consequence of a priori estimates on the so-
lution of BSDE (2.7) (see Lemma A.1 and the estimates below). We can then
define the concatenated probability Pε := P ⊗τ Qε· so that, by Assumption 1(iii),
Pε ∈ P(t,ω). Notice that P and Pε coincide on Fτ , and hence EPε [yPε

τ |Fτ ] ∈
Lp̄q

t,ω(Fτ ,P). It follows then from the inequality in (2.13) that EP[|Ŷτ |p̄q] < ∞ and

the upper bound depends on ‖ξ‖p̄q
L
p̄q,κ
0

and φ
p̄q,κ
f , but not on the choice of τ .

2.4.2. Path regularization. As in [37], Section 3, to obtain a solution of the
2BSDE (2.5), we shall characterize a càdlàg modification of Ŷ defined by (2.11).
Again we do not want to write all the details of the proof. Let us only explain
the main difficulties due to the monotonicity condition H2. The proof of [37],
Lemma 3.1, does not use the Lipschitz property of f .

The next step is to prove existence of right- and left-limits for Ŷ outside a P0-
polar sets ([37], Lemma 3.2). The proof is based on a downcrossing estimate and
the Lipschitz constant of f w.r.t. y explicitly appears. Since f is no more Lipschitz
continuous w.r.t. y, we show a downcrossing inequality for Y , but under stronger
conditions on ξ and f̂ P,0. Let us assume that there exists a constant C such that for
any t and ω,

(2.14) esssup
P∈P(t,ω)

EP
[
|ξ | + sup

s∈[t,T ]
∣∣f̂ P,0

s

∣∣] ≤ C.

Under this condition and Estimate (A.4), yP and Ŷ are also essentially bounded
and we still denote by C the upper bound.
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An estimate on the downcrossings of Ŷ under condition (2.14). For simplicity, we
assume that L1 = 0 in the monotonicity condition H2 (see Remark 2) and we keep
the same notation and the same scheme as in [37]. For any a < b and for JN =
{τ0, . . . , τN } with 0 = τ0 < τ1 < · · · < τN = T , a finite family of F-stopping times,
we denote by Db

a(Ŷ, JN) the number of downcrossings of the process (Ŷτk
,0 ≤

k ≤ N) from b to a.

Let us fix P ∈ P0 and consider the solution (yi, zi,mi) = (yi,P
τi−1(ω)
ω , zi,P

τi−1(ω)
ω ,

mi,P
τi−1(ω)
ω ) of the BSDE with terminal condition Ŷτi

and driver f̂ on the enlarged

space under the probability measure P
τi−1(ω)

ω = P
τi−1(ω)
ω ⊗ P0 and on the interval

[τi−1, τi]:

yi
t = Ŷτi

+
∫ τi

t
f̂ P

τi−1(ω)
ω

u

(
yi
u, â

1
2
u zi

u

)
du −

∫ τi

t
zi
uâ

1
2
u dWP

τi−1(ω)
ω

u

−
∫ τi

t
dmi

u, P
τi−1(ω)

ω -a.s.

We can linearize the previous BSDE (see the arguments before equations (A.6)
and (A.7)) to obtain

yi
t = Ŷτi

+
∫ τi

t

[
f̂ P

τi−1(ω)
ω

u

(
yi
u,0

)− f̂ P
τi−1(ω)
ω ,0

u

]
du

+
∫ τi

t
f̂ P

τi−1(ω)
ω ,0

u du +
∫ τi

t
ζ i
uâ

1
2
u zi

u du −
∫ τi

t
zi
uâ

1
2
u dWP

τi−1(ω)
ω

u −
∫ τi

t
dmi

u.

Note that we do not use the complete linearization of the BSDE. By the very defi-
nition of Ŷ , we get

EP
τi−1(ω)
ω

(
yi
τi−1

) ≤ Ŷτi−1(ω).

Now we consider again on [τi−1, τi] and the probability space, the solution of
the following BSDE:

ỹi
t = Ŷτi

+
∫ τi

t

[
f̂ P

τi−1(ω)
ω

u

(
ỹi
u,0

)− f̂ P
τi−1(ω)
ω ,0

u

]
1ỹi

u≥0 du −
∫ τi

t

∣∣f̂ P
τi−1(ω)
ω ,0

u

∣∣du

+
∫ τi

t
ζ i
uâ

1
2
u z̃i

u du −
∫ τi

t
z̃i
uâ

1
2
u dWP

τi−1(ω)
ω

u −
∫ τi

t
dm̃i

u, P
τi−1(ω)

ω -a.s.

Here, the generator is

(t, y, z) �→ [
f̂
P

τi−1(ω)
ω

t (y,0) − f̂
P

τi−1(ω)
ω ,0

t

]
1y≥0 − ∣∣f̂ P

τi−1(ω)
ω ,0

t

∣∣+ ζ i
t â

1
2
t z

and satisfies Condition (H). By the monotonicity condition H2 with L1 = 0, for
s ∈ [τi−1, τi] [

f̂ P
τi−1(ω)
ω

s (y,0) − f̂ P
τi−1(ω)
ω ,0

s

]
sign(y) ≤ 0.
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In particular, when y ≥ 0, the increment is nonpositive. Hence from the compari-
son principle for BSDEs, we have: ỹi

τi−1
≤ yi

τi−1
.

Let for t ∈ [τi−1, τi]

Lt := E
(∫ t

τi−1

ζ i
u dWP

τi−1(ω)
ω

u

)
,

be the stochastic exponential and

�i
t = −[

f̂
P

τi−1(ω)
ω

t

(
ỹi
t ,0

)− f̂
P

τi−1(ω)
ω ,0

t

]
1ỹi

t ≥0.

From our previous arguments, the key point is that �i
t ≥ 0. Then

EP
τi−1(ω)
ω

[
Lτi

(
Ŷτi

−
∫ τi

τi−1

�i
u du −

∫ τi

τi−1

∣∣f̂ P
τi−1(ω)
ω ,0

u

∣∣du

)]
≤ Ŷτi−1(ω).

And by definition of the r.c.p.d.

EQ
[
Ŷτi

−
∫ τi

τi−1

�i
u du −

∫ τi

τi−1

∣∣f̂ P
τi−1(·)
· ,0

u

∣∣du
∣∣∣F+

τi−1

]
≤ Ŷτi−1, P⊗ P0-a.s.,

where Q is equivalent to P⊗ P0 with density

dQ

d(P⊗ P0)
= E

(∫ t

τi−1

ζ i
u dWP

u

)
, t ∈ [τi−1, τi].

We define �t = ∑n
i=1 �i

t1[τi−1,τi )(t) and the discrete process

Vi := Vτi
= Ŷτi

−
∫ τi

0

(
�s + ∣∣f̂ P,0

s

∣∣)ds.

For b > 0, let

V i := Vi ∧
(
b −

∫ τi

0

(
�s + ∣∣f̂ P,0

s

∣∣)ds

)
.

These two processes V and V are Q-supermartingales relative to F (see also the
proof of Lemma A.1 in [8] for more details). Up to this point, we do not change
the proof of [37], because we do not use Lipschitz continuity argument.

We also introduce

ut = b −
∫ t

0

(
�s + ∣∣f̂ P,0

s

∣∣)ds, �t = −
∫ t

0

(
�s + ∣∣f̂ P,0

s

∣∣)ds,

together with ui = uτi
and �i = �τi

. Remark that Db
0(Ŷ, JN) ≤ Du

� (V,JN) =
Du

� (V ,JN). Let us now explain how to derive a control on the downcrossings
under the monotonicity condition, using the proof of inequality (12.5), page 446
in [13] (see pages 448–449). We define θ0 = 0,

S1 = min{j ≥ 0,V j ≥ uj }, θ1 = S1 ∧ N
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and

Sk =
{

min{j > θk−1,V j ≥ uj }, k odd, k ≥ 3,

min{j > θk−1,V j ≤ �j }, k even, k ≥ 2,

θk = Sk ∧ N . We have

V 0 − V N =
N−1∑
j=0

[V θj
− V θj+1].

Each bracket has a nonnegative expectation (supermartingale inequality). We shall
give a lower bound for each bracket with odd j . On the set where the number of
downcrossings is k, the first k brackets in the above sum with odd j are larger than:
uTj

− �Tj+1 ≥ uTj
− �Tj

= b since � is decreasing. For the other terms (again with
odd j ), only V T2k+1 − V T2k+2 (i.e., j = 2k + 1) may be nonzero and is bounded
from below by uT − V T . Hence we obtain the next estimate:

EQ[V 0 − V N ] ≥ EQ[bDu
� (V ,JN)

]+EQ[(uT − V T ) ∧ 0
]
.

Thereby

bEQ[Db
0(Ŷ, JN)

] ≤ bEQ[Du
� (V ,JN)

]
≤ EQ[V 0 − V T − (uT − V T ) ∧ 0

]
≤ EQ

[
(Ŷ0 ∧ b) − (ŶT ∧ b) +

∫ T

0

(
�s + ∣∣f̂ P,0

s

∣∣)ds

]

≤ EQ
[
(Ŷ0 ∧ b) + (ŶT ∧ b)− +

∫ T

0

(
�s + ∣∣f̂ P,0

s

∣∣)ds

]
.

Since ζ i is a bounded process, using Hölder’s inequality, we get that for some
1 < p ≤ �, there exists a constant C depending on p and L2 such that

bEQ[Db
0(Ŷ, JN)

]
≤ C

(
EP

[
(Ŷ0 ∧ b)p + (

(ŶT ∧ b)−
)p +

∫ T

0

(
(�s)

p + ∣∣f̂ P,0
s

∣∣p)ds

])1/p

.

To complete the proof, from Condition C2 and estimate (2.12), we only need to
control the term � of the right-hand side. Recall that on [τi−1, τi),

�t = �i
t = −[

f̂
P

τi−1(ω)
ω

t

(
ỹi
t ,0

)− f̂
P

τi−1(ω)
ω ,0

t

]
1ỹi

t ≥0

is nonnegative. Using condition (2.14) and estimate (A.4), from Hypothesis H4,
we deduce that for t ∈ [τi−1, τi)

|�t |p ≤ (
1 + Cq

)p
(�̂t )

p.
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Since p ≤ �, from condition C1, there exists a constant C independent of the
choice of τi such that

EP
[∫ T

0
(�s)

p ds

]
≤ C.

Therefore, Db
0(Ŷ, JN) is Q − a.s. finite. Then for a < b, we have the same in-

equality:

EQ[Db
a(Ŷ, JN)

]
≤ 1

b − a
EQ

[(
Ŷ0 ∧ (b − a)

)+ (
ŶT ∧ (b − a)

)− +
∫ T

0

(∣∣f̂ P,0
s

∣∣− �s

)
ds

]
.

This estimate implies that Db
a(Ŷ, JN) is Q-a.s. finite. Since the right-hand side

does not depend on N , we can extend this estimate to any countable family of
F-stopping times. And the conclusion of [37], Lemma 3.2, still holds under (2.14).

Let us define Ŷ+ by

Ŷ+
t := lim sup

r∈Q∩(t,T ],r↓t

Ŷr .

Let us stress that [37], Lemmata 3.3 and 3.5, does not use Lipschitz continuity
of the generator w.r.t. y. As we did for the downcrossing estimate, we adapt the
proof of [37], Lemma 3.4, to obtain that Ŷ+ is càdlàg, P0-q.s. Moreover, since
the Lipschitz continuity w.r.t. y is not involved, the representation formula of [37],
Lemma 3.5, holds, that is for any 0 ≤ t ≤ T , for any P ∈ P0, we have P-a.s.

Ŷ+
t = esssupP

P′∈P0(t,P,F+)

yP′
t (T , ξ).

From condition (2.14), we deduce that Ŷ+ is essentially bounded (again by C),
and thus belongs to Dp̄q

0 (FP0+). Finally, from our Section A.3 on reflected BSDE,
we can argue as in [37], Lemma 3.6, and we obtain the next result.

LEMMA 1. Under Conditions (H)–C1–C2 and assumption (2.14), this pro-
cess Ŷ+ is càdlàg, P0-q.s. and belongs to Dp̄q

0 (FP0+). Moreover it is a semi-
martingale under any P ∈ P0 with an explicit decomposition: there exists
(ZP,MP,KP) ∈ H

p
0 (FP+,P) ×M

p
0 (FP+,P) × I

p
0 (FP+,P) with 1 < p ≤ �p̄

�+p̄
and

for any t ∈ [0, T ], P-a.s.

Ŷ+
t = ξ +

∫ T

t
f̂ P

s

(
Ŷ+

s , â
1
2
s ZP

s

)
ds −

∫ T

t
ZP

s dXc,P
s −

∫ T

t
dMP

s +
∫ T

t
dKP

s .

Moreover, there is some FP0 -predictable process Z which aggregates the family
(ZP)P∈P0 .
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2.4.3. Conclusion. Now we come to the existence result (equivalent to [37],
Theorems 4.1 and 4.4).

THEOREM 2. Under Conditions (H)–C1–C2, there exists a solution (Y,Z,

MP,KP) to the 2BSDE (2.5) in the space Dp̄q

0 (FP0+ )×H
p
0 (FP0+ )×M

p
0 ((FP+)P∈P0)×

I
p
0 ((FP+)P∈P0) for any p > 1 satisfying (2.4). More precisely, there exists a constant

C depending on p̄, q T , L1, L2 such that

(2.15)

‖Y‖p̄q
D
p̄q

0

+ ‖Z‖p

H
p
0

+ sup
P∈P0

EP(KP
T

)p + sup
P∈P0

EP([MP]
T

)p/2

≤ C
(‖ξ‖p̄q

L
p̄q

0

+ φ
p̄q,κ
f

)
.

PROOF. For the existence, we argue as in [37], except for the minimality con-
dition on KP, together with a truncation procedure. Let us define for any n ∈N

ξn = −n ∨ ξ ∧ n, f̂ P,0,n
s = −n ∨ f

(
s,X·∧s,0,0, âs, b

P
s

)∧ n.

ξn and f̂ P,0,n obviously verify condition (2.14) with C = n. From Lemma 1, we
obtain the existence of a solution (Y n,Zn,Mn,P,Kn,P) to the 2BSDE (2.5) with
terminal condition ξn and generator f n defined by

f n(t,ω, y, z, a, b) = (
f (t,ω, y, z, a, b) − f̂

P,0
t

)+ f̂
P,0,n
t .

Note that f n satisfies Conditions (H)–C1–C2. The minimality criterion on Kn,P

is proved arguing as in the proof of minimality for KP (see just below).
Now the stability result shows that the sequence (Y n,Zn,Mn,P − Kn,P) con-

verges in Dp̄q

0 × H
p
0 × M

p
0 to some process (Y,Z,NP). The supermartingale NP

can be decomposed: NP = MP − KP, where MP is a martingale under P, or-
thogonal to the canonical process and KP is a nondecreasing process. The limit
(Y,Z,MP,KP) is a solution of the 2BSDE (2.5) if KP satisfies the required mini-
mality condition.

Let us prove the minimality criterion for KP (again the proof is the same for
Kn,P). For P′ ∈ P(t,P,F+), let us denote δŶ+ = Ŷ+ − yP′

(T , ξ) and use again a
linearization argument:

δŶ+
t = EP′⊗P0

[∫ T

t
�P′

s �P′
s dKP′

s

∣∣∣F+
t

]
with

�P′
s = exp

(∫ s

t
λP

′
u du

)
, �P′

s = exp
[
−
∫ s

t
ζP′
s dWP′

s − 1

2

∫ s

t

∥∥ζP′
s

∥∥2
ds

]
.

Thus P-a.s.

δŶ+
t ≥ EP′⊗P0

[
inf

t≤s≤T
�P′

s

∫ T

t
�P′

s dKP′
s

∣∣∣F+
t

]
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and for p satisfying (2.4), let p′ be the Hölder conjugate of p:

EP′⊗P0

[∫ T

t
�P′

s dKP′
s

∣∣∣F+
t

]

≤
{
EP′⊗P0

[
inf

t≤s≤T
�P′

s

∫ T

t
�P′

s dKP′
s

∣∣∣F+
t

]}1/2

× {
EP′⊗P0

[
epL1T

(
KP′

T − KP′
t

)p|F+
t

]}1/(2p)

×
{
EP′⊗P0

[(
inf

t≤s≤T
�P′

s

)−p′ ∣∣F+
t

]}1/2p′

≤ CT

(
CP

t

)1/(2p)(
δŶ+

t

)1/2
.

Hence the condition (2.6) follows now immediately.
To obtain the a priori estimate (2.15) for the solution of the 2BSDE, we use the

a priori estimate given in Lemma A.1, the representation formula (2.10) and we
argue as in the proof of [37], Theorem 4.4. �

2.5. Discussion and comparison with [36]. When f is Lipschitz continuous
w.r.t. y, the process λ is bounded also from below. Thus our minimality condition
is equivalent to the classical one:

(2.16) essinfP
P′∈P(t,P,F+)

EP′[
KP′

T − KP′
t |F+

t

] = 0, 0 ≤ t ≤ T ,P-a.s.,∀P ∈ P0.

In general, we only have that the classical condition (2.16) implies (2.6).
If there is only one probability measure P in P0, the minimality condition (2.6)

imposed on KP should imply that KP is equivalent to zero. In the Lipschitz set-
ting, this is a direct consequence of (2.16). In our setting, it is still true but the
arguments are not direct. From the proof of Theorem 1, (2.6) implies uniqueness
of the solution. But if P0 is the singleton, the solution (yP, zP,0) of the classical
BSDE (2.7) becomes a solution of the 2BSDE (2.5). By uniqueness, KP ≡ 0.

The monotone case was already studied in [36]. The generator f satisfies Con-
dition (H) and is uniformly continuous in y, uniformly in (t,ω, z, a) and has the
linear growth property∣∣f (t,ω, y,0, a)

∣∣≤ ∣∣f (t,ω,0,0, a)
∣∣+ C

(
1 + |y|).

Then under some integrability condition on ξ and f̂ P,0
s , from [36], Theorem 2.2,

there exists a unique solution of the 2BSDE (2.5) such that KP satisfies the min-
imality condition (2.16). Therefore, if the generator f satisfies the assumptions
of [36] and Condition (H), then the solution obtained by [36] with minimality
condition (2.16) is also the solution given by Theorems 1 and 2 with minimality
criterion (2.6). Let us emphasize that the ways to obtain the solution are com-
pletely different. Indeed in [36] the generator is approximated by a sequence of
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Lipschitz generators fn. For any fixed n using [40], there exists a unique solu-
tion (Y n,Zn,Mn,P,Kn,P) to the 2BSDE (2.5) with generator fn and Kn,P ver-
ifies (2.16). Then the core of the paper [36] consists to show that the sequence
(Y n,Zn,Mn,P,Kn,P) converges to (Y,Z,MP,KP) and that (2.16) is preserved
through the limit. The uniform continuity and the linear growth conditions of f

w.r.t. y are crucial there.

3. Liquidation problem.

3.1. The standard formulation of [5, 29]. In [29], the authors consider a proba-
bility space (�,F,P). The filtration F is assumed to be complete, right continuous
on [0, T ] and left-continuous at time T (see [35] for details on this assumption).
In [5], F is generated by a d-dimensional Brownian motion and thus is quasi-left
continuous.

Given ξ a FT -measurable nonnegative random variable such that S = {ξ =
+∞} has a positive probability, η (resp., γ ) a positive (resp., nonnegative) process,
the studied optimal stochastic control problem is defined as follows. For some
ϑ > 1, consider the functional

(3.1) J (t,X ) = E

[∫ T

t

(
ηs |

.
X s |ϑ + γs |Xs |ϑ )ds + ξ |XT |ϑ

∣∣∣Ft

]
over all progressively measurable processes X that satisfy the dynamics

(3.2) Xs = x +
∫ s

t

.
X u du, s ≥ t

for some
.
X with

∫ T
t | .X s |ds < +∞ P-a.s., and some x ∈ R. To have a finite value

J (t,X ), the terminal state constraint is

XT 1S = 0

together with the convention 0×∞ = 0. The set of such processes X is denoted by
A0

S(t, x). We introduce the random field v that represents for each initial condition
(t, x) the minimal value of J (t,X )

(3.3) v(t, x) = essinf
X∈A0

S (t,x)

J (t,X ).

We follow the convention that the infimum over the empty set is equal to ∞. For
some L > 0, we also consider the unconstrained minimization problem

vL(t, x) = essinf
X∈A(t,x)

JL(t,X )

= essinf
X∈A(t,x)

E

[∫ T

t

(
ηs |

.
X s |ϑ + (γs ∧ L)|Xs |ϑ )ds

+ (L ∧ ξ)|XT |ϑ
∣∣∣Ft

]
,

(3.4)
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where A(t, x) is the set of all progressively measurable processes X of the form
(3.2). Here, no terminal constraint is imposed on X .

In [5, 29], the authors show that the related singular BSDE is of the following
form:

(3.5) dyt = y
q
t

(q− 1)η
q−1
t

dt − γt dt + zt dWt + dmt

with terminal condition equal to ξ . Here, q > 1 is the Hölder conjugate of ϑ :
(ϑ − 1)(q− 1) = 1. The processes η and γ satisfy for some � > 1

E
∫ T

0

[(
ηt + (T − t)ϑγt

)� + 1

η
q−1
t

]
dt < ∞.

It is proved that the singular BSDE (3.5) has a minimal supersolution (y, z,m)

satisfying:

1. for any t < T

E

[
sup

0≤s≤t

|ys |� +
(∫ t

0
|zs |2 ds

)�/2
+ [m]�/2

t

]
< +∞;

2. Yt ≥ 0 for any t , a.s.;
3. for all 0 ≤ s ≤ t < T

ys = yt +
∫ t

s

[
− y

q
u

(q− 1)η
q−1
u

+ γu

]
du −

∫ t

s
zu dWu −

∫ t

s
dmu;

4. and the singular terminal condition: P-a.s.

(3.6) lim inf
t→T

yt ≥ ξ.

To prove the existence of a minimal solution, a truncation procedure is used. For
any L ≥ 0, we consider the BSDE

(3.7) dyL
t = (yL

t )q

(q− 1)η
q−1
t

dt − (γt ∧ L)dt + zL
t dWt + dmL

t

with the bounded terminal condition yL
T = ξ ∧L. This BSDE has a unique solution

(yL, zL,mL) (see [11]). Moreover, the solution satisfies the a priori estimate

(3.8) 0 ≤ yL
t ≤ 1

(T − t)ϑ
E

[∫ T

t

(
ηs + (T − s)ϑγs

)
ds

∣∣∣Ft

]
Next, by passing to the limit L → ∞, the minimal supersolution (y, z,m) of
(3.5) with terminal condition (3.6) is obtained. Let us emphasize here that the
left-continuity condition on the filtration is used only to obtain the weak terminal
condition (3.6). The next result is given in [29], Proposition 8 and Theorem 3.
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LEMMA 2. Let (yL, zL,mL) be the solution to (3.7) with terminal condition
yL
T = ξ ∧ L. Then the process XL satisfying the linear dynamics

XL
s = x −

∫ s

t

(
yL
r

ηr

)q−1
XL

r dr,

is optimal in (3.4). Moreover, we have vL(t, x) = yL
t |x|ϑ .

Let (y, z,m) denote the minimal solution to (3.5) with singular terminal condi-
tion (3.6). Then we have v(t, x) = yt |x|ϑ . Moreover, the process X satisfying the
linear dynamics

Xs = x −
∫ s

t

(
yu

ηu

)q−1
Xu du,

belongs to A0
S(t, x) and is optimal in (3.3).

REMARK 7. The sign of X is equal to the sign of the position x at time 0.
The case x > 0 (resp., x < 0) corresponds to a selling (resp., buying) liquidation
strategy. If x > 0 (resp., x < 0), the trading rate is nonpositive (resp., nonnegative),
which is coherent with the absence of transaction-triggered price manipulation (see
[1, 2, 16]).

3.2. The formulation under uncertainty without terminal constraint. We work
under the setting described in Section 2.1. We consider a FT -Borel measurable
random variable ξ such that for any P ∈ P0, ξ is a.s. nonnegative. We denote by S
the singular set {ξ = +∞}. We define the two Borel measurable functions:

η : (t,ω, a) ∈ [0, T ] × � × S≥0
d −→ R∗+,

γ : (t,ω, a) ∈ [0, T ] × � × S≥0
d −→ R+.

Here, η and γ (and thus the generator of our BSDE) do not depend on the drift
of X. This condition is sufficient to obtain an optimal control independent of the
probability measure P (see Propositions 1 and 4 below). This hypothesis is similar
to the setting in [32].

We define for simplicity

η̂s := η(s,X·∧s, âs) and γ̂s := γ (s,X·∧s, âs).

Finally, we assume that there exists � > 1 such that for any (t,ω) ∈ [0, T ] × �

(3.9) sup
P∈P(t,ω)

EP
∫ T

t

(
1

η̂s

)�(q−1)

ds < ∞.

Our generator is

f (t,ω, y, a) = − y|y|q−1

(q− 1)(η(t,ω, a))q−1 + (
γ (t,ω, a) ∧ L

)
and satisfies Condition (H): for any (t,ω, a, y, y′):
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H1. y �→ f (t,ω, y, a) is continuous.
H2. Monotonicity assumption: f is nonincreasing w.r.t. y(

f (t,ω, y, a) − f
(
t,ω, y′, a

))(
y − y′) ≤ 0.

H4. Growth assumption:∣∣f (t,ω, y, a) − f (t,ω,0, a)
∣∣= 1

(q− 1)η(t,ω, a)q−1 |y|q

together with (3.9).

Compared to H4 in our previous section, here

�(t,ω, a) = 1

(q− 1)η(t,ω, a)q−1

and Assumption (3.9) corresponds to Condition C1 on �̂ . The terminal condition
ξ ∧ L and the process f̂ 0 = (f̂ 0

t = γ̂t ∧ L, t ≥ 0) are bounded. Hence C1 and C2
hold for any p̄ > 1. Hence Condition (2.4) becomes here 1 < p < �. From Theo-
rems 1 and 2, we deduce that there exists a unique solution (YL,ZL,ML,P,KL,P)

to the second-order BSDE: for any 0 ≤ t ≤ T and any P

YL
t = (ξ ∧ L) −

∫ T

t

|YL
u |q−1YL

u

(q− 1)(η̂u)q−1 du +
∫ T

t
(γ̂u ∧ L)du

−
(∫ T

t
ZL

s dXc,P
s

)P

−
∫ T

t
dML,P

s + (
K

L,P
T − K

L,P
t

)
, P-a.s.,

(3.10)

such that:

• For any p > 1, YL belongs to D
p
0 (FP0+ ).

• For any 1 < p < �, (ZL,ML,P,KL,P) is in H
p
0 (FP0+ ) × M

p
0 ((FP+)P∈P0) ×

I
p
0 ((FP+)P∈P0).

• KL,P is a P-a.s. nondecreasing process satisfying the minimality condition (2.6).

Moreover, we have the representation formula

(3.11) YL
t = esssupP

P′∈P(t,P,F+)

y
L,P′
t ,

where (yL,P, zL,P,mL,P) is the solution under P of the BSDE

dy
L,P
t = |yL,P

t |q−1y
L,P
t

(q− 1)(η̂t )q−1 dt − (γ̂t ∧ L)dt + z
L,P
t dX

c,P
t + dm

L,P
t .

Note that by comparison principle for standard BSDEs (Lemma A.2), these solu-
tions yL,P satisfy the inequality: P-a.s.

0 ≤ y
L,P
t ≤ L(T + 1) ∀t ∈ [0, T ].

Thus P0-q.s.

0 ≤ YL
t ≤ L(T + 1) ∀t ∈ [0, T ].
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REMARK 8. Note that the generator is locally Lipschitz continuous w.r.t. y

and all solutions yL,P and YL are a priori bounded. Hence

−q|L(T + 1)|q−1

(q− 1)

1

(η̂t )q−1 ≤ λP
′

s = f̂ P′
s (Ys, z

P′
s ) − f̂ P′

s (yP′
s , zP

′
s )

Ys − yP′
s

1
Ys �=yP

′
s

≤ 0.

If η̂ is bounded away from zero, the condition (2.6) can be reduced to the usual
condition (2.16).

First, we define the following control sets:

• A(t, x) is the set of processes X = (Xs,0 ≤ s ≤ T ) such that Xs = x if s ≤ t

and for any P ∈ Pt , P-a.s., X is absolutely continuous, that is: Xs(ω) = x +∫ s
t

.
X u(ω)du with

∫ T
t | .X u(ω)|du < +∞.

• For a fixed P ∈ Pt , AP(t, x) is the set of processes X = (Xs,0 ≤ s ≤ T ) such
that Xs = x if s ≤ t and P-a.s., X is absolutely continuous, that is: Xs(ω) =
x + ∫ s

t

.
X u(ω)du with

∫ T
t | .X u(ω)|du < +∞.

The set AP(t, x) depends on P, whereas A(t, x) depends only on the probability
set Pt . Of course A(t, x) is included in AP(t, x). Next for any L ≥ 0 we define the
following unconstrained control problems:

(3.12)

JL(t, x) = essinf
X∈A(t,x)

esssup
P∈Pt

EP
[∫ T

t

(
η̂s |

.
X s |ϑ + (γ̂s ∧ L)|Xs |ϑ )ds

+ (L ∧ ξ)|XT |ϑ
∣∣∣F+

t

]
,

together with

IL(t, x) = esssup
P∈Pt

essinf
X∈A(t,x)

EP
[∫ T

t

(
η̂s |

.
X s |ϑ + (γ̂s ∧ L)|Xs |ϑ )ds

+ (L ∧ ξ)|XT |ϑ
∣∣∣F+

t

]
and

HL(t, x) = esssup
P∈Pt

essinf
X∈AP(t,x)

EP
[∫ T

t

(
η̂s |

.
X s |ϑ + (γ̂s ∧ L)|Xs |ϑ )ds

+ (L ∧ ξ)|XT |ϑ
∣∣∣F+

t

]
.

Immediately, HL(t, x) ≤ IL(t, x) ≤ JL(t, x). From the standard formulation (see
Section 3.1), we have

HL(t, x) = |x|ϑ esssup
P∈Pt

y
L,P
t = |x|ϑYL

t .
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LEMMA 3. For any (t, x), JL(t, x) ≤ HL(t, x).

PROOF. We assume that x ≥ 0, such that X ∗
s is nonnegative for all s ∈ [t, T ].

The same arguments lead to the same result for x < 0, using that |X ∗
s |ϑ = (−X ∗

s )ϑ .
For simplicity, we do not write the constant L in this proof. Let us define

βs = −(Ys/η̂s)
q−1, dX ∗

s = βsX ∗
s ds =

.
X ∗

s ds.

Let us apply the Itô formula under the probability P:

d
(
Ys

(
X ∗

s

)ϑ ) = (
X ∗

s

)ϑ
dYs + Ys d

((
X ∗

s

)ϑ )
= (

X ∗
s

)ϑ Y
q
s

(q− 1)(η̂s)q−1 ds − (γ̂s ∧ L)
(
X ∗

s

)ϑ
ds + pYsβs

(
X ∗

s

)p
ds

+ (
X ∗

s

)ϑ
Zs dXc,P

s + (
X ∗

s

)ϑ
dMP

s − (
X ∗

s

)ϑ
dKP

s

= −(
X ∗

s

)ϑ(Ys

η̂s

)q

η̂s ds − (γ̂s ∧ L)
(
X ∗

s

)ϑ
ds + (

X ∗
s

)ϑ
Zs dXc,P

s

+ (
X ∗

s

)ϑ
dMP

s − (
X ∗

s

)ϑ
dKP

s .

Since (q− 1)ϑ = q,

d
(
Ys

(
X ∗

s

)ϑ ) = −
(
X ∗

s

Y
q−1
s

(η̂s)q−1

)ϑ

η̂s ds − (γ̂s ∧ L)
(
X ∗

s

)ϑ
ds + (

X ∗
s

)ϑ
Zs dXc,P

s

+ (
X ∗

s

)ϑ
dMP

s − (
X ∗

s

)ϑ
dKP

s

= −[
η̂s

(∣∣ .
X ∗

s

∣∣)ϑ + (γ̂s ∧ L)
(
X ∗

s

)ϑ ]
ds + (

X ∗
s

)ϑ
Zs dXc,P

s

+ (
X ∗

s

)ϑ
dMP

s − (
X ∗

s

)ϑ
dKP

s .

Now integrate this from t to T :

YT

(
X ∗

T

)ϑ − Yt

(
X ∗

t

)ϑ = (ξ ∧ L)
(
X ∗

T

)ϑ − Ytx
ϑ

= −
∫ T

t

[
η̂s

( .
X ∗

s

)ϑ + (γ̂s ∧ L)
(
X ∗

s

)ϑ ]
ds

+
(∫ T

t

(
X ∗

s

)ϑ
Zs dXc,P

s

)P

+
(∫ T

t

(
X ∗

s

)ϑ
dMP

s

)P

−
∫ T

t

(
X ∗

s

)ϑ
dKP

s .

And taking the conditional expectation w.r.t. P,

EP
[
(ξ ∧ L)

(
X ∗

T

)ϑ +
∫ T

t

[
η̂s(

.
X ∗

s )ϑ + (γ̂s ∧ L)
(
X ∗

s

)ϑ ]
ds

∣∣∣F+
t

]

= Ytx
ϑ −EP

[∫ T

t

(
X ∗

s

)ϑ
dKP

s

∣∣∣F+
t

]
≤ Ytx

ϑ
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since KP is nondecreasing. Therefore,

esssup
P∈Pt

EP
[
(ξ ∧ L)

(
X ∗

T

)ϑ +
∫ T

t

[
η̂s(

.
X ∗

s )ϑ + (γ̂s ∧ L)
(
X ∗

s

)ϑ ]
ds

∣∣∣F+
t

]
≤ Ytx

ϑ .

Moreover, the process X ∗ is in A(t, x):

X ∗
s = x −

∫ s

t

(
Yu

η̂u

)q−1
X ∗

u du.

This implies that

J (t, x) ≤ Ytx
ϑ = H(t, x). �

Therefore, we deduce that HL(t, x) ≤ IL(t, x) ≤ JL(t, x) ≤ HL(t, x) and our
first result:

PROPOSITION 1. The unconstrained problem (3.12) satisfies

essinf
X∈A(t,x)

esssup
P∈Pt

EP
[∫ T

t

(
η̂s |

.
X s |ϑ + γ̂s |Xs |ϑ )ds + (ξ ∧ L)|XT |ϑ

∣∣∣F+
t

]

= esssup
P∈Pt

essinf
X∈AP(t,x)

EP
[∫ T

t

(
η̂s |

.
X s |ϑ + γ̂s |Xs |ϑ )ds + (ξ ∧ L)|XT |ϑ

∣∣∣F+
t

]
and the solution of the 2BSDE (3.10), denoted by YL, gives the optimal process
X ∗,L:

dX ∗,L
s = [−(

YL
s /η̂s

)q−1X ∗,L
s

]
ds, (q− 1)(ϑ − 1) = 1.

3.3. The constrained problem under uncertainty. We denote by A0(t, x) the
set of admissible controls X ∈ A(t, x) such that XT 1S = 0,Pt -q.s. (Pt -q.s. means
P-a.s. ∀P ∈ Pt ) and AP

0 (t, x) the set of admissible controls X ∈ AP(t, x) such that
XT 1S = 0 P-a.s. Now consider

J (t, x) = essinf
X∈A0(t,x)

esssup
P∈Pt

EP
[∫ T

t

(
η̂s |

.
X s |ϑ + γ̂s |Xs |ϑ )ds + ξ |XT |ϑ

∣∣∣F+
t

]
.(3.13)

Again we use the convention that 0 × ∞ = 0. As mentioned for the standard for-
mulation, a left-continuity condition is imposed on the underlying filtration to have
the terminal condition (3.6).4 In our present setting, we add the next assumption
on our set of probability measures PW

t :

• Left-continuity condition: for any probability measure P ∈ PW
t , the filtration FP+

is left continuous at time T .

4This technical condition can be avoided if ξ is FT −-measurable (see, e.g., [6]).
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This hypothesis implies that a martingale cannot have a jump at time T . For exam-
ple, this assumption holds if P = {Pa, a ∈ A} is the set of all probability measures
Pa given by

Pa = P0 ◦ (Xa)−1
, Xa

t =
∫ t

0
a

1
2
s dXs

for all processes a ∈ A of the form a = ∑∞
n=0

∑∞
i=1 an

i 1En
i
1[τn,τn+1), where

(an
i )i,n ∈ A0, (τn)n is a nondecreasing sequence of stopping times with τ0 = 0

and:

• inf{n, τn = +∞} < +∞, τn < τn+1 whenever τn < +∞ and each τn takes at
most countably many values,

• for each n, {En
i , i ≥ 1} ⊂ Fτn forms a partition of �.

A0 is the class of all deterministic mappings such that 0 < a ≤ at for any t ≥ 0
(see [39], Section 4.4). Every Pa , a ∈ A0, satisfies the martingale representation
property. Then from [23], Proposition A.1, every P ∈ P verifies this property, also.
Thereby any martingale is continuous, which implies the required argument for
the filtration (see [21], Proposition 25.19, for example).

For L ≤ L′ and any P ∈ P0, we have P-a.s. for any t ∈ [0, T ]
y

L,P
t ≤ y

L′,P
t ≤ YL′

t .

Hence P0-q.s., YL
t ≤ YL′

t for t ∈ [0, T ] (see also the comparison result [37], The-
orem 4.3).

Let us now assume that there exists � > 1 and κ ∈ (1, �) such that for any (t,ω)

(3.14) sup
P∈P(t,ω)

EP
[∫ T

t

[
η̂s + (T − s)ϑ γ̂s

]�
ds

]
< ∞,

and

(3.15) sup
P∈P0

EP
[
ess supP

0≤t≤T

(
EP

[∫ T

0

[
η̂s + (T − s)ϑ γ̂s

]κ
ds

∣∣∣F+
t

]) �
κ
]

< ∞.

LEMMA 4 (A priori estimate). There exists U ∈ D�
0(F

P0+ ) such that for any
0 ≤ t ≤ T , P0-q.s.

(3.16) 0 ≤ YL
t ≤ 1

(T − t)ϑ
Ut .

Let us emphasize that the right-hand side does not depend on L and is finite on
[0, T ).

PROOF. The estimate (3.8) gives for any P ∈ P0

0 ≤ y
L,P
t ≤ 1

(T − t)ϑ
EP

[∫ T

t

(
η̂s + (T − s)ϑ γ̂s

)
ds

∣∣∣F+
t

]
= 1

(T − t)ϑ
uPt .
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The process (uP, vP, nP) is the solution of the BSDE

uPt =
∫ T

t

(
η̂s + (T − s)ϑ γ̂s

)
ds −

(∫ T

t
vPs dXc,P

s

)P

−
∫ T

t
dnPs .

Then using (3.14), (3.15) and [37], Theorem 4.1, there exists a unique solution
(U,V,N P,KP) to the 2BSDE

Ut =
∫ T

t

(
η̂s + (T − s)ϑ γ̂s

)
ds −

(∫ T

t
Vs dXc,P

s

)P

−
∫ T

t
dN P

s + (
KP

T −KP
t

)
,

such that U ∈ D�
0(F

P0+ ) and (V ,N P,KP) is in H�
0(F

P0+ ) × M�
0((F

P+)P∈P0) ×
I�0((F

P+)P∈P0). Moreover, for any P ∈ P0 and any t ∈ [0, T ], we have the repre-
sentation formula

esssupP
P′∈P(t,P,F+)

uP
′

t = Ut, P-a.s.

Thus we obtain the desired a priori estimate since

YL
t = esssupP

P′∈P(t,P,F+)

y
L,P′
t ≤ esssupP

P′∈P(t,P,F+)

uP
′

t = Ut .

This achieves the proof of the lemma. �

LEMMA 5. For any ε > 0, the sequence (YL,ZL,ML,P,KL,P) converges,
when L goes to +∞, to (Y,Z,MP,KP) in the space D�

0(F
P0+ ) × H�

0(F
P0+ ) ×

M�
0((F

P+)P∈P0) × I�0((F
P+)P∈P0) on [0, T − ε], which means that all processes are

restricted on this time interval. Moreover, (Y,Z,MP,KP) satisfies the dynamics:
for any P ∈ P0, and any 0 ≤ s ≤ t < T ,

(3.17)
Ys = Yt −

∫ t

s

Y
q
u

(q− 1)(η̂u)q−1 du +
∫ t

s
γ̂u du −

(∫ t

s
Zu dXc,P

u

)P

−
∫ t

s
dMP

u + KP
t − KP

s .

Finally, Y satisfies the representation property: for any t < T and any P ∈ P0,

Yt = esssupP
P′∈P(t,P,F+)

yP′
t , P-a.s.

PROOF. Fix ε > 0 and define

ψ
�,ε
L,L′ := sup

P∈P0

EP
[∫ T −ε

0

∣∣(γ̂s ∧ L) − (
γ̂s ∧ L′)∣∣� ds

]
,

φ
�,κ,ε
L,L′ := sup

P∈P0

EP
[

esssupP
0≤t≤T −ε

EP
[(∫ T −ε

0

∣∣(γ̂ P
s ∧ L

)− (
γ̂ P
s ∧ L′)∣∣κ ds

) �
κ
∣∣∣F+

t

]]
.
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From our conditions (3.14) and (3.15) on γ̂ , ψ
�,ε
L,L′ and φ

�,κ,ε
L,L′ tend to zero when L

and L′ go to +∞. From [37], Theorem 4.5 (stability result for 2BSDE), for any L

and L′ we have on [0, T − ε]∥∥YL − YL′∥∥�

D�
0
≤ C

[∥∥YL
T −ε − YL′

T −ε

∥∥�

L�
0
+ ψ

�,ε
L,L′

]
.

From the uniform w.r.t. L and P0-q.s. bound (3.16), and from the monotonicity of
the sequence YL, we deduce that∥∥YL

T −ε − YL′
T −ε

∥∥�

L�
0

tends to zero when L and L′ go to +∞. Hence there exists Y ∈ D�
0(F

P0+ ) defined
on [0, T − ε] such that on [0, T − ε], YL converges strongly to Y . From (3.16), we
have: P0-q.s. for t ∈ [0, T )

0 ≤ Yt ≤ 1

(T − t)ϑ
Ut .

By the representation of YL, for any t ∈ [0, T ), any P ∈ P0 and any P′ ∈
P(t,P,F+)

y
L,P′
t ≤ esssupP

P′∈P(t,P,F+)

y
L,P′
t = YL

t ≤ Yt , P-a.s.

The (minimal) supersolution yP′
of the singular BSDE (3.5) is obtained as the

increasing limit of yL,P′
. Thus for any P′

y
L,P′
t ≤ yP′

t ≤ Yt ⇒ esssupP
P′∈P(t,P,F+)

yP′
t ≤ Yt , P-a.s.

Moreover, for any L,

YL
t = esssupP

P′∈P(t,P,F+)

y
L,P′
t ≤ esssupP

P′∈P(t,P,F+)

yP′
t ⇒ Yt ≤ esssupP

P′∈P(t,P,F+)

yP′
t .

We deduce the representation formula for Y .
Now from the stability property for 2BSDE ([37], Theorem 4.5), if NL,P =

ML,P − KL,P, then on [0, T − ε]∥∥ZL − ZL′∥∥�

H�
0
+ sup

P∈P0

EP[[NL,P − NL′,P] �
2
T −ε

]
≤ C

[∥∥YL
T −ε − YL′

T −ε

∥∥�

L�
0
+ ∥∥YL

T −ε − YL′
T −ε

∥∥ �
2 ∧(�−1)

L�
0

+ φ
�,κ,ε
L,L′ + (

φ
�,κ,ε
L,L′

) �
2 ∧(�−1)]

.

Thereby the sequences ZL and NL,P have a limit Z and NP. The process
(Y,Z,NP) satisfies the dynamics: for any P ∈ P0, and any 0 ≤ s ≤ t < T ,

Ys = Yt −
∫ t

s

Y
q
u

(q− 1)(η̂u)q−1 du +
∫ t

s
γ̂u du −

(∫ t

s
Zu dXc,P

u

)P

−
∫ t

s
dNP

u .
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Then we decompose the process NP
t = MP

t − KP
t and we check that (Z,MP,KP)

is the desired space and that (3.17) holds. �

Now we come to the main result concerning singular 2BSDEs.

THEOREM 3. Under Conditions (3.14) and (3.15), the 2BSDE

Yt = ξ −
∫ T

t

(Yu)
q

(q− 1)(η̂u)q−1 du +
∫ T

t
(γ̂u) du

−
(∫ T

t
Zs dXc,P

s

)P

−
∫ T

t
dMP

s + (
KP

T − KP
t

)
, P-a.s.

for any 0 ≤ t ≤ T and any P ∈ P0, with the singular terminal condition ξ , admits
a nonnegative supersolution (Y,Z,MP,KP) satisfying:

• the dynamics (3.17) for any 0 ≤ s ≤ t < T ;
• the integrability property for any ε > 0:

‖Y‖�

D�
0(0,T −ε)

+ ‖Z‖�

H�
0(0,T −ε)

+ sup
P∈P0

EP[[MP] �
2
T −ε

]+ sup
P∈P0

EP(KP
T −ε

)�
< +∞;

• the minimality condition (3.19);
• the weak terminal condition: P0-q.s.

(3.18) lim inf
s→T

Ys ≥ ξ.

Moreover, this solution is the nonnegative minimal supersolution, that is, if

(Y ,Z,M
P
,K

P
) satisfies the four previous conditions together with Y t ≥ 0 for any

t ∈ [0, T ] P0-q.s., then Y t ≥ Yt for any t ∈ [0, T ] P0-q.s.

PROOF. The first two points are direct consequences of the previous lemma.
Since Y is the essential supremum of the supersolutions yP, following the same
arguments as in the proof of Theorem 2, we deduce that KP satisfies the minimality
condition: for any P ∈ P0

(3.19)
essinfP

P′∈P(t,P,F+)
EP′

[∫ T −ε

t
exp

(∫ s

t
λP

′
u du

)
dKP′

s

∣∣∣F+
t

]
= 0,

0 ≤ t ≤ T − ε,P-a.s.,

where

λP
′

u = − 1

(q− 1)(η̂u)q−1

Y
q
u − (yP′

u )q

Yu − yP′
u

1
Yu �=yP

′
u

.

Moreover, our left-continuity condition on the filtration implies that for any P ∈P0

lim inf
s→T

yP
s ≥ ξ, P-a.s.

Hence from the representation formula, the same inequality holds for Y .
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Let us prove minimality of this supersolution. Let us consider (Y ,Z,M
P
,K

P
)

satisfying the dynamics (3.17) for any 0 ≤ s ≤ t < T , the minimality condition
(3.19) and the weak terminal condition (3.18). We also assume that Y is P0 − q.s.

nonnegative and (Y ,Z,M
P
,K

P
) verifies some integrability property similar to

(Y,Z,MP,KP) (with maybe a different power �). From the proof of Theorem 1
(uniqueness for 2BSDE), we deduce that for any ε > 0, the representation property
holds on [0, T − ε], that is, for any t ∈ [0, T − ε] and P ∈ P0,

(3.20) Y t = esssupP
P′∈P(t,P,F+)

ȳP′
t (T − ε,Y T −ε), P-a.s.,

where ȳP′ = ȳP′
(T − ε,Y T −ε) is the first part of the solution (ȳP′

, z̄P
′
, m̄P′

) of the
BSDE (3.5) on [0, T − ε] with terminal condition YT −ε at time T − ε under P′.

Recall that YL satisfies (3.10) and (3.11). Fix L and any probability P and con-
sider ȳP and yL,P on the time interval [0, T − ε]. Set

ỹ = ȳP − yL,P, z̃ = z̄P − zL,P, m̃ = m̄P − mL,P.

We have

f
(
t, ȳP

t

)− f
(
t, yL,P)

= − 1

(q− 1)(η̂t )q−1

(
(ȳP

t )q − (y
L,P
t )q

ȳP
t − y

L,P
t

)
1
ȳPt �=y

L,P
t

(
ȳP
t − y

L,P
t

)
+ γ̂t − (γ̂t ∧ L)

= λPt
(
ȳP
t − y

L,P
t

)+ γ̂t − (γ̂t ∧ L)

with λPt ≤ 0. Thus the process (ỹ, z̃, m̃) solves the BSDE

dỹt = [−λPt ỹt − γ̂t1γ̂t≥L

]
dt + z̃t dWt + dm̃t

on [0, T − ε] with terminal condition ỹT −ε = YT −ε − y
L,P
T −ε . Thereby

ỹs = EP
[
ỹT −ε�s,T −ε +

∫ T −ε

s
�s,uγ̂u1γ̂u≥L du

∣∣∣FP,+
s

]
≥ EP[ỹT −ε�s,T −ε|FP,+

s

]
,

where �s,t = exp(
∫ t
s λPu du). Note that we have y

L,P
t ≤ (1 + T )L, and hence ỹt ≥

−(1 + T )L. Thus ỹ�s,· is bounded from below. We can apply Fatou’s lemma to
obtain

ỹs = lim inf
ε↓0

EP[ỹT −ε�s,T −ε|FP,+
s

] ≥ EP
[
lim inf

ε↓0
(ỹT −ε�s,T −ε)

∣∣FP,+
s

]
.

The process (�s,t , s ≤ t ≤ T ) is càdlàg, nonnegative and bounded by one. Hence
a.s.

lim inf
ε↓0

(ỹT −ε�s,T −ε) =
(
lim inf

ε↓0
ỹT −ε

)
�s,T − ≥ (ξ − ξ ∧ L)�s,T − ≥ 0.
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Here, again we use left-continuity of the filtration to exclude jumps for the orthog-
onal martingale mL,P. Finally, ȳP

s ≥ yL,P
s for any s ∈ [0, T ). Since it holds for any

P ∈ P0, we deduce that Y s ≥ YL
s for any L ≥ 0. Taking the limit as L goes to ∞

yields the claim. �

REMARK 9. The previous theorem holds true for more general generators sat-
isfying Conditions (H) together with the growth condition: there exists a constant
q > 1 and a positive process η such that for any y ≥ 0

f̂ P(t, y, z) ≤ − 1

(q− 1)η̂
q−1
t

|y|q + f̂ P(t,0, z)

and the conditions (3.14) and (3.15) hold replacing γ̂ by f̂ 0,P. See [29] for details
for singular BSDEs.

We can now obtain an optimal solution for the control problem (3.13).

THEOREM 4. The constrained problem (3.13) has an optimal state process
X ∗ defined by

X ∗
s = x −

∫ s

t

(
Yu

η̂u

)q−1
X ∗

u du.

Moreover, the value function is given by J (t, x) = |x|ϑYt .

PROOF. Remark that the sign of X ∗
s is equal to the sign of x. Thus if x < 0,

|X ∗
s | simply denotes −X ∗

s .
If we define for t ≤ s < T

θs :=
[
Ys

∣∣X ∗
s

∣∣ϑ−1 − Yt

∣∣X ∗
t

∣∣ϑ−1 +
∫ s

t

∣∣X ∗
u

∣∣ϑ−1
γ̂u du +

∫ s

t

∣∣X ∗
u

∣∣ϑ−1
dKP

u

]
,

then we can easily show that under each P ∈ P0, θ is a nonnegative local martin-
gale, and thus a nonnegative supermartingale. Thereby θs has a limit, P-a.s. when
s goes to T . Hence since P-a.s.

lim inf
s→T

Ys1S = +∞,

we obtain that∣∣X ∗
s

∣∣ = (
θs + Yt |x|ϑ−1 − ∫ s

t |X ∗
u |ϑ−1(γ̂u du + dKP

u )

Ys

)q−1

≤
(

θs + Yt |x|ϑ−1

Ys

)q−1

tends to zero on S , P-a.s. In other words, X ∗ ∈ A0(t, x).
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As in Lemma 3, we have

d
(
Ys

∣∣X ∗
s

∣∣ϑ ) = −[
η̂s

∣∣ .
X ∗

s

∣∣ϑ + (γ̂s)
∣∣X ∗

s

∣∣ϑ ]ds + ∣∣X ∗
s

∣∣ϑZs dXc,P
s

+ ∣∣X ∗
s

∣∣ϑ dMP
s − ∣∣X ∗

s

∣∣ϑ dKP
s .

Thus, for any ε > 0,

Yt |x|ϑ = EP
[
YT −ε

∣∣X ∗
T −ε

∣∣ϑ +
∫ T −ε

t

[
η̂s |

.
X ∗

s |ϑ + (γ̂s)
∣∣X ∗

s

∣∣ϑ ]ds
∣∣∣F+

t

]

+EP
[∫ T −ε

t

∣∣X ∗
s

∣∣ϑ dKP
s

∣∣∣F+
t

]
.

From the definition of θ , it follows that also the limit limt↑T Yt |X ∗
t |ϑ−1 ∈ R exists

and that |X ∗
T | = limt↑T |X ∗

t | = 0 if lim inft↑T Yt = ∞. Recall that lim inft↑T Ys ≥ ξ

and let us distinguish two cases. First, assume that lim inft↑T Yt = ∞. Then
lim inft↑T Yt |X ∗

t |ϑ = (limt↑T Yt |X ∗
t |ϑ−1)(limt↑T |X ∗

t |) = 0 = ξ |X ∗
T |ϑ (for the last

equality we use that ∞ · 0 := 0). Next assume that lim inft↑T Yt < ∞. Then it
follows that lim inft↑T Yt |X ∗

t |ϑ ≥ ξ |X ∗
T |ϑ . Hence for any P, lim inft↑T Yt |X ∗

t |ϑ ≥
ξ |X ∗

T |ϑ , P-a.s. By Fatou’s lemma and since KP is nondecreasing, we have

Yt |x|ϑ ≥ EP
[
ξ
∣∣X ∗

T

∣∣ϑ +
∫ T

t

[
η̂s

∣∣ .
X ∗

s

∣∣ϑ + (γ̂s)
∣∣X ∗

s

∣∣ϑ ]ds
∣∣∣F+

t

]
.

Thereby

Yt |x|ϑ ≥ esssup
P∈Pt

EP
[∫ T

t

(
η̂s

∣∣ .
X ∗

s

∣∣ϑ + γ̂s

∣∣X ∗
s

∣∣ϑ )ds + ξ
∣∣X ∗

T

∣∣ϑ ∣∣∣F+
t

]
≥ J (t, x).

Now we have obviously J (t, x) ≥ JL(t, x) and

|x|ϑYt = lim
L↗+∞|x|ϑYL

t = lim
L↗+∞JL(t, x) ≤ J (t, x) ≤ Yt |x|ϑ .

This gives the optimality for X ∗ and the value function of our problem. �

Discussion around the examples of [5]. Even in the classical case, that is for a
fixed probability P, there is in general no explicit solution of the BSDE (3.5). But
when ξ = +∞ P-a.s. and γ = 0, then in [5], Section 5, an explicit solution y is
given provided that η has uncorrelated multiplicative increments. This condition
is equivalent to the property that the process (ηt/EP(ηt ), t ≥ 0) is a P-martingale
(see [5], Lemma 5.1). Under this condition, the value function and an optimal state
process are given in [5], Proposition 5.3.

Assume that η̂ is given by η̂t = η0 exp(Xt − 1
2

∫ t
0 âs ds) and that under P, the

drift bP of X is deterministic. Note that the concatenation property of the family
P implies that b = bP should not depend on P. Then under each P, η̂ satisfies
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dη̂t = η̂t dXt and has uncorrelated multiplicative increments. The solution yP is
explicitly given by

yP
t = η̂t

1

(At

∫ T
t

1
As

ds)ϑ−1
, At = exp

(∫ s

0
(q− 1)br dr

)
= [

EP(η̂s)
]q−1

.

Hence we have an explicit formula for the solution of the 2BSDE,

Yt = η̂t

1

(At

∫ T
t

1
As

ds)ϑ−1
.

An optimal state process is deterministic:

Xt = 1∫ T
0

1
As

ds

∫ T

t

1

As

ds.

In particular, if the canonical process is a local martingale under each P (b =
0), Yt = η̂t

(T −t)
and Xt = (T −t)

T
. Roughly speaking, since η̂ models the cost (price

impact) and γ̂ the risk, then the drift is important for η (average cost) and the
volatility is important for γ̂ . That is why when taking γ̂ is equal to 0, the volatility
uncertainty can not be seen in the generator.

APPENDIX: (REFLECTED) BSDE WITH MONOTONE GENERATOR

A.1. Notation and Conditions (H) and (H′). In this section, the setting is the
same as in [9] or [28]. Let T > 0 be fixed and let (�,F,P) be a probability space,
equipped with a filtration F = {Ft ,0 ≤ t ≤ T } satisfying the usual conditions and
carrying a standard d-dimensional F-Brownian motion W . In the Section 2.1.5, for
any p > 1 and any α ∈ R we have defined the spaces Lp , Dp , Hp,α , Mp,α , Ip,α .
The spaces Hp,0, Mp,0 and Ip,0 will be denoted Hp , Mp and Ip . In the Itô formula
for p > 1, we will use the constant

(A.1) c(p) = p

2

(
(p − 1) ∧ 1

)
and the function φp(x) = |x|p−1 sgn(x)1x �=0 (see [11], Corollary 2.3, or [28],
Corollary 1).

We consider a generator function

f : (t,ω, y, z) ∈ [0, T ] × � ×R×Rd −→ R.

The generator f satisfies Condition (H). In H4, the process � depends on t and ω

and is supposed to satisfy

E
∫ T

0
(�t)

� dt < +∞
(see Condition C1). Sometimes we will use the stronger condition H4′: there exists
q ≥ 1 and a constant Lq such that∣∣f (t,ω, y,0) − f 0

t

∣∣ ≤ Lq

(
1 + |y|q).

If f verifies H1, H2, H3 and H4′, we will say that (H′) holds.
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A.2. Results for monotone BSDE. We consider the BSDE

(A.2) yt = ξ +
∫ T

t
f (u, yu, zu) du −

∫ T

t
zu dWu −

∫ T

t
dmu.

Let us now recall several classical results on the BSDE (A.2). If (H) holds5 and if
for some p > 1

(A.3) E

[
|ξ |p +

∫ T

0

∣∣f 0
t

∣∣p dt

]
< +∞,

then there is a unique solution (y, z,m) ∈ Dp × Hp × Mp (see [11, 14] or [28]).
Let us emphasize that the quasi-left continuity property of the filtration assumed
in [28] is in fact unnecessary (see the Introduction of [9] or [35]). The next a priori
estimate on (y, z,m) will be crucial.

LEMMA A.1 (A priori estimate). Under Condition (H), for any α > pL1 +
L2

2
(p−1)∧1 there exists a constant Cp such that

∥∥eα.y
∥∥
Dp + ‖z‖Hp,α + ‖m‖Mp,α ≤ CpE

[
eαpT |ξ |p +

∫ T

0

∣∣eαtf 0
t

∣∣p dt

]
.

PROOF. See, for example, Propositions 2 and 3 in [28]. �

Moreover, from the proof of this lemma, we get the next classical estimates: for
any stopping time 0 ≤ τ ≤ T ,

(A.4) |yτ | ≤ C

(
E

[
|ξ |κ +

∫ T

τ

∣∣f 0
s

∣∣κ ds
∣∣∣Fτ

])1/κ

for any 1 < κ ≤ p and

(A.5) E
∫ T

t
|ys |p ds ≤ CE

(
|ξ |p +

∫ T

t

∣∣f 0
s

∣∣p ds

)
.

The constant C depends only on κ or p, T , L1 and L2.
The next trick (linearization procedure) is used several times in this paper. If

(y, z,m) satisfies the BSDE (A.2), then

yt = ξ +
∫ T

t
f 0

s ds +
∫ T

t
λsys ds +

∫ T

t
ζszs ds −

∫ T

t
zs dWs −

∫ T

t
dms,

where

λs = f (s, ys,0) − f 0
s

ys

1ys �=0

5In fact in this section, Hypothesis H4 could be replaced by a more general condition (see [28],
Assumption (H2)).
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and

ζ i
t = (

zi
t

)−1(
f
(
t, yt , z

(i)
t

)− f
(
t, yt , z

(i−1)
t

))
1zi

t �=0,

where for 1 ≤ i ≤ d , z
(i)
t is the d-dimensional vector in which the first i-

components are equal to the ones of zt and the d − i others are equal to zero. From
H3, ζ is a bounded (by L2) vector-valued process. From the monotone condition
H2, λs ≤ L1 a.s. If �t = exp(

∫ t
0 λs ds),

(A.6)

�tyt = �T ξ +
∫ T

t
�sf

0
s ds +

∫ T

t
ζs�szs ds −

∫ T

t
�szs dWs −

∫ T

t
�s dms.

Hence if Q is the probability measure equivalent to P defined by the density

(A.7) E
(
−
∫ .

0
ζs dWs

)
= exp

(
−
∫ .

0
ζs dWs − 1

2

∫ .

0
‖ζs‖2 ds

)
,

we obtain

yt = EQ
[
�T

�t

ξ +
∫ T

t

�s

�t

f 0
s ds

∣∣∣Ft

]
.

And for any 0 ≤ t ≤ s ≤ T ,

0 <
�s

�t

= exp
(∫ s

t
λu du

)
≤ exp

(
L1(t − s)

)
.

This implies immediately that if ξ and f 0 are P-a.s. bounded, then y is bounded.
Moreover, comparison principle ([28], Proposition 4) and stability property

([28], Propositions 2 and 3) hold for monotone BSDE.

LEMMA A.2 (Comparison). We consider two generators f1 and f2 satisfying
(H). Let ξ1 and ξ2 be two terminal conditions for BSDEs (A.2) driven respectively
by f1 and f2. Denote by (y1, z1,m1) and (y2, z2,m2) the respective solutions in
some Dp ×Hp ×Mp with p > 1. If ξ1 ≤ ξ2 and f1(t, y

1
t , z1

t ) ≤ f2(t, y
1
t , z1

t ), then
a.s. for any t ∈ [0, T ], y1

t ≤ y2
t .

Note that a strict comparison principle does not hold in general (see [34], Propo-
sition 5.34, and the comments just after).

LEMMA A.3 (Stability). Let now (ξ, f ) and (ξ ′, f ′) be two sets of data each
satisfying the assumptions (H). Let (y, z,m) (resp., (y′, z′,m′)) denote the solution
of the BSDE (A.2) with data (ξ, f ) (resp., (ξ ′, f ′)). Define

(�y,�z,�m,�ξ,�f ) = (
y − y′, z − z′,m − m′, ξ − ξ ′, f − f ′).
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Then there exists a constant C depending on L1, L2, p and T , such that

E

[
sup

t∈[0,T ]
|�yt |p +

(∫ T

0
|�zs |2 ds

)p/2
+ [�m]p/2

T

]

≤ CE

[
|�ξ |p +

∫ T

0

∣∣�f
(
t, y′

t , z
′
t

)∣∣p dt

]
.

Let us describe why we assume Condition H4, and not some weaker growth
condition. Indeed for second order BSDE (Section 2) we used that the solution
(y, z,m) is obtained by approximation with a sequence of solutions (yn, zn,mn)

of Lipschitz BSDE.6 This is the reason why polynomial growth of f w.r.t. y is
assumed in H4, as in the paper [10]. In their work, the filtration is generated by the
Brownian motion and the generator f satisfies Condition (H′). Hence we extend
it to our setting.

LEMMA A.4 (Lipschitz approximation). Assume that (H) holds and that ξ ∈
Lp̄q and f 0 ∈ Hp̄q for some p̄ > �/(� − 1). The solution (y, z,m) of the BSDE
(A.2) belongs to Dp̄q ×Hp̄q ×Mp̄q and is obtained as the limit in Dp ×Hp ×Mp

of a sequence (yn, zn,mn) solution of Lipschitz BSDEs for p satisfying (2.4), that
is, 1 < p ≤ �p̄

�+p̄
< p̄.

PROOF. The first part of the result is a direct consequence of Lemma A.1. Let
us now only explain the second assertion. We will adapt the result of [10] and we
refer to this paper for the details. We only give the main arguments. W.l.o.g. we
can assume in this proof that L1 = 0 (just consider ȳt = e−L1t yt , z̄t = e−L1t zt ,
m̄t = e−L1tmt , instead of (y, z,m)).

Step 1. First, we consider the following BSDE;

(A.8) yt = ξ +
∫ T

t
f (s, ys, vs) ds −

∫ T

t
zs dWs −

∫ T

t
dms,

where v belongs to Hp̄q and f satisfies (H′). We denote by h the function
h(t, y) = f (t, y, vt ). This function h satisfies Conditions H1–H2 and H4′. And
h0

t = h(t,0) ∈ Hp̄q. We construct a sequence of Lipschitz functions hn which ap-
proximate h. Let ς : R �→ R+ be a nonnegative function with the unit ball for
support and such that

∫
ς(u)du = 1 and define for each integer n > 1, ςn(u) =

nς(nu). We denote also for each integer n, by �n, a C∞ function from R to R+
such that 0 ≤ �n ≤ 1, �n(u) = 1 for |u| ≤ n and �n(u) = 0 as soon as |u| > n+1.
We set

ξn = nξ

n ∨ |ξ | , h̃n(t, y) = nh(t, y)

n ∨ |h0
t |

.

6Note that this setting is sufficient to solve our control problem. Weaker conditions could be intro-
duced using Mazur’s Lemma and this technical point is left for further research.
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Moreover,

�(n) = ⌊
e1/2(n + 2Lq)

√
1 + T 2

⌋+ 1,

where �r� is the integer part of r , Lq coming from H4′, and we define as the
convolution product

(A.9) hn(t, ·) = ςn ∗ (
��(n+1)h̃n(t, ·)), t ∈ [0, T ].

This function hn is globally Lipschitz w.r.t. y uniformly in t and ω with
|hn(t,0)| ≤ n ∧ |h0

t | + 2Lq. Moreover, for any (t,ω, y),

yhn(t, y) ≤ ((
n ∧ ∣∣h0

t

∣∣)+ 2Lq

)|y|,
and for any y and y′ in the ball B(0,�(n)) then(

y − y′)(hn(t, y) − hn

(
t, y′)) ≤ 0.

In other words, hn is only locally monotone (only in a given ball with the radius
depending on n). Let (yn, zn,mn) be the unique solution of the BSDE

(A.10) yn
t = ξn +

∫ T

t
hn

(
u,yn

u

)
du −

∫ T

t
zn
u dWu −

∫ T

t
dmn

u

in Dp̄q ×Hp̄q ×Mp̄q. This solution verifies (see [10], Proposition 2.1)

sup
t∈[0,T ]

∣∣yn
t

∣∣ ≤ (n + 2Lq)e
1/2

√
1 + T 2.

Hence yn
t is in B(0,�(n)). And from Lemma A.1 we also have for any 1 < p ≤ p̄

and for some α large enough

sup
n∈N∗

[∥∥eα.yn
∥∥
Dpq + ∥∥zn

∥∥
Hpq,α + ∥∥mn

∥∥
Mpq,α

]
≤ CpE

[
epαqT |ξ |pq +

∫ T

0
eαt (∣∣h0

t

∣∣+ 2Lq

)pq
dt

]
.

Now we fix two integers � and n such that � ≥ n and

δy = y� − yn, δz = z� − zn, δm = m� − mn, δξ = ξ� − ξn.

For 1 < p ≤ p̄, with c(p) defined by (A.1), since |yn
t | ≤ �(n) ≤ �(�), we use

Itô’s formula and the local monotonicity of h� to obtain

|δyt |p + c(p)

∫ T

t
|δyu−|p−21δyu−�=0|δzu|2 du

+ c(p)

∫ T

t
|δyu−|p−21δyu−�=0 d[δm]cu

+ ∑
t<u≤T

[∣∣δyu− + �(δm)u
∣∣p − |δyu−|p − pφp(δyu−)�(δm)u

]
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≤ |δξ |p + p

∫ T

t

[
h�

(
u,yn

u

)− hn

(
u,yn

u

)]
φp(δyu−) du

− p

∫ T

t
φp(δyu−)δzu dWu − p

∫ T

t
φp(δyu−) d(δm)u.

Since the set {δyu �= δyu−} is countable, arguing as in the proof of [28], Proposi-
tion 3, we deduce that there exists a constant C such that

E

[
sup

t∈[0,T ]
|δyt |p +

(∫ T

0
|δzu|2 du

)p/2
+ ([δm]T )p/2

]

≤ CE

[
|δξ |p +

∫ T

0

∣∣h�

(
u,yn

u

)− hn

(
u,yn

u

)∣∣|δyu|p−1 du

]
.

(A.11)

Since ξ ∈ Lp̄q, then δξ goes to zero in Lp as n and � tend to +∞. For any given
number k, we put

S�
n = E

[∫ T

0
1{(|yn

u |+|y�
u|)≤k}

∣∣h�

(
u,yn

u

)− hn

(
u,yn

u

)∣∣|δyu|p−1 du

]
,

R�
n = E

[∫ T

0
1{(|yn

u |+|y�
u|)≥k}

∣∣h�

(
u,yn

u

)− hn

(
u,yn

u

)∣∣|δyu|p−1 du

]
.

With this notation, we have

E

[∫ T

0

∣∣h�

(
u,yn

u

)− hn

(
u,yn

u

)∣∣|δyu|p−1 du

]

= S�
n + R�

n ≤ Cpkp−1E

[
sup
|y|≤k

∫ T

0

∣∣h�(u, y) − hn(u, y)
∣∣du

]
+ R�

n.

(A.12)

Since h(s, ·) is continuous (P-a.s., for every s), hn(s, ·) converges toward h(s, ·)
uniformly on compact sets. Taking into account that

sup
|y|<k

∣∣hn(s, y)
∣∣ ≤ ∣∣h(s,0)

∣∣+ 2qLq

(
1 + kq

)
,

Lebesgue’s dominated convergence theorem implies that for any fixed number k,
the quantity

Cpkp−1E

[
sup
|y|≤k

∫ T

0

∣∣h�(u, y) − hn(u, y)
∣∣du

]

goes to 0 as n tends to infinity uniformly with respect to �. The proof will be
completed if we prove the convergence of R�

n. Using Hölder’s and Chebychev’s
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inequalities, we get

R�
n ≤

[
E
∫ T

0
1{(|yn

u |+|y�
u|)≥k} du

] (q−1)(p−1)
pq

×
[
E
∫ T

0

∣∣h�

(
u,yn

u

)− hn

(
u,yn

u

)∣∣ pq
q+p−1 |δyu|

p(p−1)q
q+p−1 du

] q+p−1
pq

≤ k(1−q)(p−1)2pq−1T
(q−1)(p−1)

pq

[
sup
n∈N∗

E
(

sup
t∈[0,T ]

(∣∣yn
u

∣∣)pq)] (q−1)(p−1)
pq

×
[
E
∫ T

0

∣∣h�

(
u,yn

u

)− hn

(
u,yn

u

)∣∣ pq
q+p−1 |δyu|

p(p−1)q
q+p−1 du

] q+p−1
pq

.

(A.13)

Remember that the above expectation is bounded uniformly w.r.t. n. Thus the first
term of the right-hand side of (A.13) is uniformly bounded. We have to control

(A.14) A�
n = E

∫ T

0

∣∣h�

(
u,yn

u

)− hn

(
u,yn

u

)∣∣ pq
q+p−1 |δyu|

p(p−1)q
q+p−1 du.

By Young’s inequality,

A�
n ≤ 2C sup

n∈N∗
E
(

sup
t∈[0,T ]

(∣∣yn
u

∣∣)pq)+ CE
∫ T

0

(∣∣f 0
u

∣∣p + ‖vu‖pq)du.

Thus A�
n remains bounded w.r.t. n and �. Collecting (A.11), (A.12), (A.13) with

(A.14), we deduce that there exists a constant C such that for any k and ε > 0,
there exists N such that for � ≥ N and n ≥ N

E

[
sup

t∈[0,T ]
|δyt |p +

(∫ T

0
|δzu|2 du

)p/2
+ [δm]p/2

T

]
≤ C

1

k(q−1)(p−1)
+ ε.

Since we can fix k large enough to ensure that the right-hand side is smaller than
2ε, we deduce the convergence result.

Step 2. We consider now the general BSDE (A.2), but with Condition (H′).
The Lipschitz approximation will be obtained by a fixed point argument in
Dp × Hp × Mp , arguing as in the proof of [10], Theorem 3.6, with straightfor-
ward modifications.

Step 3. For the more general growth condition H4, consider

fn(t, y, z) = (
f (t, y, z) − f (t,0,0)

) n

�(t) ∨ n
+ f (t,0,0).

Then fn is still Lipschitz continuous w.r.t. z, continuous and monotone w.r.t. y and
satisfies ∣∣fn(t, y,0) − fn(t,0,0)

∣∣ ≤ n�(t)

�(t) ∨ n

(
1 + |y|q) ≤ n

(
1 + |y|q).
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fn satisfies H4′ with Lq = n. Thus there is a sequence (yn, zn,mn) of solutions
for the BSDE with generator fn. As before let us define

δy = y� − yn, δz = z� − zn, δm = m� − mn.

Note that ∣∣f�

(
u,yn

u, zn
u

)− fn

(
u,yn

u, zn
u

)∣∣ ≤ (
�(u)1�(u)≥n∧�

)(
1 + ∣∣yn

u

∣∣q).
Young’s inequality implies that for any k > 0∣∣eαu[f�

(
u,yn

u, zn
u

)− fn

(
u,yn

u, zn
u

)]
φp(δyu)

∣∣
≤ eαu

pkp−1

(
�(u)1�(u)≥n∧�

)p(1 + ∣∣yn
u

∣∣q)p + k
p − 1

p
eαu|δyu|p.

Therefore, using Hölder’s inequality and Itô’s formula for 1 < p ≤ �p̄
�+p̄

and α >
p

(p−1)
L2

2 + k
p−1
p

, taking the expectation and leads to

c(p)

2
E
∫ T

0
eαu|δyu−|p−21δYu−�=0|δzu|2 du

+ c(p)E
∫ T

0
eαu|δyu−|p−21δyu−�=0d[δm]cu

+E
∑

0<u≤T

[∣∣δyu− + �(δm)u
∣∣p − |δyu−|p − pφp(δyu−)�(δm)u

]

≤ 1

pkp−1

(
E
∫ T

0
eαu(�(u)1�(u)≥n∧�

)pp̄/(p̄−p)
du

)(p̄−p)/p̄

×
(
E
∫ T

0
eαu(1 + ∣∣yn

u

∣∣q)p̄ du

)p/p̄

.

But for p ≤ p̄�
p̄+�

< p̄, we have pp̄/(p̄ − p) ≤ �. Hence the right-hand side of the
previous inequality goes to zero as � and n tend to +∞. Now we proceed as in
the proof of Proposition 3 in [28] and we deduce that the sequence (yn, zn,mm)

converges in Dp ×Hp ×Mp to (y, z,m). �

REMARK A.1. The condition p̄> �/(� − 1) is equivalent to 1 <
�p̄

�+p̄
.

• If H4′ holds, then � = +∞ and p = p̄.
• If everything is bounded (ξ and f 0

s ), then y is also bounded and we only need
� > 1.

Finally, let us recall a technical but crucial lemma, called Lemma A.2 in [37].
The result is the same, but the proof has to be modified since f is not Lipschitz
continuous in y anymore.
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LEMMA A.5. For any F-stopping times 0 ≤ r ≤ u ≤ τ ≤ T , any decreas-
ing sequence of F-stopping times (τn)n≥1 converging P-a.s. to τ and any F-
progressively measurable and right-continuous process V ∈ Dp̄q, if y(·,V.) de-
notes the first component of the solution to the BSDE with terminal condition V.

and some generator f satisfying (H), we have

lim
n→+∞E

[∣∣yu(τ,Vτ ) − yu(τn,Vτn)
∣∣] = 0.

PROOF. By classical stability result, for any κ < p, there exists a constant C

depending only on T , κ , L1 and L2 such that

E
[∣∣yu(τ,Vτ ) − yu(τn,Vτn)

∣∣] = E
[∣∣yu(τ,Vτ ) − yu

(
τ, yτ (τn,Vτn)

)∣∣]
≤ CE

[∣∣Vτ − yτ (τn,Vτn)
∣∣κ].

Compared to the proof of [37], Lemma A.2, we do not use the complete lineariza-
tion argument. But we strongly use the growth condition H4 with the a priori
estimate given in Lemma A.1. Indeed we only write that

yτ (τn,Vτn) = E

[
E
(∫ τn

τ
ζs dWs

)(
Vτn +

∫ τn

τ
f
(
s, ys(τn,Vτn),0

)
ds

)∣∣∣Fτ

]
.

Then

E
[∣∣yu(τ,Vτ ) − yu(τn,Vτn)

∣∣]
≤ CE

[
E
(∫ τn

τ
ζs dWP

s

)κ

|Vτ − Vτn |κ
]

+ CE

[
E
(∫ τn

τ
ζs dWs

)κ ∫ τn

τ

∣∣f (
s, ys(τn,Vτn),0

)∣∣κ ds

]
≤ CE

[
E
(∫ τn

τ
ζs dWs

)κ

|Vτ − Vτn |κ
]

+ CE

[
E
(∫ τn

τ
ζs dWs

)κ ∫ τn

τ

∣∣f (s,0,0)
∣∣κ ds

]
+ CE

[
E
(∫ τn

τ
ζs dWs

)κ ∫ τn

τ
�κ

s

(
1 + ∣∣ys(τn,Vτn)

∣∣q)κ ds

]
.

Since ζ is bounded (by L2), the Doléans–Dade exponential appearing above has
finite moments of any order. Now since we have an a priori estimate on y.(τn,Vτn)

in Dp̄q, uniformly in n, we argue as in [37] to conclude. �

A.3. Reflected BSDE with monotone driver. In this section, we extend the
results contained in [9], where the driver f is supposed to be Lipschitz continuous
w.r.t. y and z. One of the main contributions of [9] is the existence of a solution
for reflected BSDE in a general filtration, without quasi-left continuity condition.
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Here, we follow the same scheme but for monotone generators satisfying hypoth-
esis (H). Thus we do not give all details but we point out the differences.

Let us remark that our condition H4 on the growth of the driver f or the integra-
bility assumption C1 on the terminal value ξ and f 0 are not optimal, compared to
the conditions imposed in [24], for example (see also among others [25, 26, 31], for
reflected BSDE with monotone generator). This improvement of our result would
be quite long and is left for further research.

Estimates on supersolution. We first consider supersolution of the BSDE

(A.15) yt = ξ +
∫ T

t
f (u, yu, zu) du −

∫ T

t
zu dWu −

∫ T

t
dmu +

∫ T

t
dku.

The generator f satisfies Condition (H). Let us begin with some a priori estimates.
Here, we use the notation z � W to denote the stochastic integral of z w.r.t. W and

n = z � W + m − k, � = m − k.

LEMMA A.6 (Equivalent to Lemma 2.1 in [9]). Assume that the condition
(2.4) holds. For all α > 0, there exists a constant C depending only on L1, L2, p

and T such that

(A.16) ‖k‖p
Ip,α ≤ C

(∥∥e α
2 .y

∥∥p
Dp +∥∥e α

2 .(1+|y|q)∥∥p

Dp̄‖�‖p

Lp̂ +‖z‖p
Hp,α +∥∥f 0∥∥p

Hp,α

)
with

(A.17) p̂ = pp̄

(p̄− p)
≤ �.

Moreover, for any ε > 0, there exists α > 0 and Cε,α such that, if p ≥ 2,

‖y‖p
Hp,α + ‖n‖p

Mp,α

≤ ε
∥∥f 0∥∥p

Hp,α

+ Cε,α

[
‖ξ‖p

Lp + ∥∥eα.y
∥∥p
Dp + ∥∥(eα.y− � n

)
T

∥∥p
2

L
p
2

1p>2

+E

(∫ T

0
eαsφp(ys−) dks

)+
1p=2

]
.

(A.18)

and if p ∈ (1,2)

‖n‖p
Mp,α ≤ ε

∥∥f 0∥∥p
Hp,α

+ Cε,α

[
‖ξ‖p

Lp + ∥∥eα.y
∥∥p
Dp +E

(∫ T

0
eαsφp(ys−) dks

)+]
.

(A.19)
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PROOF. The arguments are similar to the proof of [9], Lemma A.1, and of the
estimate (2.9) in [9]. The inequality (A.19) is proved using Itô’s formula and the
arguments of [28], proof of Proposition 3, Step 2 to control the martingale terms.

�

From this lemma, we can copy the arguments in the proof of [9], Theorem 2.1,
and we deduce the following.

PROPOSITION A.1 ([9], Theorem 2.1). If (y, z,m, k) is a supersolution of
(A.15) in the space Dp̄q ×Hp ×Mp × I

p
+ with p̄ > �/(� − 1) then for any 1 < p ≤

�p̄
�+p̄

and for α large enough, there exists a constant C such that

‖z‖p
Hp,α + ‖m‖p

Mp,α + ‖k‖p
Ip,α

≤ C
(‖ξ‖p

Lp + ‖y‖p
Dp + ∥∥(1 + |y|q)∥∥p

Dp̄‖�‖p
L� + ∥∥f 0∥∥p

Hp,α

)
.

REMARK A.2. As in Lemma A.4 and Remark A.1, if � is bounded (Condi-
tion H4′), the result holds for p̄= p > 1. Note that C may depend on α.

The results of [9], Theorem 2.2, hold. More precisely, if we have two solutions
(yi, zi,mi, ki) ∈ Dp̄q × Hp̄ × Mp̄ × Ip̄+ of (A.15) with terminal condition ξ i and
generator f i , we define

δy = y1 − y2, δz = z1 − z2,

δm = m1 − m2, δk = k1 − k2,

δf (t,ω, y, z) = f 1(t,ω, y, z) − f 2(t,ω, y, z).

f 2 satisfies Conditions (H). Then for any α ≥ 0 and p satisfying (2.4), namely
1 < p ≤ �p̄

�+p̄
, there exists a constant C such that

‖δz‖p
Hp,α + ∥∥δ(m − k)

∥∥p
Mp,α

≤ C
(‖δξ‖p

Lp + ‖δy‖p
Dp + ‖δy‖

p
2 ∧(p−1)

Dp + ∥∥δf (
y1, z1)∥∥p

Hp,α

)
.

Here, the constant C depends on L1, L2, p, α and also on ‖�‖L� , ‖yi‖Dp ,
‖yi‖Dp̄q , ‖ξ i‖Lp , ‖f i(0,0)‖Hp,α for i = 1,2. To prove this inequality, we argue
as in the proof of [9], Theorem 2.2.

Application to reflected monotone BSDE. Now we study the reflected BSDE

(A.20) ỹt = ξ +
∫ T

t
f (u, ỹu, z̃u) du −

∫ T

t
z̃u dWu −

∫ T

t
dm̃u +

∫ T

t
dk̃u

with ỹt ≥ St and
∫ T

0 (ỹt−−St−)dk̃t = 0, P-a.s. (Skorokhod condition). S is a càdlàg
process such that S+ = S ∨ 0 belongs to Dp .
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Using again the linearization procedure (A.6) and the new probability measure
Q defined by (A.7), if (ỹ, z̃, m̃, k̃) is a solution, then

�tỹt = �T ξ +
∫ T

t
�sf

0
s ds +

∫ T

t
ζs�sz̃s ds −

∫ T

t
�sz̃s dWs

−
∫ T

t
�s dm̃s +

∫ T

t
�s dk̃s

with �t ỹt ≥ �tSt and
∫ T

0 (�u−ỹu− − �u−Su−) dk̃u = 0 a.s. Again the key point
is that for 0 ≤ s ≤ t ≤ T , 0 < �s/�t ≤ exp(L1(t − s)). As in [9], Proposition 3.1,
the following representation holds:

(A.21) �tỹt = esssup
τ∈Tt,T

EQ
[∫ τ

t
�sf

0
s ds + �T ξ1τ=T + �τSτ 1τ<T

∣∣∣Ft

]
.

Now we denote by (y, z,m) the unique solution of the BSDE (A.2) (or (A.15) with
k = 0).

yt = ξ +
∫ T

t
f (u, yu, zu) du −

∫ T

t
zu dWu −

∫ T

t
dmu.

From the comparison principle, a.s. for any 0 ≤ t ≤ T , ỹt ≥ yt . Let us begin with
two technical lemmas corresponding to [9], Propositions 3.2 and 3.3.

LEMMA A.7. For p > 1, if (ỹ, z̃, m̃, k̃) is a solution of (A.20), then

(A.22)

∥∥eα.ỹ
∥∥p
Dp ≤ Cα,L1,L2,T

[
‖ξ‖p

Lp + ∥∥S+∥∥p
Dp +E

(∫ T

0

∣∣f 0
s

∣∣ds

)p]
+ Ĉα,L1,T

∥∥eα.y
∥∥p
Dp .

Moreover, if we have two solutions (ỹi , z̃i , m̃i, k̃i) of the reflected BSDE (A.20)
with terminal condition ξ i , generator f i and barrier Si , then

(A.23)

∥∥eα.δỹ
∥∥p
Dp

≤ C̄α,L1,L2,T

[
‖δξ‖p

Lp + ‖δS‖p
Dp +E

(∫ T

0

∣∣δf (
s, ỹ1

s , z̃1
s

)∣∣ds

)p]
.

PROOF. Fix p > 1. Using the representation (A.21), for any α > 0, we ob-
tain

sup
t∈[0,T ]

(
eαt |ỹt |) ≤ eL1T sup

t∈[0,T ]
eαtEQ

(∫ T

0

∣∣f 0
s

∣∣ds + sup
u∈[t,T ]

S+
u + |ξ |

∣∣∣Ft

)
+ sup

t∈[0,T ]
(
eαt |yt |)
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≤ C sup
t∈[0,T ]

[
E

((∫ T

0

∣∣f 0
s

∣∣ds

)p

+ sup
u∈[t,T ]

(
S+

u

)p + |ξ |p
∣∣∣Ft

)]1/p

+ sup
t∈[0,T ]

(
eαt |yt |)

with C = Cp,L1,L2,T ,α . Using Doob’s inequality, we deduce (A.22).
The second point in [9], Proposition 3.2, is the stability of solutions for re-

flected BSDE. We assume that we have two solutions (ỹi , z̃i , m̃i, k̃i) of the re-
flected BSDE (A.20) with terminal condition ξ i , generator f i and barrier Si . The
functions f i satisfy Assumptions (H) and again we can assume that the mono-
tonicity constant L1 is nonpositive. Then (A.23) can be obtained with the same
proof. In fact, we only need that f 2 satisfies H3 with L1 ≤ 0. No particular con-
dition on L1 of the generator f 1 is used here. Hence [9], Proposition 3.2, again
holds under our setting. �

LEMMA A.8. If we have two solutions (ỹi , z̃i , m̃i, k̃i) of the reflected BSDE
(A.20) with terminal condition ξ i , generator f i and barrier Si , then

(A.24)
‖δz̃‖p

Hp,α + ∥∥δ(m̃ − k̃)
∥∥p
Mp,α

≤ ε
∥∥δf (

ỹ1, z̃1)∥∥p
Hp,α + Cα(‖δξ‖p

Lp + ‖δS‖p
Dp

)
,

where the constant Cα depends on L2, p, α, ε and ‖�‖p

Lp̂ , ‖ỹi‖p
Dp , ‖ỹi‖pq

Dpq ,
‖ξ i‖p

Lp , and ‖f i(0,0)‖p
Hp,α for i = 1,2 and p̂ is defined by (A.17).

PROOF. The arguments are the same as [9], Proposition 3.3. Indeed we can
use estimates (A.18) and (A.19) and the Skorokhod condition

(A.25) E

[∫ T

0
eαsφp(δỹs−) d(δk̃s)

]
≤ E

[∫ T

0
eαsφp(δSs−) d(δk̃s)

]
,

the function φp(x) = |x|p−1 sgn(x) being nondecreasing. We conclude using
Hölder’s inequality. �

The right-hand side of (A.24) is finite if we have the same condition as in
Lemma A.4.

PROPOSITION A.2 (Theorem 3.1 of [9]). Assume that ξ ∈ Lp̄q, S+ ∈ Dp̄q and
f 0 ∈ Hp̄q for some p̄ > 1 with p̄ > �/(� − 1). There exists a unique solution
(Y,Z,M,K) to the reflected BSDE (A.20) in Dp̄q × Hp × Mp × Ip for any p

such that

1 < p ≤ �p̄

� + p̄
< p̄.
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PROOF. Uniqueness is a direct consequence of estimates (A.23) and (A.24).
Without loss of generality, we can assume that L1 = 0. For the existence of a
solution, we proceed in several steps.

• Step 1. Assume that (H′) holds and that ξ , f 0 and S+ are bounded: there exists
a constant L∞ such that a.s.

(A.26) |ξ | + sup
t∈[0,T ]

∣∣f 0
t

∣∣+ sup
t∈[0,T ]

S+
t ≤ L∞.

Then the estimate of Proposition A.1 holds for any p > 1. We denote H∞ =⋂
e≥p̄qH

e. We proceed in two substeps.

� Substep i. Let us take V ∈ H∞ and we denote by g(t, y) the function f (t, y,Vt ).

The generator g satisfies the same condition (H′) as f , with g0 ∈ H∞. From [9],
Theorem 3.1, there exists a unique solution (ỹn, z̃n, m̃n, k̃n) ∈ Sp ×Hp ×Mp × I

p
+

to the reflected BSDE (A.20) where g is replaced by gn:

ỹn
t = ξ +

∫ T

t
gn

(
u, ỹn

u

)
du −

∫ T

t
z̃n
u dWu −

∫ T

t
dm̃n

u +
∫ T

t
dk̃n

u

with ỹn
t ≥ St and

∫ T
0 (ỹn

t− − St−)dk̃n
t = 0, P-a.s. Here, gn is defined as in [10] (see

equation (A.9)), that is by the convolution product

(A.27) gn(t, ·) = ςn ∗ (
�n+1g(t, ·)), t ∈ [0, T ],

where ς and � are the same as in the proof (Step 1) of Lemma A.4. This function
gn is globally Lipschitz w.r.t. y uniformly in t and ω with |gn(t,0)| ≤ |f 0

t | + 2Lq.
Moreover, for any (t,ω, y),

(A.28) ygn(t, y) ≤ (∣∣f 0
t

∣∣+ 2Lq

)|y|.
From (A.28), (A.21) and (A.22),

sup
n

sup
t∈[0,T ]

∣∣ỹn
t

∣∣ ≤ CLq,L∞,T < +∞.

Hence we consider only the case n ≥ CLq,L∞,T . Let us take n′ ≥ n ≥ CLq,L∞,T

and

δỹ = ỹn′ − ỹn, δz̃ = z̃n′ − z̃n, δm̃ = m̃n′ − m̃n, δk̃ = k̃n′ − k̃n.

We apply Itô’s formula to (δỹ)2 and since |ỹn
t | ≤ n ≤ n′, we use the local mono-

tonicity of gl and we obtain

|δỹt |2 +
∫ T

t
|δz̃u|2 du +

∫ T

t
d
[
δ(m̃ − k̃)

]
u

≤ 2
∫ T

t

[
g�

(
u, ỹn

u

)− gn

(
u, ỹn

u

)]
(δỹu−) du

− 2
∫ T

t
(δỹu−)δz̃u dWu − 2

∫ T

t
(δỹu−) d

(
δ(m̃ − k̃)

)
u.
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The Skorokhod condition implies that

E

[∫ T

t
eαu(δỹu−)d(δk̃)u

]
≤ E

[∫ T

t
eαu(δSu−)d(δk̃)u

]
= 0.

Since the set {δỹu �= δỹu−} is countable, classical arguments (using BDG inequal-
ity) imply that there exists a constant C = CLf ,L∞,T such that

E

[
sup

t∈[0,T ]
|δỹt |2 +

∫ T

0
|δz̃u|2 du +

∫ T

0
d
[
δ(m̃ − k̃)

]
u

]

≤ CE

[
sup

|y|≤C

∫ T

0

∣∣gn′(u, y) − gn(u, y)
∣∣du

]
.

We argue as in Step 1 of the proof of Lemma A.4 and we obtain that (ỹn, z̃n, μ̃n =
m̃n − k̃n) ∈D2 ×H2 ×M2 is a Cauchy sequence. But we also have

μ̃n′
t − μ̃n

t =
∫ t

0

(
gn′

(
u, ỹn′

u

)− gn

(
u, ỹn

u

))
du −

∫ t

0

(̃
zn′
u − z̃n

u

)
dWu

+ (
ỹn′
t − ỹn

t

)− (
ỹn′

0 − ỹn
0
)
.

Hence μ̃n converges also in D2. Arguing as step (iii) in the proof of [9], Theo-
rem 3.1, we deduce that the limit (ỹ, z̃, m̃, k̃) satisfies the reflected BSDE

(A.29) ỹt = ξ +
∫ T

t
f (u, ỹu,Vu) du −

∫ T

t
z̃u dWu −

∫ T

t
dm̃u +

∫ T

t
dk̃u

with ỹt ≥ St and
∫ T

0 (ỹt− − St−)dk̃t = 0, P-a.s. From Proposition A.1 with � =
+∞ and p̄ = +∞, we obtain for any p ≥ 1,

‖̃z‖p
Hp + ‖m̃‖p

Mp + ‖k̃‖p
Ip < +∞.

Hence for V ∈ H∞, we have a unique solution (ỹ, z̃, m̃, k̃) ∈ S∞×H∞×M∞×I∞
to (A.29).

� Substep ii. General case under boundedness conditions.

We use a fixed-point argument. Let (ỹ0, z̃0, m̃0, k̃0) = (0,0,0,0) and let (ỹn+1,

z̃n+1, m̃n+1, k̃n+1) ∈ D∞ ×H∞ ×M∞ × I∞ be the unique solution of the reflected
BSDE

ỹn+1
t = ξ +

∫ T

t
f
(
u, ỹn+1

u , z̃n
u

)
du −

∫ T

t
z̃n+1
u dWu −

∫ T

t
dm̃n+1

u +
∫ T

t
dk̃n+1

u

with ỹn+1
t ≥ St and

∫ T
0 (ỹn+1

t− − St−)dk̃n+1
t = 0, P-a.s. From our first substep, the

sequence is well defined. For any i, we denote

δỹn,i = ỹn+i − ỹn, δz̃n,i = z̃n+i − z̃n,

δm̃n,i = m̃n+i − m̃n, δk̃n,i = k̃n+i − k̃n
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and �̃n := m̃n − k̃n. We apply Itô’s formula to eαt |δỹn,i
t |2 with α = 1 + 2L1 + 2L2

2
and we use Young’s inequality to obtain

E
∫ T

0
eαu

∣∣δỹn,i
u

∣∣2 du +E
∫ T

0
eαu

∣∣δz̃n,i
u

∣∣2 du +E
∫ T

t
eαu d

[
δ�̃n,i]

u

≤ 1

2
E
∫ T

0
eαu

∣∣δz̃n−1,i
u

∣∣2 du.

Thus (ỹn, z̃n, �̃n) is a Cauchy sequence in H2 ×H2 ×M2, and using BDG inequal-
ity we will have convergence in D2 ×H2 ×M2. Then the conclusion follows by the
same arguments as in [9], Theorem 3.1. Then since (A.26) holds, from Lemmas
A.7 and A.8, we deduce that the limit is also in D∞ ×H∞ ×M∞ × I∞.

• Step 2. Assume that for some p̄ > �/(� − 1), ξ , f 0 and S+ are in Lp̄q ×Hp̄q ×
Dp̄q. We fix 1 < p ≤ �p̄/(� + p̄).

For any n ∈ N∗,

ξn = nξ

n ∨ |ξ | , Sn
t = nSt

n ∨ St

, fn(t, y, z) = (
f (t, y, z) − f 0

t

)+ nf 0
t

n ∨ |f 0
t | .

Then |fn(t,0,0)| = | nf 0
t

n∨|f 0
t | | ≤ n. We apply the result of Step 1: there exists a

unique solution (ỹn, z̃n, m̃n, k̃n) ∈ Dp̄q ×Hp ×Mp × Ip to the reflected BSDE

ỹn
t = ξn +

∫ T

t
fn

(
u, ỹn

u, z̃n
u

)
du −

∫ T

t
z̃n
u dWu −

∫ T

t
dm̃n

u +
∫ T

t
dk̃n

u

with ỹn
t ≥ Sn

t and
∫ T

0 (ỹn
t− − Sn

t−)dk̃n
t = 0, P-a.s. From Lemma A.7 and estimate

(A.22),

sup
n∈N

∥∥eα.ỹn
∥∥
Dp̄q < +∞.

Thus from Proposition A.1, the Hp ×Mp × Ip-norm of the sequence (̃zn, m̃n, k̃n)

is bounded uniformly w.r.t. n. We denote �̃ := m̃ − k̃, we take n ≤ n′, we define
again

δỹ = ỹn′ − ỹn, δz̃ = z̃n′ − z̃n, δm̃ = m̃n′ − m̃n,

δk̃ = k̃n′ − k̃n, δ�̃ = �̃n′ − �̃n.

We apply Itô’s formula for t ∈ [0, T ] and for α ≥ pL1 + p
(p−1)∧1L2

2 and by stan-
dard arguments and from (A.25) we have

eαt |δỹt |p + c(p)

2

∫ T

t
|δỹs−|p−21δỹs−�=0(δz̃s)

2 ds

+ c(p)

∫ T

t
|δỹs−|p−21δỹs−�=0 d[δ�̃]cs
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+ c(p)
∑

t<s≤T

eαs
∣∣�(δ�̃)s

∣∣2[|δỹs−|2 ∨ ∣∣δỹs− + �(δ�̃)s
∣∣2]p

2 −1

× 1|δỹs−|∨|δỹs−+�(δ�̃)s |�=0

≤ eαT |δξ |p + p

∫ T

t
eαuφp(δỹu−)

[
fn′

(
u, ỹn

u, z̃n
u

)− fn

(
u, ỹn

u, z̃n
u

)]
du

− p

∫ T

t
eαuφp(δỹu−)(δz̃u dWu + dδm̃u) + p

∫ T

t
eαuφp(δSu−) d(δk̃)u.

Since the Ip,α-norm of (k̃n) is bounded uniformly w.r.t. n, we deduce that there
exists a constant C such that∥∥eα.δỹn

∥∥
Dp + ∥∥eα.δz̃n

∥∥
Hp + ∥∥eα.δ(m̃ − k̃)n

∥∥
Mp

≤ C
(‖δξ‖Lp + ∥∥eα.δS

∥∥
Dp + ∥∥eα.δf 0∥∥

Hp

)
.

Note that the constant C depends in particular on ‖�‖Lp̂ which will be finite since
p̂ ≤ �. Thus we have a Cauchy sequence in Dp ×Hp ×Mp , and in Dp̄q×Hp ×Mp ,
which converges to (ỹ, z̃, ν̃). We argue as in the Step 1, (iii) of the proof of [9],
Theorem 3.1, to obtain the desired result. �

Remark A.1 also holds for this last result. In particular, if (H′) holds then p̄ = p.
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