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Determining the total variation mixing time of Kac’s random walk on the special orthogonal group SO(n) has been a long-standing open problem. In this paper, we construct a novel non-Markovian coupling for bounding this mixing time. The analysis of our coupling entails controlling the smallest singular value of a certain random matrix with highly dependent entries. The dependence of the entries in our matrix makes it not amenable to existing techniques in random matrix theory. To circumvent this difficulty, we extend some recent bounds on the smallest singular values of matrices with independent entries to our setting. These bounds imply that the mixing time of Kac’s walk on the group SO(n) is between $C_1 n^2$ and $C_2 n^4 \log(n)$ for some explicit constants $0 < C_1, C_2 < \infty$, substantially improving on the bound of $O(n^5 \log(n)^2)$ in the preprint of Jiang [Jiang (2012)]. Our methods may also be applied to other high dimensional Gibbs samplers with constraints, and thus are of independent interest. In addition to giving analytical bounds on the mixing time, our approach allows us to compute rigorous estimates of the mixing time by simulating the eigenvalues of a random matrix.
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1. Introduction. Mark Kac introduced a random walk on the sphere in his 1954 paper [39] as a model for a Boltzmann gas. In this paper, we study Kac’s walk on the special orthogonal group $\text{SO}(n)$, which was first introduced in a statistical context [27] and has been studied as a generalization of Kac’s walk on the sphere since [17] (see also, e.g., [8, 32, 35, 45, 46]).

Kac’s walk on $\text{SO}(n)$ is a discrete-time Markov chain $\{X_t\}_{t \in \mathbb{N}}$ that evolves as follows. Fix an ordering of the $N \equiv \frac{n(n-1)}{2}$ planes generated by two coordinates in $\mathbb{R}^n$ and choose $X_1 \in \text{SO}(n)$. For $t \in \mathbb{N}$, choose $1 \leq i_t \leq N$ and $\theta_t \in [0, 2\pi)$ uniformly at random and set

$$(1.1) \quad X_{t+1} = R(i_t, \theta_t)X_t,$$

where $R(i, \theta)$ denotes a rotation by the angle $\theta$ in the $i$th coordinate plane. If the $i$th coordinate plane is associated with the coordinate axes $1 \leq k < \ell \leq n$, $R(i, \theta)$ is an $n \times n$ matrix with entries

$$(1.2) \quad R(i, \theta)_{jj} = \cos(\theta), \quad j \in \{k, \ell\},$$

$$R(i, \theta)_{kk} = \sin(\theta), \quad R(i, \theta)_{\ell k} = -\sin(\theta),$$

$$R(i, \theta)_{jj'} = 1, \quad j \notin \{k, \ell\},$$

$$R(i, \theta)_{jj'} = 0, \quad j' \notin \{j, k, \ell\}.$$
If we write $X_t = [v_t^{(1)} v_t^{(2)} \ldots v_t^{(n)}]$, the law of $\{v_t^{(i)}\}_{t \in \mathbb{N}}$ is known as Kac’s walk on the sphere $S^{n-1}$. Physically, Kac motivated this random walk by considering $n$ particles in a one-dimensional box. He assumed that these particles were uniformly distributed in space, and the vector $v_t^{(i)}$ models the change in their velocities over time as collisions occur; the condition that $v_t^{(i)}$ be constrained to the sphere corresponds to the principle of conservation of energy. Understanding the mixing properties of this process is central to Kac’s program in kinetic theory (see [44] for a useful description of this program). Kac’s walks on the sphere and on $\mathrm{SO}(n)$ have attracted great attention and estimating their mixing times has been a long standing open problem (see Sections 1.1 and 1.2). Recently, in [47], the authors of this paper obtained a matching upper bound and lower bound for the mixing time of Kac’s walk in $S^{n-1}$, thus settling this problem up to a constant factor.

To state our main result, we recall some standard definitions. For measures $\nu_1, \nu_2$ on a measure space $(\Omega, \mathcal{F})$, the total variation distance between $\nu_1, \nu_2$ is given by

$$\|\nu_1 - \nu_2\|_{TV} = \sup_{A \in \mathcal{F}} (\nu_1(A) - \nu_2(A)).$$

We denote the distribution of a random variable $X$ by $\mathcal{L}(X)$ and write $X \sim \nu$ as a shorthand for $\mathcal{L}(X) = \nu$. For a Markov chain $\{X_t\}_{t \in \mathbb{N}}$ with unique associated stationary distribution $\nu$ on state space $\Omega$, we define the associated mixing profile by

$$\tau(\varepsilon) = \inf \left\{ t \in \mathbb{N} : \sup_{X_1 = x \in \Omega} \|\mathcal{L}(X_t) - \nu\|_{TV} < \varepsilon \right\}$$

and the mixing time by $\tau_{\text{mix}} = \tau(0.25)$.

Let $\mu$ denote the normalized Haar measure on $\mathrm{SO}(n)$. Our main result is the following bound on the mixing time of Kac’s walk on $\mathrm{SO}(n)$.

**Theorem 1.1.** Let $\{X_t\}_{t \geq 0}$ be a copy of Kac’s walk on $\mathrm{SO}(n)$. Then for all sequences $T = T(n) > 10^7 n^4 \log(n)$,

$$\limsup_{n \to \infty} \sup_{X_1 = x \in \mathrm{SO}(n)} \|\mathcal{L}(X_T) - \mu\|_{TV} = 0,$$

and for all sequences $T = T(n) < N$,

$$\liminf_{n \to \infty} \sup_{X_1 = x \in \mathrm{SO}(n)} \|\mathcal{L}(X_T) - \mu\|_{TV} = 1.$$

We have not tried to optimize the constant $10^7$ appearing in Theorem 1.1.
1.1. Motivations outside of physics. Kac’s random walk has been studied in a wide range of fields including computer science, statistics and numerical analysis. To our knowledge, the Markov chain that we call Kac’s walk on SO(n) was initially proposed in [27] as a Gibbs sampler targeting the Haar measure on SO(n). The problem of sampling from Haar measure on SO(n) was motivated by [33], but the walk itself has been suggested as a computationally efficient method for finding projections onto random small-dimensional subspaces [2]. Bounds on the mixing time of Kac’s walk are required to check that this approach is, in fact, computationally efficient.

Our analysis of Kac’s walk is also interesting as a worked example that belongs to several active areas of research. The Markov chains we study are a sequence of high-dimensional Gibbs samplers (see [10]). Despite three decades of extensive work in this area, there are few effective bounds on the mixing times of Gibbs samplers in high dimensions (see [16, 38] for an introduction to the large literature on this problem). Of the existing effective bounds on the mixing times of high-dimensional Gibbs samplers on continuous state spaces, almost all target distributions with support equal to a union of quadrants of $\mathbb{R}^n$ (e.g., [38]) or involve explicitly computing spectral information for the transition kernel (e.g., the analyses [32, 48, 50] of other random walks on SO(n)). Our analysis gives one of relatively few results for Gibbs samplers on a complicated sample space for which spectral information cannot easily be used. Some closely related papers are [41, 42] on Gibbs samplers on convex sets, as well as the papers [36, 53] directly motivated by the study of Kac’s walk on the sphere. There is also a large number of papers studying the mixing time of Markov chains on groups [15, 24, 32, 50, 51] using Fourier analysis and representation theory. Unlike these papers, we do not use Fourier analytic tools, and thus our methods are in principle generalizable to other Gibbs samplers in $\mathbb{R}^n$ for which spectral information is not available.

1.2. Previous work. The central question in the study of Kac’s walk is to determine the speed at which it converges to equilibrium. This question is somewhat vague, as it does not specify the metric under which convergence is to be measured. Early work focused on proving that the spectral gap of the chain was large. In [17], the authors showed that the spectral gap of the walk on SO(n) was at least order of $n^{-3}$. Janvresse first showed in [34] that the spectral gap of the walk on the sphere was exactly on the order of $n^{-1}$. Janvresse also showed in [35] that the spectral gap of the walk on SO(n) was on the order of $n^{-2}$. The exact spectral gap for both walks was found in [8], and the full spectrum was computed in [43]. Some of this work was generalized in [7]. Although these bounds imply a convergence rate for Kac’s walk in $L^2$, and a bound on the distance to stationarity in $L^2$ implies a bound on the total variance distance to stationarity, these bounds do not imply any bound at all on the total variation mixing time of Kac’s walk. This is because, when $\mathcal{L}(X_1)$ is concentrated at a point, the initial $L^2$ distance to stationarity is not finite.
Later work has focused on stronger metrics for convergence or more demanding versions of the problem. In [9], a very strong convergence condition as measured by entropy was discovered. These bounds, like the bounds relating to spectral gap, only imply convergence for sufficiently smooth initial distribution \( \mathcal{L}(X_1) \). In this note, we focus on convergence bounds that do not depend on the initial distribution \( \mathcal{L}(X_1) \). The first bound with this property was obtained [46], in which the authors showed a convergence time of order \( O(n^{2.5}) \) in the \( L^1 \) Wasserstein metric, and [45] improved this bound to \( O(n^2 \log(n)) \) in the stronger \( L^2 \) Wasserstein metric. This latter bound is tight up to factors of \( \log(n) \), and will be essential to our work. Related Wasserstein bounds have also been found in [12] for several similar models. However, a mixing bound in the Wasserstein metric does not directly imply any mixing bound in the total variation metric.

Thus the bounds obtained in [45, 46], despite their strength, do not give any information at all about the mixing time in total variation distance. The first bound on convergence in total variation was on the order of \( 4n^2 \) steps, obtained by Diaconis and Saloff-Coste in [17]. No progress was made on this problem until the recent unpublished work of Yunjiang Jiang [37], in which the author obtained a mixing bound of order \( n^5 \log^2(n) \).

Theorem 1.1 of our paper also implies a mixing bound on the order of \( n^4 \log(n) \) for Kac’s walk on \( \mathbb{S}^{n-1} \). This improves upon all bounds prior to the present author’s recent work [47], which shows matching upper and lower bounds on the order of \( n \log(n) \) for this walk. The papers [28, 32, 44, 48, 50] all study variants or projections of Kac’s walk on \( \text{SO}(n) \).

1.3. Our contributions. We have three main contributions: an order of magnitude improvement on the previous best bound for the convergence rate of Kac’s walk in the strong total variation metric, new bounds on the smallest singular values of certain random matrices with dependent entries, and a general approach to bounding the mixing times of Gibbs samplers on spaces that are not “rectangular”. Our method also gives a way to compute effective mixing bounds via simulation. We now give a broad overview of our approach, and its relationship to some previous work.

The upper bound of \( O(n^4 \log(n)) \) on the mixing time of Kac’s walk is proved by using the popular coupling technique: we run two copies \( \{X_t\}_{t \in \mathbb{N}}, \{Y_t\}_{t \in \mathbb{N}} \) of Kac’s walk, and study the first time \( \inf\{t \in \mathbb{N} : X_t = Y_t\} \) that they collide. Like many non-Markovian couplings (see, e.g., [13, 29, 47, 53]), the main idea is to construct a coupling in two passes: an initial Markovian coupling of “most” of the randomness in the chain, followed by a very general coupling of some “leftover” randomness. Our initial coupling is exactly the one constructed in [45]. Under this coupling, two copies of Kac’s walk mix in Wasserstein distance after after \( O(n^2 \log(n)) \) steps. Our contribution is in the construction and analysis of the second stage of the coupling.
The usual approach to converting a Wasserstein mixing bound for a high-dimensional Gibbs sampler to a total variation mixing bound is via a greedy coupling: one attempts to match more and more coordinates as time progresses. Unfortunately, this approach works poorly for Kac’s walk on $\text{SO}(n)$. Indeed, as the authors discuss in [47], the greedy approach does not even work in the simpler case of Kac’s walk on the sphere. Instead, we first imagine running two coupled copies of Kac’s walk $(\tilde{X}_t, \tilde{Y}_t)$ according to a coupling from [45]. These will act as “scaffolding” for our final coupling. We then construct an $N$-dimensional perturbation of this scaffold by adding a small amount of additional randomness at each of $N$ time steps. The key point here is that it turns out to be easier to analyze the coupling probability of our two chains by using the $N$ bits of randomness all at once, rather than analyzing the coupling probability of the individual coordinate at each step as done in [47]. Our approach is somewhat reminiscent of the “sprinkling” strategy used in random graph theory [3], which also involves coupling “most” random variables in an intuitive way and then carefully analyzing a small amount of “leftover” randomness.

We expect that a non-Markovian coupling with the properties described in Section A.3 should exist for any Gibbs sampler that satisfies certain rather weak technical conditions (see Section 10.2 for discussion), though we do not give a formal statement of a result of this form. We believe that a similar analysis should also be applicable for other constrained high-dimensional Gibbs samplers, with the main technical difficulties being a bound on the singular value of a certain random matrix (see Lemma 8.10) and certain continuity conditions (see Lemma 5.6). This is in stark contrast to our previous work [47] on Kac’s walk on the sphere, which used a similar approach that could not easily be extended.

Our simple results on random matrices in Section 8 are novel, giving bounds on the smallest singular values of random matrices with significant dependence between entries. These bounds are closely related to the results of [20, 22] on the smallest singular values of random matrices with independent entries, and give bounds that are qualitatively similar to [22].

In addition to giving asymptotic results on mixing times, our method allows us to numerically estimate the mixing time of Kac’s walk for fixed $n$ by simulating the singular values of a certain random matrix (see Section 10.3). This is useful for those interested in knowing the mixing time of a particular Gibbs sampler, and will generally give sharper results than our mathematical analysis. Note that estimating the mixing time of a Markov chain in this way is not trivial—a priori it is not obvious how to obtain any rigorous bounds on the mixing time of Kac’s walk by a finite computation; see, e.g., [11] for further discussion on estimating mixing times via simulation, and [52] for tests of weak mixing on $\text{SO}(n)$.

2. Preliminaries. We give notation that will be used throughout the paper, including a review of some important definitions and results from probability, differential geometry and the theory of Lie groups. For functions $f, g : \mathbb{N} \mapsto \mathbb{R}$, we write
\[ f = O(g) \text{ if } \limsup_{n \to \infty} \frac{|f(n)|}{|g(n)|} < \infty. \] We also write \( f = \Omega(g) \) if \( g = O(f) \) and we write \( f = \Theta(g) \) if both \( f = O(g) \) and \( f = \Omega(g) \). Finally, we write \( f = o(g) \) if \( \limsup_{n \to \infty} \frac{|f(n)|}{|g(n)|} = 0. \) Unless otherwise noted, the terms inside of such “big-O” notation should always be taken with respect to the problem dimension \( n \).

2.1. Coupling. Recall that a coupling of two probability measures \( \pi_1, \pi_2 \) on measure spaces \((\Omega_1, F_1), (\Omega_2, F_2)\) is a probability measure \( \Pi \) on the product space \((\Omega_1 \times \Omega_2, F_1 \otimes F_2)\) with marginals
\[
\Pi(A, \Omega_2) = \pi_1(A),
\]
\[
\Pi(\Omega_1, B) = \pi_2(B)
\]
for all \( A \in F_1 \) and \( B \in F_2 \) (where \( F_1 \otimes F_2 \) is the smallest \( \sigma \)-algebra containing \( F_1 \times F_2 \)). Although we define couplings in terms of measures, we sometimes slightly abuse notation and refer to a coupling of a pair of random variables \( X, Y \), possibly on different probability spaces. This should always be interpreted in the following way: we construct a measure \( \pi \) that is a coupling of the two measures \( \mathcal{L}(X), \mathcal{L}(Y) \) and replace the random variables \( X, Y \) with a new pair of random variables \((\tilde{X}, \tilde{Y}) \sim \pi \) on the same probability space.

In constructing our coupling, we sometimes have to combine two transition kernels (sometimes also called “probability kernels”). For a pair of transition kernels \( \mu : \Omega_1 \mapsto \Omega_2 \) and \( \nu : \Omega_2 \mapsto \Omega_3 \), we denote by \( \mu \otimes \nu : \Omega_1 \mapsto \Omega_2 \times \Omega_3 \) the “usual” combination of two probability kernels; see Lemma 1.38 of [40] and the discussion around it for a careful definition. Informally, for \( x \in \Omega_1 \) a sample \((X_2, X_3) \sim (\mu \otimes \nu)(x, \cdot) \) can be thought of as being obtained by first sampling \( X_2 \sim \mu(x, \cdot) \) and then sampling \( X_3 \sim \nu(X_2, \cdot) \). This informal description corresponds exactly to the precise definition when \( \Omega_1, \Omega_2, \Omega_3 \) are all finite and have the usual \( \sigma \)-algebras. Similarly, when \( \mu \) is a a measure on \( \Omega_1 \) and \( \nu : \Omega_1 \mapsto \Omega_2 \) is a transition kernel, we denote by \( \mu \otimes \nu \) the “usual” combined measure on \( \Omega_1 \times \Omega_2 \). Informally, a sample \((X_1, X_2) \sim \mu \otimes \nu \) can be thought of as being obtained by first sampling \( X_1 \sim \mu \) and then sampling \( X_2 \sim \nu(X_1, \cdot) \).

2.2. Random mapping representation of Kac’s walk. We recall the definition of a random mapping representation of a Markov chain. Let \( Q \) be the transition kernel of a time-homogenous Markov chain on measure space \((\Omega_1, F_1)\), let \((\Omega_2, F_2, \nu)\) be a probability space, and let \( Z \sim \nu \). We call a measurable function \( f : \Omega_1 \times \Omega_2 \mapsto \Omega_1 \) a random mapping representation of \( Q \) if it satisfies the equality
\[
P[f(x, Z) \in A] = Q(x, A)
\]
for all \( x \in \Omega_1 \) and all \( A \in F_1 \). We recall that it is possible to construct a Markov chain by its random mapping representation as follows. Let \( \{Z_t\}_{t \in \mathbb{N}} \) be a sequence
of i.i.d. random variables with common distribution $\nu$, and let $x \in \Omega_1$ be a starting point. Then the sequence $\{X_t\}_{t \in \mathbb{N}}$ defined by the recursion

\begin{align*}
X_1 &= x, \\
X_{t+1} &= f(X_t, Z_t)
\end{align*}

(2.1)

is a Markov chain with transition kernel $Q$ and starting point $X_1 = x$. If a Markov chain is constructed in terms of a random mapping, we call the associated sequence of i.i.d. random variables $\{Z_t\}_{t \in \mathbb{N}}$ the update sequence associated with $\{X_t\}_{t \in \mathbb{N}}$. Conversely, if $\{Z_t\}_{t=1}^T$ is a sequence of update variables for a random mapping representation $f$, we call the sequence $\{X_t\}_{t=1}^{T+1}$ defined in equation (2.1) the Markov chain associated with random mapping representation $f$ and update sequence $\{Z_t\}_{t=1}^T$.

Throughout, we denote by $\text{unif}(S)$ the uniform probability measure on a set $S$ when there is an obvious uniform measure on $S$, for example, when $S$ is finite, or $S$ inherits a natural measure from Haar or Lebesgue measure.

We use the following random mapping representation $F$ of Kac’s walk:

\begin{align*}
\Omega_1 &= \text{SO}(n), \\
\Omega_2 &= \mathcal{A} \equiv \{1, 2, \ldots, N\} \times [0, 2\pi), \\
\nu &= \text{Unif}(\mathcal{A}), \\
F(x, (i, \theta)) &= R(i, \theta)x,
\end{align*}

(2.2)

where $\Omega_1, \Omega_2$ are given their usual topologies, $\mathcal{F}_1, \mathcal{F}_2$ are the usual completions of the associated Borel $\sigma$-algebras on their respective spaces, and $N \equiv \frac{n(n-1)}{2}$ and $R$ are as defined following equation (1.1). For $T \in \mathbb{N}$, and vector

\begin{align*}
V &= (x, (i_1, \theta_1), \ldots, (i_T, \theta_T)) \in \text{SO}(n) \times \mathcal{A}^T,
\end{align*}

we define the iterated map $F_T : \text{SO}(n) \times \mathcal{A}^T \mapsto \text{SO}(n)^{T+1}$ by the recursion

\begin{align*}
F_T(V)[1] &= x, \\
F_T(V)[t+1] &= F(F_T(V)[t], (i_t, \theta_t)), \quad 1 \leq t \leq T.
\end{align*}

(2.3)

Finally, we denote by $K$ the transition kernel of Kac’s walk.

2.3. Lie groups and $\text{SO}(n)$. For $x, y \in \mathbb{R}^m$, we write $(x, y)$ for the Euclidean inner product and $\|x - y\|$ for the associated norm. We also use “0” as a shorthand for the vector $(0, 0, \ldots, 0) \in \mathbb{R}^m$. Denote by $M(n)$ the collection of $n \times n$ matrices with real valued entries. For $h \in M(n)$, let $h^\dagger$ denote its transpose. For a linear map $T : \mathbb{R}^k \mapsto \mathbb{R}^\ell$, define the operator norm

\begin{equation*}
\|T\|_{\text{Op}} = \sup_{\|v\|=1} \|Tv\|.
\end{equation*}
For elements $X_1, X_2, \ldots$ belonging to $SO(n)$, we use the convention

$$\prod_{s=1}^{t} X_s \equiv X_1 X_2 \cdots X_{t-1} X_t.$$ 

Note that the order of multiplication matters due to the noncommutativity. We write $\partial S$ for the usual topological boundary of any set $S$ (the relevant topology will always be clear from the context). For any smooth manifold $\mathcal{M}$ and any $x \in \mathcal{M}$, we denote by $T_x \mathcal{M}$ the tangent space of $\mathcal{M}$ at $x$. We will often identify $T_x \mathbb{R}^m$ with $\mathbb{R}^m$. For any pair of smooth manifolds $\mathcal{M}, \mathcal{N}$ and any smooth function $f : \mathcal{M} \mapsto \mathcal{N}$, we define for $p \in \mathcal{M}$ the usual associated derivative map $d f_p : T_p \mathcal{M} \mapsto T_{f(p)} \mathcal{N}$. We recall an explicit construction of the derivative $d f_p$. Fix $v \in T_p \mathcal{M}$ and let $\gamma : [0, 1] \to \mathcal{M}$ satisfy $\gamma(0) = p$, $\gamma'(0) = v$. Then

$$d f_p(v) = (f \circ \gamma)'(0).$$

The quantity $d f_p(v)$ is independent of the path $\gamma$ as long as $\gamma'(0) = v$. The rank of the linear map $d f_p$ is denoted by $\text{Rank}(d f_p)$.

Let $G$ be a Lie group $G$ with Lie algebra $\mathcal{G}$. For $a \in G$, let $L_a : G \mapsto G$ be the left multiplication map

$$L_a(g) = ag.$$ 

The exponential map, denoted by $\text{exp}$, maps $\mathcal{G}$ to $G$. When $G$ is a matrix group and $\mathcal{G}$ is identified with a subset of $M(n)$, the exponential map has the explicit form

$$(2.4) \quad \text{exp}(A) = \sum_{i=0}^{\infty} \frac{A^i}{i!}, \quad A \in \mathcal{G}$$

(see Section 1.1 of [1]). The Hilbert–Schmidt inner product on $M(n)$ is

$$\langle A, B \rangle_{\text{HS}} = \text{Tr}(A^* B),$$

where $\text{Tr}$ is the trace. The corresponding inner product is denoted by $\langle \cdot, \cdot \rangle_{\text{HS}}$.

Throughout the paper, we will use the convention that the addition of angles $\theta, \theta'$ is always done modulo $2\pi$, and that the distance between two angles is measured with respect to the usual metric on the torus with 0 curvature, rather than the usual metric on the line.

The Lie algebra $G = \mathfrak{so}(n)$ of $SO(n)$ is the set of $n \times n$ skew-symmetric matrices

$$\mathfrak{so}(n) = \{ h \in M(n) : h = -h^\dagger \}.$$ 

We denote by $D_{\text{HS}}$ the Riemannian metric on $SO(n)$ induced by the inner product $\langle \cdot, \cdot \rangle_{\text{HS}}$ on $\mathfrak{so}(n)$. We recall two important facts about the exponential map and this metric. Since $D_{\text{HS}}$ is a bi-invariant metric on $SO(n)$, we have that for any fixed $A \in \mathfrak{so}(n)$, sets of the form $\{ \text{exp}(t A) \}_{t \in \mathbb{R}}$ are geodesic paths with respect to the metric $D_{\text{HS}}$ (see, e.g., Corollary 1 of [18]). We also have that the exponential map is a surjective map from $\mathfrak{so}(n)$ to $SO(n)$ (see, e.g., Theorem 6.9.3 of [1]).
The Haar measure $\mu$ on $SO(n)$ is also induced by the inner product $\langle \cdot, \cdot \rangle_{HS}$. We denote by $P: SO(n) \mapsto so(n)$ the orthogonal projection operator into $so(n)$ with respect to the Hilbert–Schmidt norm, that is,
\[ P(g) = \arg \min_{A \in so(n)} \| g - A \|_{HS}. \]
We construct an orthonormal basis for $so(n)$ as follows. For $1 \leq i \leq N$, $R_i(\theta) \equiv R(i, \theta)$ [see equation (1.1)] is a map from the $N$-dimensional torus $T = [0, 2\pi)^N$ to $SO(n)$. Set
\[ a_i = \frac{1}{\sqrt{2}} dR_i(0) \in so(n). \]
The set $\{a_i\}_{1 \leq i \leq N}$ constitute an orthonormal basis in $so(n)$.

2.4. Key distance scales. Throughout the paper, the quantities $\phi_n$, $\varepsilon_n$ and $\omega_n$ will control the three distance scales that are key to our coupling proof. The quantity
\[ \phi_n = 4^{-5N} N^{-120N} \]
controls the scale on which a certain function “looks flat”. The quantity
\[ \varepsilon_n = \phi_n^{30} \]
will control the total amount of “injected randomness” available to our coupling. Finally,
\[ \omega_n = \varepsilon_n^{30} \]
controls the typical distance between the two Markov chains that we are trying to couple.

3. Proof strategy. We give an overview of the proof of Theorem 1.1. The basic plan is to directly construct and analyze, for any pair of starting positions $x, y \in SO(n)$ and large time $n^4 \log(n) \ll T \ll n^5$, a coupling of two random variables $X_{T+1} \sim K^{T+1}(x, \cdot)$, $Y_{T+1} \sim K^{T+1}(y, \cdot)$. The goal is for this construction to satisfy
\[ \mathbb{P}[X_{T+1} = Y_{T+1}] = 1 - o(1). \]

The most common approach to proving an inequality of the form (3.1) directly is to construct a coupling between two copies $\{X_t\}_{t \in \mathbb{N}}, \{Y_t\}_{t \in \mathbb{N}}$ of the Markov chain of interest and force more and more of their coordinates to agree over time. Unfortunately, because the moves of Kac’s walks occur on 1-dimensional slices of the $N$-dimensional curved space $SO(n)$, it is difficult to write down an explicit coupling that has this property. Instead of doing this, we build a two-step coupling: we begin with a standard coupling, due to Oliveira [45], that forces the two copies of Kac’s walk to become close; we then give a very nonexplicit but small perturbation of this coupling, which forces two copies to actually meet.

Below, we give an informal summary of the main ingredients of the proof.
• **Step 1: Construction of perturbed map.** For \( x \in SO(n) \) and \( \tilde{X}_{T+1} \sim K^T(x, \cdot) \), we construct a (random) family of small and smooth high-dimensional perturbations \( \{f_{A_x}(\cdot)\} \) of \( \tilde{X}_{T+1} \) on \( SO(n) \) that preserves the distribution of \( \tilde{X}_{T+1} \). More precisely, for any \( \delta \in [-\varepsilon, \varepsilon]^N \), \( f_{A_x}(\delta) \in SO(n) \) will satisfy
\[
\|f_{A_x}(\delta) - \tilde{X}_{T+1}\|_{HS} \lesssim \varepsilon_n, \quad \mathcal{L}(f_{A_x}(\delta)) = K^T(x, \cdot).
\]
See Definition 4.1 and Lemma A.1.

• **Step 2: Coupling and overlap.** Fix \( x, y \in SO(n) \) and let \( I_x = f_{A_x}([-\varepsilon_n, \varepsilon_n]^N) \) and \( I_y = f_{A_y}([-\varepsilon_n, \varepsilon_n]^N) \) be the (random) images of \( f_{A_x}, f_{A_y} \) on \( SO(n) \). For \( \varepsilon_n \ll 1 \), the maps \( f_{A_x}, f_{A_y} \) are approximately linear. Thus if \( \delta_x, \delta_y \) are sampled from \( \text{unif}([-\varepsilon_n, \varepsilon_n]^N) \), then \( f_{A_x}(\delta_x), f_{A_y}(\delta_y) \) are approximately uniformly distributed on \( I_x, I_y \). Thus, equality (3.2) and Taylor approximation at \( \delta_x, \delta_y = 0 \) suggests that
\[
\|K^T(x, \cdot) - K^T(y, \cdot)\|_{TV} \approx \frac{|I_x \cap I_y|}{\min(|I_x|, |I_y|)} \approx 1 - \frac{|\{f_{A_x}(0) \exp(J_x[-\varepsilon_n, \varepsilon_n]^N)\} \cap \{f_{A_y}(0) \exp(J_y[-\varepsilon_n, \varepsilon_n]^N)\}|}{(2\varepsilon_n)^N \min(|\det(J_x)|, |\det(J_y)|)},
\]
where \( J_x = df_{A_x}(0), J_y = df_{A_y}(0) \) are the Jacobians of \( f_{A_x}, f_{A_y} \) at 0. Thus
\[
\|K^T(x, \cdot) - K^T(y, \cdot)\|_{TV} \ll 1 \text{ as long as}
\]
\[
\|J_x - J_y\| + \|f_{A_x}(0) - f_{A_y}(0)\|_{HS} \ll \min(\sigma_1(J_x), \sigma_1(J_y)),
\]
where \( \sigma_1(J_x), \sigma_1(J_y) \) are the smallest singular values of \( J_x, J_y \); see Theorems 4.3 and 1.

• **Step 3: Bounds on singular values.** Using some ideas from random matrix theory, we show that \( \sigma_1(J_x), \sigma_1(J_y) \gtrsim n^{-n^2} \) with high probability; see Theorem 8.10.

• **Step 4: Using the contractive coupling.** The only remaining step is to have a coupling of \( (\tilde{X}_{T+1}, \tilde{Y}_{T+1}) \sim (K^T(x, \cdot), K^T(y, \cdot)) \) so that
\[
\|\tilde{X}_{T+1} - \tilde{Y}_{T+1}\|_{HS} \ll \|f_{A_x}(0) - f_{A_y}(0)\|_{HS} \ll n^{-n^2} \ll \min(\sigma_1(J_x), \sigma_1(J_y)).
\]
We use the contractive coupling from [45] to achieve the above.

Thus the main idea is to reduce the (highly nonlinear) problem of optimally coupling two copies of Kac’s walk to the (linear) problem of analyzing the singular values of a random matrix.

4. **Coupling inequality.** In this section, we prove a variant of the standard coupling inequality for Markov chains. We also construct some of the functions and measures that will be used to define our coupling.
4.1. Coupling inequality. We state and prove a coupling inequality. The following map defines a family of small perturbations of a single chain of Kac’s walk.

DEFINITION 4.1 (Perturbed map of Kac’s walk). Fix $T \in \mathbb{N}$ and a set of integers $S = \{s_1 < \cdots < s_N\}$ with $1 \leq s_1 < s_N < T$. Fix a sequence $I = \{i_1, \ldots, i_T\}$ with $i_t \in \{1, 2, \ldots, N\}$ and a sequence $\theta = \{\theta_1, \ldots, \theta_T\}$ with $\theta_t \in [0, 2\pi)$. Fix $x \in SO(n)$ and let

\begin{equation}
A = \{x, T, S, I, \theta\}.
\end{equation}

Define the maps $e_{A, t} : [0, 2\pi)^N \mapsto [0, 2\pi)$ by

\begin{equation}
e_{A, t}(\delta_1, \ldots, \delta_N) = \begin{cases}
\theta_t, & t \notin S, \\
\theta_t + \delta_t, & t = s_\ell \in S.
\end{cases}
\end{equation}

Define the map $f_A : [0, 2\pi)^N \mapsto SO(n)$ by

\begin{equation}
f_A(\delta_1, \ldots, \delta_N) = F_T(x, (i_1, e_{A, 1}), \ldots, (i_T, e_{A, T}))[T+1],
\end{equation}

where $F_T$ is the iterative map defined in (2.3). For an i.i.d. sequence $\delta_1, \ldots, \delta_N \sim \text{unif}[-\epsilon_n, \epsilon_n]$, define the following probability measure on $SO(n)$:

\begin{equation}
\mu_A = \mathcal{L}(f_A(\delta_1, \ldots, \delta_N)).
\end{equation}

REMARK 4.2. Since we perform addition modulo $2\pi$, for $\tilde{\theta} \sim \text{unif}(0, 2\pi)$, we have $\tilde{\theta} + \tilde{\delta} \sim \text{unif}(0, 2\pi)$ for any independent real valued random variable $\tilde{\delta}$. This fact is key to our use of the perturbed map in Definition 4.1 in constructing an alternative random representation of Kac’s walk (see Lemma A.1).

We use this map to state a coupling inequality. Fix $x, y \in SO(n)$, $T \in \mathbb{N}$. Define

\begin{equation}
\mathcal{B}_T = \{S \subset \{1, 2, \ldots, T\} : |S| = N\}
\end{equation}
to be the collection of size-$N$ subsets of $\{1, 2, \ldots, T\}$, and let $\mathcal{R} : \{1, 2, \ldots, N\}^T \mapsto \mathcal{B}_T$ be any map. Define the associated collection $\mathcal{G}_R$ of “good” sequences by

\begin{equation}
\mathcal{G}_R = \{\{j_t\}_{t=1}^T \in \{1, 2, \ldots, N\}^T : \{j_t\}_{t \in \mathcal{R}((j_t)_{t=1}^T)} = \{1, 2, \ldots, N\}\}.
\end{equation}

We will discuss our choice of $\mathcal{R}$ in Section 4.2.

For $I \in \{1, 2, \ldots, N\}^T$, we denote by $\nu_I$ any measure on $[0, 2\pi)^T \times [0, 2\pi)^T$ that is a coupling of two copies of $\text{unif}([0, 2\pi)^T)$; denote by $\kappa = \{\nu_I\}_{I \in \{1, 2, \ldots, N\}^T}$ this collection of couplings. We will discuss our choice of $\kappa$ in Section 4.3. Using this notation, we have the following.

THEOREM 4.3 (Coupling inequality). Let

\begin{equation}
(I, \Theta^{(x)}, \Theta^{(y)}) \sim \text{unif}(\{1, 2, \ldots, N\}) \otimes \kappa.
\end{equation}
Let \( S = \mathcal{R}(\mathcal{I}) \). Let \( \mathcal{A}_x = \{ x, T, \mathcal{S}, \mathcal{I}, \Theta^{(x)} \} \) and \( \mathcal{A}_y = \{ y, T, \mathcal{S}, \mathcal{I}, \Theta^{(y)} \} \) be as in equation (4.1), and let \( \mu_{\mathcal{A}_x}, \mu_{\mathcal{A}_y} \) be the associated (random) measures as given in equation (4.3). Then

\[
\| K^T(x, \cdot) - K^T(y, \cdot) \|_{TV} \leq \mathbb{E}[\| \mu_{\mathcal{A}_x} - \mu_{\mathcal{A}_y} \|_{TV} 1_{\mathcal{I} \in \mathcal{G}_R}] + \mathbb{P}[\mathcal{I} \notin \mathcal{G}_R],
\]

where the expectation is taken over the random choice of \((\mathcal{I}, \Theta^{(x)}, \Theta^{(y)})\).

**Proof.** The proof is deferred to Appendix A. □

**Remark 4.4.** It is not obvious that the expression on the right-hand side of inequality (4.5) exists. In particular, it is not obvious that the integrand \( \| \mu_{\mathcal{A}_x} - \mu_{\mathcal{A}_y} \|_{TV} 1_{\mathcal{I} \in \mathcal{G}_R} \) is measurable. We do not assume that this expression exists; its existence is part of the conclusion of Theorem 4.3.

In order to use Theorem 4.3, we must fix the function \( \mathcal{R} : \{1, 2, \ldots, N\}^T \mapsto \mathcal{B}_T \) and the collection of couplings \( \kappa = \{\nu_{\mathcal{I}}\}_{\mathcal{I} \in \{1, 2, \ldots, N\}^T} \). We describe our choices in the next two sections.

### 4.2. Choice of \( \mathcal{R} \)

In this section, we describe the function \( \mathcal{R} : \{1, 2, \ldots, N\}^T \mapsto \mathcal{B}_T \) for choosing the set \( S \).

**Definition 4.5 (Choice of marked times).** Fix constant \( Q > 0 \) and running time \( T > N \). Let \( \{i_t\}_{t \in \mathbb{N}} \) be a sequence with \( i_t \in \{1, 2, \ldots, N\} \). We inductively define the sequence \( \{s_\ell\}_{\ell=1}^N \) by setting

\[
s_1 = \min\{t \geq 1 : i_t = 1\},
\]

\[
s_{\ell+1} = \min\{t \geq s_\ell + Qn^2 \log(n) : i_t = \ell + 1\}.
\]

Define

\[
\mathcal{R}_{\text{marked}}([i_t]_{t=1}^T) = \begin{cases} 
\{s_1, \ldots, s_N\}, & \text{if } T \geq s_N + 1, \\
\{1, 2, \ldots, N\}, & \text{otherwise}.
\end{cases}
\]

Henceforth, we use the above choice of \( \mathcal{R}_{\text{marked}} \), with \( Q \gg 1 \) and \( T \approx n^4 \log(n) \). Requiring \( s_{\ell+1} - s_\ell \gtrsim n^2 \log(n) \) ensures that the chain mixes fairly well between times \( s_\ell \) and \( s_{\ell+1} \). This is crucial for our random matrix comparison arguments in Section 8, and in particular the bound (8.18). See Section 10.3 for a discussion of a different construction that we conjecture to give sharper bounds on the mixing time.
4.3. Choice of $\kappa$. We use a small modification of the contractive coupling described by Oliviera in [45] for the choice of $\kappa$. This coupling has the following properties.

**Lemma 4.6.** Fix $T \in \mathbb{N}$ and $x, y \in \text{SO}(n)$. There exists a collection of measures $\kappa = \{\nu_I\}_{I \in \{1, 2, \ldots, N\}^T}$ with the following properties. For

$$((i_t)_{t=1}^T, \{\theta_t^{(x)}\}_{t=1}^T, \{\theta_t^{(y)}\}_{t=1}^T) \sim \text{unif}(\{1, 2, \ldots, N\}^T) \otimes \kappa,$$

we have the following:

1. Marginally, both $((i_t, \theta_t^{(x)})_{t=1}^T$ and $((i_t, \theta_t^{(y)})_{t=1}^T$ are draws from $\text{unif}(\mathfrak{A}^T)$, where $\mathfrak{A}$ is as in (2.2).
2. Fix $0 < A < \infty$. For all $T > n^2(20A \log(n) - \log(\omega_n))$,

$$\mathbb{P}[\|X_{T+1} - Y_{T+1}\|_{\text{HS}} \leq n^{-5}\omega_n] \geq 1 - n^{-A}$$

holds, where $\{X_t\}_{t=1}^{T+1}, \{Y_t\}_{t=1}^{T+1}$ are the Markov chains associated to the random mapping representation (2.2), initial points $x, y$ and update sequences $\{(i_t, \theta_t^{(x)})\}_{t=1}^T, \{(i_t, \theta_t^{(y)})\}_{t=1}^T$.

**Proof.** This lemma essentially follows from the calculations in the proof of Theorem 1 of [45]. We give a summary of the results of [45] and how they imply this lemma in Appendix B.

5. Technical lemmas. We give a collection of general estimates that will be used throughout the paper. The proofs are deferred to Appendix C, and can be safely skipped on a first reading of this paper.

5.1. Matrix estimates. We use the following result repeatedly.

**Lemma 5.1.** Fix $k \geq 1$ and let $P_1, \ldots, P_k$ and $Q_1, \ldots, Q_k$ be two sequences of elements of $M(n)$. Then

$$\left\| \prod_{i=1}^k Q_i - \prod_{i=1}^k P_i \right\|_{\text{HS}} \leq \sum_{i=1}^k \left\| Q_i - P_i \right\|_{\text{HS}} \leq \prod_{\ell=i+1}^k P_{\ell} \right\|_{\text{Op}}.$$

We also have the elementary bound.

**Lemma 5.2.** Let $M_1, M_2$ be two $N$ by $N$ symmetric matrices. For a general matrix $M$, denote by $\sigma_1(M) \leq \sigma_2(M) \leq \cdots \leq \sigma_N(M)$ the ordered singular values of $M$. Assume that

$$\|M_1 - M_2\|_{\text{Op}} \leq \delta \sigma_1(M_1)$$
for some $0 < \delta < 1$. Then the determinants of $M_1, M_2$ satisfy
\[
\left| \frac{\det(M_2)}{\det(M_1)} - 1 \right| \leq N^2 \delta^N.
\]

Our next collection of bounds will require further notation. For fixed constant $c > 0$, fixed sequences $\theta_k, \tilde{\theta}_k \in [0, 2\pi)$, $R_k, \tilde{R}_k \in SO(n)$ and $a_k \in \mathfrak{so}(n)$, define the two functions $f : [-c, c]^N \mapsto SO(n)$ and $g : [-c, c]^N \mapsto SO(n)$:

\[
f(u_1, u_2, \ldots, u_N) = \prod_{k=1}^{N} R_k \exp((\theta_k + u_k) a_k),
\]

\[
g(v_1, v_2, \ldots, v_N) = \prod_{k=1}^{N} \tilde{R}_k \exp((\tilde{\theta}_k + v_k) a_k).
\]

For $1 \leq i + 1 < j \leq N$, define

\[
M_{i,j} = M_{i,j}(u_1, \ldots, u_N) \equiv \prod_{k=i+1}^{j-1} R_k e^{(\theta_k + u_k) a_k},
\]

for $1 \leq j + 1 < i \leq N$, define

\[
M_{i,j} = \prod_{k=j+1}^{i-1} R_k e^{(\theta_k + u_k) a_k},
\]

and for $1 \leq i < N$ define $M_{i,i+1} = M_{i+1,i} = \text{Id}$. The derivative map $d f : T_p[-c, c]^N \mapsto T_{f(p)}SO(n)$ in the direction $h = \sum_k h_k \frac{\partial}{\partial \theta_k}$ is

\[
d f_u(h) = \sum_{j=1}^{N} \prod_{k=1}^{j} R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=j}).
\]

We note that the functions $f, g$ are essentially of the same form as those given in equation (4.2), with small differences in notation that will make the expressions in this section simpler to work with [e.g., we combine the products of certain sequences of matrices of the form $R(i, \theta)$ into individual elements $R_k$, and explicitly write the remaining matrices of the form $R(i, \theta)$ in terms of elements of the Lie algebra $\mathfrak{so}(n)]$. We state two lemmas that bound various approximations related to $f$ and $g$.

**Lemma 5.3 (Closeness of tangent maps).** Let $f : [-c, c]^N \mapsto SO(n)$ be of the form given in equation (5.3). Assume that $c < N^{-3}$ and $\max_k |\theta_k - \tilde{\theta}_k| \leq c^2$, where $\theta_k, \tilde{\theta}_k \in [0, 2\pi)$ are as in equation (5.3). Then for all $u, v \in [-c, c]^N$ and all $h \in \mathbb{R}^N$ with $\|h\| \leq 1$,

\[
\| d f_u(h) - d f_v(h) \|_{HS} \leq 4N^2 c,
\]

\[
\| dL_{f(u)(f(u))^{-1}} d f_u(h) - d f_v(h) \|_{HS} \leq 8N^2 c.
\]
LEMMA 5.4 (Approximation by exponential map). Let \( f \) be of the form given in equation (5.3). Then for \( c < N^{-3} \),

\[
\| f(u) - f(0) \exp(dL_{f(0)}^{-1} df_0(u)) \|_{HS}^2 \leq 8N^2c^2.
\]

We need the following expression for the Jacobian of \( f \) and \( g \).

LEMMA 5.5 (Jacobian formula). Let \( f \) be the function defined in equation (5.3). For \( 1 \leq i < j \leq N \), define

\[
D_{i,j} = -\text{Tr}[a_iM_{i,j}R_ja_jR_j^{-1}M_{i,j}^{-1}];
\]

for \( 1 \leq j < i \leq N \), define

\[
D_{i,j} = D_{j,i}.
\]

Finally, set \( D_{i,i} = 1 \) for all \( 1 \leq i \leq N \) and let \( D \) be the matrix with entries \( \{D_{i,j}\} \). Then for all \( h = (h_1, \ldots, h_N) \in \mathbb{R}^N \setminus \{0\} \), \( h' = (h'_1, \ldots, h'_N) \in \mathbb{R}^N \setminus \{0\} \), and all \( u \in [-c, c]^N \),

\[
\langle df_u(h), df_u(h') \rangle_{HS} = \langle h, h' \rangle + \sum_{i \neq j} h_i h'_j D_{i,j} = h^\dagger Dh'.
\]

We next show that \( f \) is generally a diffeomorphism for \( c \) sufficiently small.

LEMMA 5.6. Let \( f \) be of the form given in equation (5.3) and assume that it satisfies

\[
\inf_{h \neq 0} \frac{\|df_0(h)\|}{\|h\|} \geq \phi_n, \quad \sup_{h \neq 0} \frac{\|df_0(h)\|}{\|h\|} \leq N.
\]

Then there exist constants \( 0 < C_0 < 1, N_0 < \infty \) such that the function \( f \) is a diffeomorphism whenever \( c < C_0n^{-6}\phi_n \) for all \( n > N_0 \) sufficiently large.

5.2. Probability estimates. We note that the “marked times” in Definition 4.5 are generally not too large.

LEMMA 5.7. Fix \( k \geq 2, Q \geq 1 \) and \( T > N[Qn^2\log(n)] + kN^2 \). Let \( s_N \) be defined as in Definition 4.5. Then, for all \( k \geq 2 \),

\[
P[s_N > T] \leq e^{-\frac{T}{n}}.
\]
6. Coupling argument. We now give a generic bound on the total variation distances appearing in equation (4.5), under the assumption that nothing “too bad” happened. This formalizes the heuristic calculation (3.3).

**Lemma 6.1 (Coupling construction).** Fix \( n \in \mathbb{N} \) and a constant \( 0 < C < \frac{\log(\omega_n)}{\log(\epsilon_n)} - 6 \). Fix \( T \in \mathbb{N} \), \( Q > 0 \), \( x, y \in SO(n) \), \( \mathcal{I} \in \{1, 2, \ldots, N\}^T \), \( S \in \mathcal{B}_T \) and two sets \( \Theta^{(x)}, \Theta^{(y)} \in [0, 2\pi)^T \). For \( z \in \{x, y\} \), let \( A_z = A(z, T, S, \mathcal{I}, \Theta^{(z)}) \) be defined as in Definition 4.1. Finally, let \( f = f_{A_x} \) and \( g = f_{A_y} \) be as defined following equation (4.1). Assume that

\[
\|f(0) - g(0)\|_{HS} \leq \omega_n n^{5+C}
\]

and that for \( w \in \{f, g\} \), we have for all \( \zeta \in [-c, c]^N \)

\[
\inf_{h \neq 0} \frac{2||dw_\zeta(h)||}{||h||} \geq \phi_n, \quad \sup_{h \neq 0} \frac{||dw_\zeta(h)||}{||h||} \leq N.
\]

For all \( n > N_0 \) sufficiently large, it is possible to couple two sequences of i.i.d. random variables \( U_1, \ldots, U_N \sim \text{unif}(-\epsilon_n, \epsilon_n) \) and \( V_1, \ldots, V_N \sim \text{unif}(-\epsilon_n, \epsilon_n) \) so that

\[
\mathbb{P}[f(U_1, \ldots, U_N) \neq g(V_1, \ldots, V_N)] = 513 N^2 \phi_n^{-1} \epsilon_n = o(1).
\]

**Proof.** By Lemma 5.4,

\[
\|f(p) - f(0) \exp(dL_{f(0)^{-1}} \circ df_0(p))\|_{HS} \leq 8N^2 \epsilon_N^2,
\]

\[
\|g(p) - g(0) \exp(dL_{g(0)^{-1}} \circ dg_0(p))\|_{HS} \leq 8N^2 \epsilon_N^2
\]

for all \( p \in (-\epsilon_n, \epsilon_n)^N \). For \( 0 < r < \infty \), define

\( \mathcal{H}_f(r) = \{f(0) \exp(dL_{f(0)}^{-1} \circ df_0(p)) : p \in [-r, r]^N\} \),

\( \mathcal{H}_g(r) = \{g(0) \exp(dL_{g(0)}^{-1} \circ dg_0(p)) : p \in [-r, r]^N\} \).

We claim the following.

**Proposition 6.2.** Fix a satisfying \( \frac{1}{2} \epsilon_n \leq a \leq 2 \epsilon_n \) and set

\[
u_1 = a - 32N^2 \phi_n^{-1} \epsilon_n^2,
\]

\[
u_2 = a + 32N^2 \phi_n^{-1} \epsilon_n^2.
\]

Then for all \( n > N_0 \) sufficiently large,

\( \mathcal{H}_f(\nu_1) \subset f([-a, a]^N) \subset \mathcal{H}_f(\nu_2) \),

\( \mathcal{H}_g(\nu_1) \subset g([-a, a]^N) \subset \mathcal{H}_g(\nu_2) \).
PROOF. Assume without loss of generality that \( f(0) = \text{Id} \). Fix \( p \in \partial([-a,a]^N) \). Since the exponential map is surjective (see, e.g., Theorem 6.9.3 of [1]), we can write \( f(p) = \exp(h) \) for some \( h \in \mathfrak{so}(n) \). By taking a solution \( h \) to \( f(p) = \exp(h) \) with small norm, we can also assume that \( \|h\|_{\text{HS}} \leq 2N^2\phi_n^{-1}\varepsilon_n \). Since \( df_0 \) has full rank, we can write \( h = df_0(q) \) for some \( q \). We calculate

\[
\|p - q\|_{\infty} \leq \|p - q\| \leq 2\phi_n^{-1}\|df_0(p) - df_0(q)\|_{\text{HS}}
\]

\[
= 2\phi_n^{-1}\|h - df_0(p)\|_{\text{HS}}
\]

\[
\leq 4\phi_n^{-1}\|\exp(h) - \exp(df_0(p))\|_{\text{HS}}
\]

\[
= 4\phi_n^{-1}\|f(p) - \exp(df_0(p))\|_{\text{HS}}
\]

\[
\leq 32N^2\phi_n^{-1}\varepsilon_n^2.
\]

The first line follows from inequality (6.2). The third line follows for \( n \) sufficiently large from a Taylor expansion and the fact that \( \varepsilon_n \ll n^{-4} \). The last line follows from inequality (6.3). This proves that if \( p \in \partial([-a,a]^N) \) and \( f(p) = \exp(df_0(q)) \), then \( q \notin [-u_1, u_1]^N \).

Thus we have shown \( f([-a,a]^N) \subset \mathcal{H}_f(u_1)^c \). Since \( f \) is a diffeomorphism (by Lemma 5.6) and a map between manifolds of the same dimension \( N \), this implies \( f(\partial([-a,a]^N)) = \partial f([-a,a]^N) \subset \mathcal{H}_f(u_1)^c \). Using the fact that both \( f \) and the exponential map are diffeomorphisms, the condition \( \partial f([-a,a]^N) \subset \mathcal{H}_f(u_1)^c \) together with the fact that \( f(0) \subseteq f([-a,a]^N) \cap \mathcal{H}_f(u_1) \neq \emptyset \), implies the containment condition \( \mathcal{H}_f(u_1) \subset f([-a,a]^N) \). This is exactly the left-hand side of the first containment condition (6.5).

To prove the right-hand side (6.5), essentially the same calculation shows that for any \( p = \exp(df_0(q)) \in f([-a,a]^N) \), we have \( q \in [-u_2, u_2]^N \). This immediately implies the right-hand side of the first containment condition (6.5).

The proof of the second containment condition (6.5) is identical, so this completes the proof of the proposition. \( \square \)

Since the exponential map is surjective and \( df_0 \) has full rank, there exists some \( h \) so that \( g(0) = L_{f(0)}\exp(dL_{f(0)^{-1}}df_0(h)) \). By the fact that the exponential map takes geodesics paths in the bi-invariant metric \( D_{\text{HS}} \) on \( \text{SO}(n) \) (see, e.g., Corollary 1 of [18]) and the assumption that \( \varepsilon_n = o(n^{-5}) \), followed by inequality (6.1), we have

\[
\|h\|_{\text{HS}} \leq D_{\text{HS}}(f(0), g(0)) \leq \|f(0) - g(0)\|_{\text{HS}} \leq \omega_n n^{5 + C}.
\]

We claim the following.

**PROPOSITION 6.3.** Fix \( a, u_1, \) and \( u_2 \) as in Proposition 6.2, and set

\[
v_1 = u_1 - 64N^2\phi_n^{-1}\varepsilon_n^2,
\]

\[
v_2 = u_2 + 64N^2\phi_n^{-1}\varepsilon_n^2.
\]
Then for all \( n > N_0 \) sufficiently large,

\[
\mathcal{H}_f(v_1) \subset \mathcal{H}_g(u_1) \subset \mathcal{H}_g(u_2) \subset \mathcal{H}_f(v_2).
\]

PROOF. We prove the left-most containment in (6.8) by contradiction. Assume this containment is not true. Then there exists \( \ell \in \mathcal{H}_f(v_1) \setminus \mathcal{H}_g(u_1) \). Write \( \ell = f(0) \exp(dL_{f(0)}^{-1} \circ df_0(p)) \) for some \( p \in [-v_1, v_1]^N \). By the local surjectivity of the exponential map, we can write \( \ell = g(0) \exp(dL_{g(0)}^{-1} \circ dg_0(q)) \) for some \( q \). Since \( \ell \notin \mathcal{H}_g(u_1) \), we have \( q \notin [-u_1, u_1]^N \). However, by essentially the same calculation as in (6.6) combined with inequality (6.7),

\[
\| p - q \|_\infty \leq \| p - q \| \leq 32N^2 \phi_n^{-1} \epsilon_n^2 + \omega_n n^{5+C} \leq 64N^2 \phi_n^{-1} \epsilon_n^2.
\]

Thus

\[
v_1 \geq \| p \|_\infty \geq \| q \|_\infty - 64N^2 \phi_n^{-1} \epsilon_n^2 > u_1 - 64N^2 \phi_n^{-1} \epsilon_n^2 = v_1.
\]

This is a contradiction, and so no such \( \ell \) exists. This completes the proof of the first containment relationship in (6.8). The second containment is trivial, and the third is proved in essentially the same way as the first. This completes the proof of the proposition. \( \square \)

Combining Propositions 6.2 and 6.3, we have

\[
f([-\epsilon_n, \epsilon_n]^N) \supset \mathcal{H}_g(a_1) \supset g([-a_2, a_2]^N),
\]

where \( a_1 = \epsilon_n - 256N^2 \phi_n^{-1} \epsilon_n^2 \) and \( a_2 = a_1 - 256N^2 \phi_n^{-1} \epsilon_n^2 \).

Let \( \rho_f \) and \( \rho_g \) denote the densities of \( \mathcal{L}(f(U_1, \ldots, U_N)) \) and \( \rho_g \) of \( \mathcal{L}(g(V_1, \ldots, V_N)) \). By Lemma 5.2,

\[
\left| \frac{\rho_g(p)}{\rho_f(q)} - 1 \right| \leq N^\frac{N}{2} \left( \frac{\| df_p - dg_q \|_\infty}{\sigma_1(df_p)} \right)^N
\]

uniformly in \( p \) (resp., \( q \)) in the range of \( f \) (resp., \( g \)).

By Lemma 5.3 and Assumption (6.2), \( \| df_p - dg_q \|_\infty \leq 32 \phi_n^{-1} N^2 \epsilon_n \), and so

\[
\left| \frac{\rho_g(p)}{\rho_f(q)} - 1 \right| \leq (32N^{2.5} \phi_n^{-1} \epsilon_n)^N \ll N^{-N}.
\]

Combining inequality (6.10) with the containment condition (6.9),

\[
\| \mathcal{L}(f(U_1, \ldots, U_N)) - \mathcal{L}(g(V_1, \ldots, V_N)) \|_{TV} \leq 1 - \frac{\mu(f([-\epsilon_n, \epsilon_n]^N) \cap g([-\epsilon_n, \epsilon_n]^N))}{\mu(g([-\epsilon_n, \epsilon_n]^N))} (1 + N^{-N})
\]

\[
\leq 1 - \frac{\mu(g([-a_2, a_2]^N))}{\mu(g([-\epsilon_n, \epsilon_n]^N))} (1 + N^{-N})
\]

(6.11)
2364 N. S. PILLAI AND A. SMITH

\[= 1 - \frac{(2a_2)^N}{(2\varepsilon N)^N} (1 + N^{-N})\]

\[\leq 1 - \frac{(2\varepsilon_n - 1024N^2\phi_n^{-1}\varepsilon_n^2)^N}{(2\varepsilon_n)^N} (1 + N^{-N})\]

\[\leq 513N^2\phi_n^{-1}\varepsilon_n = o(1).\]

This completes the proof of the lemma. □

7. Relating mixing times to singular values. In this section, we show that a bound on the smallest singular value of the Jacobian of the map \(f_A\) given in Definition 4.1 implies a bound on the mixing time of Kac’s walk.

Fix time \(T \in \mathbb{N}\) and function \(\mathcal{R} : \{1, 2, \ldots, N\}^T \mapsto \mathcal{B}_T\). Let \((i_t, \theta_t)_{t=1}^T \sim \text{unif}(\mathcal{B}_T)\), fix \(x \in \text{SO}(n)\) and then set \(A = \{x, T, \mathcal{R}(i_1), \ldots, i_T, \theta_T\}\). Finally, let \(f_A\) be as in equation A.1 and let \(D\) be the Jacobian of \(f_A\) at \((0, 0, \ldots, 0)\).

Define the critical scale

\[(7.1) \quad \psi_n = \min\{(2n)^{-30}, \sup\{r > 0 : P[\sigma_1(D) \leq r] < \frac{1}{\sqrt{n}}\}\},\]

where the probability is taken over the random variables \((i_t, \theta_t)_{t=1}^T\). Note that \(\psi_n = \psi_n(x, T, \mathcal{R})\) is a (deterministic) function of our choice of \(x, T\) and \(\mathcal{R}\). We now have the following bound on the mixing time of Kac’s walk.

**THEOREM 1** [Intermediate bound on the mixing time of Kac’s walk on \(\text{SO}(n)\)]. Let \(\{T_n\}_{n \in \mathbb{N}}, \{\mathcal{R}_n\}_{n \in \mathbb{N}}\) be sequences that satisfy:

1. for \((i_t, \theta_t)_{t=1}^T \sim \text{unif}(\{1, 2, \ldots, N\}), (7.2) \lim_{n \to \infty} \mathbb{P}[\mathcal{R}_n(\{i_t\}_{t=1}^T) \in \mathcal{G}_{\mathcal{R}_n}] = 1,

and

2. the bounds on the smallest singular values satisfy \(\psi_n \geq \phi_n \) for all \(x \in \text{SO}(n)\), and

3. the sequence of times satisfies \(T_n > n^2(40\log(n) - \log(\omega_n))\).

Then

\[\limsup_{n \to \infty} \sup_{X_{1:s} \in \text{SO}(n)} \|\mathcal{L}(X_{T_n}) - \mu\|_{TV} = 0.\]

**PROOF.** This will be a consequence of Theorem 4.3, Lemma 4.6 and Lemma 6.1. We will need to confirm that the conditions (6.1) and (6.2) of Lemma 6.1 are satisfied with high probability.
Fix \( y \in \text{SO}(n) \) and let \( (I, \Theta^{(x)}, \Theta^{(y)}) \sim \text{unif}([1, 2, \ldots, N]^T) \otimes \kappa \), where \( \kappa \) is as defined in Lemma 4.6. Let \( f_{A_i}, f_{A_j} \) be the usual associated maps as in equation (4.2). Let \( \mathcal{E}_1 \) be the event that either inequality (6.1) holds with constant \( C = 15 \), or \( R_n((i_1 \frac{T_n}{t_{i-1}}) \notin \mathcal{G}_{R_n} \). Applying Lemma 4.6,

\[
P[\mathcal{E}_1] = 1 - o(1)
\]
as \( n \) goes to infinity.

Next, let \( \mathcal{E}_2 \) be the event that inequality (6.2) holds. The first line of this inequality holds with probability at least \( 1 - \frac{1}{\sqrt{n}} \) by the definition (7.1) of \( \phi_n \). We claim that the second part of this inequality holds with probability 1. To see this, note that the entries of the matrix \( D \), as given by equation (5.6), satisfy

\[
|D_{i,j}| \leq 1.
\]
This implies \( \|D\|_{op} \leq \max_j \sum_j |D_{i,j}| \leq N \). Therefore,

\[
P[\mathcal{E}_2] = 1 - o(1).
\]

Next, let \( \mathcal{E}_3 = \{I \notin \mathcal{G}_{R_n} \} \). By assumption,

\[
P[\mathcal{E}_3] = o(1).
\]

By Theorem 4.3 and Lemma 6.1,

\[
\sup_{X_1=x \in \text{SO}(n)} \|\mathcal{L}(X_{T_n}) - \mu\|_{TV} \leq \sup_{x,y \in \text{SO}(n)} \|K_{T_n}(x, \cdot) - K_{T_n}(y, \cdot)\|_{TV}
\]

\[
\leq \mathbb{E}[\|\mu_{A_x} - \mu_{A_y}\|_{TV}1_{I \notin \mathcal{G}_{R_n}}] + \mathbb{P}[I \notin \mathcal{G}_{R_n}]
\]

\[
\leq (1 - P[\mathcal{E}_1]) + (1 - P[\mathcal{E}_2]) + P[\mathcal{E}_3] + o(1).
\]

Applying inequalities (7.4), (7.5) and (7.6) to this bound completes the proof. □

REMARK 7.1. This result is correct, with proof as stated, for any pair of sequences \( \{\phi_n, \omega_n\}_{n \in \mathbb{N}} \) with \( 0 < \omega_n < \phi_n^{30} < n^{-900} \). This is useful for the simulation discussion in Section 10.3.

8. Singular values of random matrices. The last ingredient in the proof of our upper bound on the mixing time of Kac’s walk is a lower bound on the smallest singular value \( \sigma_1(D) \) of the matrix \( D \) defined in equation (8.15). In this section, we use some ideas from random matrix theory to obtain the required bound.

The notation used in this section is essentially independent of the notation of the remainder of the paper, except where explicitly noted. This section begins by giving a generic bound on the smallest singular value of a random matrix whose entries have continuous but strongly dependant entries (see Section 8.1), then applies this bound to a simple random matrix \( D_\infty \) for which some exact calculations are possible (see Section 8.2), and finally compares the smallest singular value of
$D_\infty$ to that of the matrix $D$ defined in equation (8.15) (see Section 8.3). This argument gives us a lower bound on the constant $\psi_n$ that is defined in equation (7.1), and which has a critical role in the conclusion of Theorem 1.

We believe that the bounds in this section may be of independent interest, and so we give a brief overview of the results and their relationship to the existing literature. Our main abstract result, given in Lemma 8.3, is qualitatively similar to the main bound, Theorem 1.1, of [22]. In [22], the authors show that, if the diagonal entries $\{M[i, i]\}$ of a random matrix $M$ are independent and have distributions with densities uniformly bounded by a constant $C < \infty$, then $M$ cannot have a “very small” determinant. Their proof is essentially an inductive argument on the $k$ by $k$ upper submatrices $M_k \equiv \{M[i, j]\}_{1 \leq i, j \leq k}$: an analysis of the polynomial $\det(M_k + 1)$ shows that it cannot concentrate on any interval much smaller than $C^{-1} \det(M_k)$, which implies $\det(M_{k+1}) \gtrsim (Cn)^{-1} \det(M_k)$ for all $1 \leq k \leq n$ with moderately high probability.

Unfortunately, Theorem 1.1 of [22] does not apply in our situation for several reasons. Trivially, the matrices we are interested in are symmetric and have deterministic diagonals, and their off-diagonal entries are not independent. More importantly, the densities of the conditional distributions of the near-diagonal entries $M[k, k+1]$ given the “previous” entries $\{M[i, j]\}_{i < k}$ are sometimes concentrated on a very small interval. Our Lemma 8.3 relaxes the conditions of [22], allowing for symmetric matrices with dependant entries. Most importantly, it allows for the conditional distribution of the near-diagonal entries $M[k, k+1]$ to be concentrated on a small interval for some values of the previous entries, as long as it is not concentrated for most values of the previous entries. Like [22], our proof is a simple inductive argument. Our Lemma 8.4 gives a simple restatement of the main criterion of Lemma 8.3 when the conditional distributions of $M[k, k+1]$ have densities.

While Lemma 8.3 does give useful bounds for the random matrix $D$ of interest, it is difficult to obtain them directly. The main problem is that the densities of the conditional distributions of the near-diagonal entries $D[k, k+1]$ are extremely complicated and sometimes very large, and we see no plausible way to obtain useful bounds on them. To avoid this calculation, we define a closely related matrix $D_\infty$ for which we can find explicit and simple formulas for the required conditional densities (see Lemma 8.6). These calculations immediately imply that $D_\infty$ satisfies the conditions of Lemma 8.3, and it is straightforward to check that the nearby matrix $D$ must also satisfy the conditions of Lemma 8.3 with similar constants (see the proof of Lemma 8.10).

8.1. Bounds on determinant of random matrices. Let $M$ be an $n \times n$ symmetric random matrix with associated measurable space $(\Omega, \Sigma)$. Let $F_0$ denote the $\sigma$-algebra generated by the entries of $M$. For $1 \leq i \leq n - 1$, let $F_i$ be a $\sigma$-algebra under which $M[k, \ell]$ is $F_i$-measurable for all $(k, \ell)$ satisfying either $i \leq k$ and $i + 2 \leq \ell$, or $k = \ell \in \{i, i + 1\}$. Finally, let $\zeta_i \sim \mathcal{L}(M[i, i+1]|F_i)$. We make the following assumptions for the matrix $M$. 
ASSUMPTION 8.1.  1. The random variable $\zeta_i$ satisfies the anti-concentration bound

$$
\mathbb{P}\left[ \sup_{w \in \mathbb{R}} \sup_{\beta \in \mathbb{R}} \sup_{(\alpha, \varepsilon) \in \mathcal{R}(C)} \mathbb{P}\left[ |\alpha(\zeta_i)^2 + \beta \zeta_i - w| < \varepsilon |\mathcal{F}_i \right] < \frac{4C \sqrt{\varepsilon}}{\sqrt{\alpha}} + n^{-2}\right] > 1 - n^{-2}
$$

(8.1)

for some fixed $1 \leq C < \infty$, where

$$\mathcal{R}(C) = \{(\alpha, \varepsilon); \alpha > 0, \varepsilon \geq \frac{4C^2 n^4}{\alpha}\}.$$

2. We have

$$
\mathbb{P}\left[ |M[n, n]| < (4Cn)^{-4}\right] \leq \frac{1}{n^2}, \quad n \text{ odd.}
$$

(8.2)

$$
\mathbb{P}\left[ |M[n - 1, n - 1]M[n, n] - M[n - 1, n]|^2 < (4Cn)^{-4}\right] \leq \frac{1}{n^2}, \quad n \text{ even.}
$$

REMARKS 8.2. The assumption given by inequality (8.1) is often easy to verify in practice. For example, it holds if the conditional density $\rho_i$ of $\zeta_i$ is bounded by the constant $1 \leq C < \infty$ with high probability (see Lemma 8.4). The second part of Assumption 8.1 is often straightforward to check by hand.

Let $|M|$ denote the determinant of the matrix $M$.

LEMMA 8.3. For a matrix $M$ satisfying the hypotheses of Assumption 8.1,

$$
\mathbb{P}\left[ |M| < (4Cn)^{-4(n+1)}\right] \leq \frac{3}{n}
$$

for all $n \in \mathbb{N}$.

PROOF. For an $n \times n$ matrix $A$ and indices $1 \leq i, j \leq n$, denote by $A(i, j)$ the matrix obtained by removing the $i$th row and $j$th column from $A$, and $A(i, j),(k, \ell)$ the matrix obtained by removing the $i$th and $k$th rows and the $j$th and $\ell$th columns.

Let $m = \frac{n-1}{2}$ when $n$ is odd, and let $m = \frac{n}{2} - 1$ when $n$ is even. Let $M^{(1)} = M$. We inductively define $\{M^{(k)}\}_{k=1}^{m}$ by setting

$$
M^{(k+1)} = M_{(1,2),(2,1)}^{(k)}.
$$

Observe that $M^{(k)}$ is just the $(n - 2k + 2)$ by $(n - 2k + 2)$ lower right-hand submatrix of $M = M^{(1)}$. We define the events

$$
U_k = \left\{ |M^{(k)}|^2 > (4Cn)^{-4(m-k+2)} \right\},
$$

$$
V_k = \left\{ \sup_{w \in \mathbb{R}} \sup_{\beta \in \mathbb{R}} \sup_{(\alpha, \varepsilon) \in \mathcal{R}(C)} \mathbb{P}\left[ |\alpha(\zeta_{2k-1})^2 + \beta \zeta_{2k-1} - w| < \varepsilon |\mathcal{F}_{2k-1}\right] < \frac{4C \sqrt{\varepsilon}}{\sqrt{\alpha}} + n^{-2}\right\}.
$$
By definition, \( U_k \in F_{2k-2} \) and \( V_k \in F_{2k-1} \). We now expand the determinant of \( M^{(k)} \):

\[
|M^{(k)}| = -M^{(k)}[1, 2]M^{(k)}_{(1, 2)} + C_1
\]

(8.3)

\[
= -M^{(k)}[1, 2]M^{(k)}[2, 1]M^{(k)}_{(1, 2), (2, 1)} + M^{(k)}[1, 2]C_2 + C_1
\]

\[
= -M^{(k)}[1, 2]^2M^{(k+1)} + M^{(k)}[1, 2]C_2 + C_1,
\]

where

\[
C_1 = \sum_{1 \leq j \leq n, j \neq 2} (-1)^{j+1}M^{(k)}[1, j]M^{(k)}_{(1, j)},
\]

\[
C_2 = \sum_{3 \leq j \leq n} (-1)^j M^{(k)}[2, j]M^{(k)}_{(1, 2), (2, j)}.
\]

By assumption, \( C_1, C_2 \in F_{2k-1} \). Thus from equation (8.3) and choosing \( \varepsilon^2 = \frac{1}{16} C^{-4} n^{-8} |M^{(k+1)}|^2 \) and \( \alpha = |M^{(k+1)}| \) in equation (8.1), we obtain

\[
\mathbb{P}\left(|M^{(k)}|^2 < \frac{1}{16} C^{-4} n^{-8} |M^{(k+1)}|^2 \right| V_k) > 1 - \frac{2}{n^2}.
\]

(8.4)

Using equation (8.4), we deduce that

\[
\mathbb{P}[\bigcup_i U_i^c \cap U_{k+1} \cap V_k] = \mathbb{E}[1_{U_k^c} 1_{U_{k+1}} 1_{V_k}]
\]

\[
\leq \mathbb{E}[1_{U_k^c} |V_k, U_{k+1}]
\]

\[
\leq \frac{4C(4Cn)^{-2(m-k+2)}}{(4Cn)^{-2(m-k+1)}} + n^{-2} \leq 2n^{-2}.
\]

(8.5)

Using this inequality repeatedly, and defining \( V = \bigcup_i V_i \), we have

\[
\mathbb{P}[U_i^c] \leq \mathbb{P}[U_1^c \cap V] + \mathbb{P}[V^c]
\]

\[
\leq \mathbb{P}[U_1^c \cap V] + \frac{m^2}{n^2}
\]

\[
= \mathbb{P}[U_1^c \cap U_2 \cap V] + \mathbb{P}[U_1^c \cap U_2^c \cap V] + \mathbb{P}[V^c]
\]

\[
= \ldots
\]

\[
= \sum_{j=2}^m \mathbb{P}[U_1^c \cap \ldots \cap U_{j-1}^c \cap U_j \cap V] + \mathbb{P}[U_m^c] + \mathbb{P}[V^c]
\]

\[
\leq \frac{2m-1}{n^2} + \frac{1}{n^2} + \frac{m}{n^2} \leq \frac{3}{n},
\]

where the first few lines are repeated use of exact equalities and union bounds, and the three terms in the last line use, respectively, inequality (8.5), inequality (8.2) and the assumption in inequality (8.1) that \( \mathbb{P}[V^c] \leq n^{-2} \). This completes the proof.
We give a simple sufficient condition for the assumption given by inequality (8.1) to hold.

**Lemma 8.4 (Nonconcentration).** Define $f : \mathbb{R} \mapsto \mathbb{R}$ by

$$f(w) = \alpha w^2 + \beta w + \gamma$$

and let $W$ be a random variable with density $\rho$ satisfying $\sup_w \rho(w) < C < \infty$. Then for any $w \in \mathbb{R}$ and $\varepsilon > 0$,

$$\mathbb{P}[|f(W) - w| < \varepsilon] \leq \frac{4C\sqrt{\varepsilon}}{|\alpha|}.$$

**Proof.** Assume without loss of generality that $\alpha > 0$, and let $\eta$ be the density of $f(W)$. Fix $r \in \mathbb{R}$ and define the quantity

$$\Gamma = \Gamma(r) \equiv \frac{r}{\alpha} + \frac{\beta^2}{4\alpha^2} - \frac{\gamma}{\alpha}.$$

We have

$$\mathbb{P}[f(W) \leq r] = \mathbb{P}\left(\left(W - \frac{\beta}{2\alpha}\right)^2 \leq \Gamma\right) = \mathbb{P}\left(W \leq \frac{\beta}{2\alpha} + \sqrt{\Gamma}\right) - \mathbb{P}\left(W \leq \frac{\beta}{2\alpha} - \sqrt{\Gamma}\right).$$

Thus

$$\eta(r) = \frac{d}{dr} \mathbb{P}[f(W) \leq r] = \rho\left(\frac{\beta}{2\alpha} + \sqrt{\Gamma}\right) \frac{1}{2\alpha \sqrt{\Gamma}} + \rho\left(\frac{\beta}{2\alpha} - \sqrt{\Gamma}\right) \frac{1}{2\alpha \sqrt{\Gamma}} \leq \frac{1}{\alpha \sqrt{\Gamma}}.$$

Thus we have

$$\mathbb{P}[|f(W) - w| \leq \varepsilon] = \int_{w-\varepsilon}^{w+\varepsilon} \eta(r) dr \leq \frac{C}{\alpha} \int_{w-\varepsilon}^{w+\varepsilon} \frac{1}{\sqrt{\Gamma(r)}} dr \leq \frac{C}{\alpha} \int_{-\varepsilon}^{\varepsilon} \frac{1}{\sqrt{|r|}} dr \leq \frac{4C\sqrt{\varepsilon}}{\sqrt{|\alpha|}}.$$

This completes the proof of the bound. \(\square\)
We next show that the assumption given by inequality (8.1) remains true under small perturbations. For two probability measures \( \nu_1, \nu_2 \) on \( \mathbb{R}^d \), define the Wasserstein distance
\[
W_2(\nu_1, \nu_2)^2 = \inf_{(U, V) \in C, U \sim \nu_1, V \sim \nu_2} \mathbb{E}[\|U - V\|^2],
\]
where \( C \) is the set of all couplings on \( \mathbb{R}^d \times \mathbb{R}^d \) with marginal distributions \( \nu_1 \) and \( \nu_2 \).

Let \( M' \) be another \( n \times n \) symmetric random matrix, and let \( F'_i, \xi'_i \), etc. be defined analogously to \( F_i, \xi_i \). For fixed \( 1 \leq i \leq n \) and sequence \( \{m_{k, \ell}\}_{k, \ell \geq i+2} \), let \( G_i = G_i((m_{k, \ell})) \) be an event in the \( \sigma \)-algebra generated by \( \{M[k, \ell]\}_{k, \ell \geq i+2} \) on which
\[
M[k, \ell] = m_{k, \ell}, \quad k, \ell \geq i + 2.
\]
Let \( G'_i = G'_i((m_{k, \ell})) \) be defined analogously. We then have the following.

**Lemma 8.5.** Let the density \( \rho_i \) of \( \xi_i \) satisfies
\[
\mathbb{P}\left[ \sup_w \rho_i(w) > C \right] \leq \frac{1}{2n^5}
\]
for some fixed \( 1 \leq C < \infty \). Let \( M' \) satisfy (8.2) of Assumption 8.1 for this choice of \( C \). Assume that
\[
W_2(L(M[i, (i + 1) : n], L(M'[i, (i + 1) : n])|G_i))^2 \leq \delta < \frac{1}{8n^3(4Cn)^{-4}}.
\]
Then there exists a universal constant \( N_0 \) so that the determinant \( |M'| \) of \( M' \) satisfies
\[
\mathbb{P}[|M'| < (4Cn^3)^{-4(n+1)}] \leq \frac{3}{n}
\]
for all \( n > N_0 \).

**Proof.** We begin with a generic bound. Let \( U, V \in \mathbb{R} \) be two random variables, and define \( f : \mathbb{R} \mapsto \mathbb{R} \) by \( f(w) = \alpha w^2 + \beta w \) for some \( \alpha > 0, \beta \in \mathbb{R} \). Fix \( \varepsilon > 0 \).
Then
\[
\sup_{w \in \mathbb{R}} \mathbb{P}[|f(U) - w| < \varepsilon] = \sup_{w \in \mathbb{R}} \mathbb{P}[|\alpha U^2 + \beta U - w| \leq \varepsilon]
\leq \sup_{w \in \mathbb{R}} \mathbb{P}\left[U \in \left(w - \frac{\varepsilon}{\alpha}, w + \sqrt{\frac{\varepsilon}{\alpha}}\right)\right]
\leq \sup_{w \in \mathbb{R}} \mathbb{P}\left[V \in \left(w - \frac{\varepsilon}{4\alpha}, w + \sqrt{\frac{\varepsilon}{4\alpha}}\right)\right]
\]
(8.8)
\[
+ \mathbb{P}\left[ |U - V| > \sqrt{\frac{\varepsilon}{4\alpha}} \right] \\
\leq \sup_{w \in \mathbb{R}} \mathbb{P}\left[ V \in \left( w - \sqrt{\frac{\varepsilon}{4\alpha}}, w + \sqrt{\frac{\varepsilon}{4\alpha}} \right) \right] \\
+ \frac{4\alpha}{\varepsilon} W_2(\mathcal{L}(U), \mathcal{L}(V))^2.
\]

By equation (8.6) and Lemma 8.4, Assumption 8.1 is satisfied by the matrix \( M \). For \( \varepsilon, f \) as above, equation (8.8) then implies
\[
\sup_{w \in \mathbb{R}} \mathbb{P}\left[ f(M'[i, i + 1]) \in [w - \varepsilon, w + \varepsilon] | \mathcal{G}'_i \right] \\
\leq \sup_{w \in \mathbb{R}} \mathbb{P}\left[ f(M[i, i + 1]) \in [w - \varepsilon, w + \varepsilon] | \mathcal{G}'_i \right] \\
+ \frac{4\alpha}{\varepsilon} W_2(\mathcal{L}(M[i, i + 1 : n]) | \mathcal{G}_i), \mathcal{L}(M'[i, i + 1 : n]) | \mathcal{G}'_i \right)^2 \\
\leq \frac{1}{2n^5} + \frac{4C\sqrt{\varepsilon}}{\alpha} + \frac{4\alpha}{\varepsilon} W_2(\mathcal{L}(M[i, i + 1 : n]) | \mathcal{G}_i), \mathcal{L}(M'[i, i + 1 : n]) | \mathcal{G}'_i \right)^2 \\
\leq \frac{1}{2n^5} + \frac{4C\sqrt{\varepsilon}}{\alpha} + \frac{4\alpha\delta}{\varepsilon},
\]

where the first term in the second-last line comes from inequality (8.6) and the other terms come from an application of Lemma 8.4, and where the last line comes from inequality (8.7). This bound implies
\[
\mathbb{E}\left[ \sup_{w \in \mathbb{R}} \mathbb{P}\left[ f(M'[i, i + 1]) \in [w - \varepsilon, w + \varepsilon] | \mathcal{F}_i', \mathcal{G}'_i \right] \right] \\
\leq \frac{1}{2n^5} + \frac{4C\sqrt{\varepsilon}}{\alpha} + \frac{4\alpha\delta}{\varepsilon} \leq \frac{1}{n^5} + \frac{4C\sqrt{\varepsilon}}{\alpha}.
\]

By Markov’s inequality, this implies
\[
\mathbb{P}\left[ \sup_{w \in \mathbb{R}} \mathbb{P}\left[ f(M[i, i + 1]) \in [w - \varepsilon, w + \varepsilon] | \mathcal{F}_i', \mathcal{G}'_i \right] > n^2 \left( n^{-5} + \frac{4C\sqrt{\varepsilon}}{\alpha} \right) \right] \leq n^{-2}.
\]

Thus \( M' \) satisfies Assumption 8.1 with constant \( \tilde{C} = n^2 C \). Applying Lemma 8.3 now completes the proof. \( \Box \)

### 8.2. Bounding the smallest singular value of \( D_\infty \)

In this section, we define a specific random matrix \( D_\infty \), and show that it satisfies the requirements of Lemma 8.3. Define the \( n \)-sphere
\[
S^{(n-1)} = \left\{ w \in \mathbb{R}^n : \sum_{i=1}^{n} w[i]^2 = 1 \right\}.
\]

Denote the Euclidean inner product by \( \langle \cdot, \cdot \rangle \). We begin with the technical lemma.
LEMMA 8.6 (Conditional densities on spheres). Fix $0 \leq k \leq n - 2$. Let $W, v_1, \ldots, v_{n-1} \sim \text{Unif}(S^{n-1})$ be i.i.d. For $0 \leq k \leq n - 2$, let $\mathcal{G}_k$ be the $\sigma$-algebra generated by $\langle W, v_1 \rangle, \ldots, \langle W, v_k \rangle$ and $v_1, \ldots, v_{n-1}$. Let $Z \sim \mathcal{L}(\langle W, v_{n-1} \rangle | \mathcal{G}_k)$, and let $\rho$ be the density of $Z$. We have

$$\mathbb{P}\left[ \sup_z \rho(z) > n^{20} \right] \leq n^{-2}$$

for all $n > N_0$ sufficiently large, uniformly in $0 \leq k \leq n - 2$.

**Proof.** We first prove the claim for $k = n - 2$, the maximum value. Let $\mathcal{F} = \mathcal{G}_{n-2}$. We can write down the dependence of $\sup_z \rho(z)$ on $\mathcal{F}$ explicitly. Let $H = \text{span}(v_1, \ldots, v_{n-2})$ be the hyperplane spanned by $v_1, \ldots, v_{n-2}$. Let $\mathcal{P}_H : \mathbb{R}^n \mapsto H$ be the operator associated with orthogonal projection onto $H$, and define

$$v^0 = \mathcal{P}_H(v_{n-1}),$$
$$v^+ = v_{n-1} - \mathcal{P}_H(v_{n-1}).$$

We note that $\langle W, v^0 \rangle$ and $v^+$ are both $\mathcal{F}$-measurable. Let $W_H = \|\mathcal{P}_H W\|^2$. The random variable $W_H$ is also $\mathcal{F}$-measurable.

Let $Z^+ = \langle W, v^+ \rangle$, so that

$$\mathcal{L}(Z) = \mathcal{L}(Z^+ + \langle W, v^0 \rangle | \mathcal{G}_k).$$

Let $W' = \|v^+\|\sqrt{1 - W_H}\|S\|$, where $S \sim \text{Unif}(S^{(1)})$. Then $Z^+ \overset{D}{=} W'[1]$. Thus the density $\rho^+$ of $Z^+$ satisfies

$$\rho^+(z) = \frac{2}{\pi} \frac{\sqrt{\|v^+\|^2(1 - W_H) - z^2}}{\|v^+\|^2(1 - W_H)}$$
$$\leq \frac{2}{\pi} \frac{1}{\sqrt{\|v^+\|^2(1 - W_H)}}.$$

By equation (8.9) and the fact that $\langle W, v^0 \rangle \in \mathcal{F}$, it follows that

$$\sup_z \rho(z) = \sup_z \rho^+(z) \leq \frac{2}{\pi} \frac{1}{\sqrt{\|v^+\|^2(1 - W_H)}}.$$

Thus, to complete the proof, it suffices to bound $\frac{1}{\sqrt{\|v^+\|^2(1 - W_H)}}$ with high probability.

First, we bound $1 - W_H$. Since $W_H = \|\mathcal{P}_H W\|^2$ where $W \sim \text{Unif}(S^{(n-1)})$ and $H$ is an independently and randomly chosen hyperplane of dimension $n - 2$, we can
assume without loss of generality that \( H = \{ w \in \mathbb{R}^n : w[n-1] = w[n] = 0 \} \). Thus

\[
\begin{align*}
P[1 - W_H \leq n^{-20}] &= P[1 - W[1]^2 - \ldots - W[n-2]^2 \leq n^{-20}] \\
&= P[W[n-1]^2 + W[n]^2 \leq n^{-20}] \\
&= O(n^{-15}).
\end{align*}
\] (8.11)

By exactly the same reasoning, we deduce that

\[
P[\|v^+\|^2 \leq n^{-5}] = P[W[n]^2 \leq n^{-20}] = O(n^{-15}).
\] (8.12)

Combining inequalities (8.11) and (8.12) with inequality (8.10), we conclude that

\[
P[\sup_z \rho(z) > n^{-20}] = O(n^{-15}).
\]

This completes the proof of the lemma. □

Let \( P_1, \ldots, P_N \) be i.i.d. draws from the Haar measure on \( \text{SO}(N) \). Define a symmetric \( N \times N \) matrix \( D_\infty \) by

\[
D_\infty[i, i] = 1,
\]

\[
D_\infty[i, j] = -\text{Tr}\left[a_i \left( \prod_{\ell = i+1}^j P_\ell \right) a_j \left( \prod_{\ell = i+1}^j P_\ell \right)^{-1}\right], \quad i < j,
\]

\[
D_\infty[i, j] = D_\infty[j, i], \quad i > j.
\] (8.13)

For \( i < j \), let \( P_{i,j} = \prod_{\ell=i+1}^j P_\ell \). We note that, for \( 1 \leq i < j \leq n \),

\[
D_\infty[i, j] = -\text{Tr}[a_i P_{i,j}a_j (P_{i,j})^{-1}].
\]

**Remark 8.7.** The matrix \( D_\infty \) has two useful properties. First, the appearance of the Haar measure in the definition of \( D_\infty \) means that it is easier to make exact calculations involving the entries of \( D_\infty \) than those of \( D \). Second, \( D_\infty \) is “close” to \( D \), and so bounds on \( D_\infty \) can easily be transferred to bounds on \( D \). More precisely, Theorem 1 of [45] implies that the entries of \( D \) converge to those of \( D_\infty \) as \( Q \) goes to infinity. The \( \Theta(n^2 \log(n)) \) scaling of the lower bound \( s_{i+1} - s_i \geq Qn^2 \log(n) \) in Definition 4.5 was chosen so that we could guarantee that \( D \) and \( D_\infty \) must be close in distribution.

For \( 1 \leq i < N \), we define \( \mathcal{F}_i \) to be the \( \sigma \)-algebra generated by the matrices \( \{P_j\} \) and the inner products \( \{-\text{Tr}[a_i P_{i,j}a_j (P_{i,j})^{-1}]\} \) for \( j > i + 1 \).
Lemma 8.8. The matrix $D_\infty$ and $\sigma$-algebras $\{\mathcal{F}_i\}_{1 \leq i < n}$ given above satisfy Assumption 8.1 with

$$C = N^{20}$$

for all $N > N_0$ sufficiently large. Thus for all $N > N_0$ sufficiently large,

$$\mathbb{P}[|D_\infty| < (4N^{21})^{-4(N+1)}] \leq \frac{3}{N}.$$ 

Proof. We make some initial observations. Let

$$\mathcal{G}_n = \{a \in \mathfrak{so}(n) : \|a\|_{HS} = 1\},$$

and define the bijection $\mathcal{M} : \mathcal{G}_n \mapsto S^{(N-1)}$ by

$$\mathcal{M}(a) = (\langle a, a_1 \rangle_{HS}, \ldots, \langle a, a_N \rangle_{HS}).$$

We note that, if $P \sim \mu$ [the Haar measure on $SO(n)$] and $a \in \mathcal{G}_n$, then

(8.14) $$\mathcal{M}(PaP^{-1}) \sim \text{unif}(S^{(N-1)}).$$

We first prove inequality (8.2). When $N$ is odd, this is trivial. When $N$ is even, we let $W \sim \text{unif}(S^{(n-1)})$. By equation (8.14), we have that $D_\infty[N, N] - D_\infty[N-1, N-1] \sim W[1]$, so


$$= \mathbb{P}[|1 - W[1]| < (4N^6)^{-4}]$$

$$= O(N^{-3}).$$

We next prove inequality (8.1). Observe that:

1. $P_{i+1}$ is independent of $\{P_j\}_{j > i+1}$.
2. By equality (8.14), the vectors $\{\mathcal{M}((P_{i+2} \cdots P_j)a_j(P_{i+2} \cdots P_j)^{-1})\}_{j > i+1}$ are i.i.d. choices from the sphere $S^{(N-1)}$, and the entries $\{D_\infty[i, j]\}_{j > i+1}$ are inner products of these vectors with $\mathcal{M}(a_i)$:

$$D_\infty[i, j + 1] = -\text{Tr}\left[a_i \left(\prod_{\ell=i+1}^{j} P_{\ell}\right) a_j \left(\prod_{\ell=i+1}^{j} P_{\ell}\right)^{-1}\right]$$

$$= -\langle \mathcal{M}(a_i), \mathcal{M}((P_{i+2} \cdots P_j)a_j(P_{i+2} \cdots P_j)^{-1})\rangle.$$

3. Combining the previous two observations, the distribution of

$$Z \sim \mathcal{L}(-\langle \mathcal{M}(a_i), \mathcal{M}(P_{i+1}a_{i+1}P_{i+1}^{-1})\rangle|\mathcal{F}_i)$$

satisfies the hypotheses of Lemma 8.6.
Thus, by Lemmas 8.4 and Lemma 8.6, the matrix $D_\infty$ satisfies inequality (8.1) of Assumption 8.1 with constant $C = N^{20}$. The conclusion follows immediately from Lemma 8.3. This completes the proof. □

We apply our results to obtain a bound on the smallest singular value of $D_\infty$.

**Lemma 8.9 (Smallest singular values of $D_\infty$).** Let $D_\infty$ be the matrix defined as in (8.13), and let $\sigma_1(D_\infty) \leq \sigma_2(D_\infty) \leq \cdots \leq \sigma_N(D_\infty)$ be its singular values. Then

$$P[\sigma_1(D_\infty) \leq N^{-N}(4N^{21})^{-4(N+1)}] = o(1).$$

**Proof.** Using the trivial bound $\sigma_i(D_\infty) \leq N \max_{k,\ell} |D_\infty[k,\ell]| \leq N$, we have

$$\sigma_1(D_\infty) = |D_\infty| \prod_{i=2}^{n} \sigma_i(D_\infty)^{-1} \geq |D_\infty| N^{-N}.$$ 

Thus, for any $0 < r < \infty$,

$$P[\sigma_1(D_\infty) \leq r] \leq P[|D_\infty| \leq rN^N].$$

Choosing $r = N^{-N}(4N^{21})^{-4(N+1)}$ and applying Lemmas 8.3 and 8.8, we have

$$P[\sigma_1(D_\infty) \leq N^{-N}(4N^{21})^{-4(N+1)}] \leq P[|D_\infty| \leq N^{-N}(4N^{21})^{-4(N+1)} N^N] = P[|D_\infty| \leq (4N^{21})^{-4(N+1)}] \leq \frac{3}{N}.$$ 

This completes the proof. □

**8.3. Application to Kac’s walk.** We show that the sequence $\{\psi_n^{-1}\}_{n \geq 1}$ defined in equation (7.1) does not grow too quickly, and thus complete our proof of Theorem 1.1. We do this by comparing the matrix $D$ of interest, defined as in equation (5.6), with the matrix $D_\infty$ studied in Section 8.2.

**Lemma 8.10.** Let $Q > 100$, $T_b = 0$, $T > \lceil QN^2 \log(N) + 2N^2 \rceil$. Then the sequence $\{\psi_n^{-1}\}_{n \geq 1}$ defined in equation (7.1) and associated with the coupling $\mathcal{R}_{\text{marked}}$ defined in equation (4.6) satisfies

$$\phi_n \geq \psi_n$$ 

for all $n > N_0$ sufficiently large.
Remark 8.11. We believe that Lemma 8.10 may hold with \( \psi_n^{-1} = O(n^k) \) for some \( k < \infty \).

Proof of Lemma 8.10. Define the matrix \( D \) as in equation (5.6):

\[
D[i, j] = - \text{Tr} \left[ a_i \left( \prod_{\ell=i+1}^{j} M_\ell \right) a_j \left( \prod_{\ell=i+1}^{j} M_\ell \right)^{-1} \right], \quad i < j,
\]

where

\[
M_\ell = \prod_{t=s_\ell+1}^{s_\ell+1} R(i_t, \theta_t).
\]

Note that, by an application of Lemma 5.5, this matrix is the Jacobian matrix \( D \) that appears in equation (7.1). We will now relate \( D \) to \( D_\infty \). Recall that the off-diagonal entries of \( D_\infty \) are written

\[
D_\infty[i, j] = - \text{Tr} \left[ a_i \left( \prod_{\ell=i+1}^{j} M'_\ell \right) a_j \left( \prod_{\ell=i+1}^{j} M'_\ell \right)^{-1} \right], \quad i < j,
\]

where \( \{M'_\ell\}_{\ell=1}^{N} \) are an i.i.d. sequence from the Haar measure on \( \text{SO}(n) \). Applying Lemma 5.1, we have for \( 1 \leq i < j \leq N \),

\[
|D[i, j] - D_\infty[i, j]| \leq \sqrt{N} \left\| a_i \left( \prod_{\ell=i+1}^{j} M_\ell \right) a_j \left( \prod_{\ell=i+1}^{j} M_\ell \right)^{-1} \right\|_{\text{HS}}
\]

\[
- a_i \left( \prod_{\ell=i+1}^{j} M'_\ell \right) a_j \left( \prod_{\ell=i+1}^{j} M'_\ell \right)^{-1} \right\|_{\text{HS}}
\]

\[
\leq 8 \sqrt{N} \sum_{\ell=i+1}^{j} \|M_\ell - M'_\ell\|_{\text{HS}}.
\]

Let \( \{M_\ell\}_{\ell=1}^{N}, \{M'_\ell\}_{\ell=1}^{N} \in \text{SO}(n) \) be the matrices associated to \( D, D_\infty \) as above. By Theorem 1 of [45] and the Markov property, for fixed \( Q \geq 4 \) it is possible to couple these two sequences so that

\[
E[\|M_\ell - M'_\ell\|_{\text{HS}} | \{M_k, M'_k\}_{k > \ell}] \leq 4n^{-Q+3}.
\]

Note that we are approximating an i.i.d. sequence \( \{M'_\ell\} \) by the dependent sequence \( \{M_\ell\} \), which is essentially a very sparse subsequence of a run of Kac’s walk. The fact that a very sparse sequence of elements from a Markov chain can approximate an i.i.d. sequence from that Markov’s chain stationary distribution should not be completely surprising – indeed we should expect that any sufficiently sparse subsequence should approximate such an i.i.d. sequence as long as the Markov chain has sufficiently strong mixing properties.
For fixed $1 \leq i < N$ and sequence $\{m_\ell\}_{\ell \geq i + 2} \in \text{SO}(n)$, let $\mathcal{G}_i$ (resp., $\mathcal{G}_i'$) be the event $\{M_\ell = m_\ell, \ell \geq i + 2\}$ (resp., $\{M_\ell' = m_\ell, \ell \geq i + 2\}$). By inequalities (8.16) and (8.17),

\begin{equation}
W_2(\mathcal{L}(D[i, (i + 1) : n]|\mathcal{G}_i), \mathcal{L}(D_\infty[i, (i + 1) : n]|\mathcal{G}_i'))^2 \leq 32n^{-Q + 3.5}
\end{equation}

for all $Q \geq 4$.

With this initial calculation complete, we can now prove Lemma 8.10. Fix notation as in Lemma 8.18. We will apply Lemma 8.5, with $D_\infty$ playing the role of $M$ and $D$ playing the role of $M'$. By Lemma 8.8, $D_\infty$ satisfies the conditions of Lemma 8.5 with constant $C = N^{20}$. By inequality (8.16), $D_\infty, D$ satisfy Condition (8.7) of Lemma 8.5 for all $Q > 95$. Thus, for fixed $Q > 95$,

$$
\mathbb{P}[|D| > (4N^{23})^{5N}] \leq \frac{3}{n}
$$

for all $n > N_0$ sufficiently large. By a calculation identical to that in Lemma 8.9, we conclude that

$$
\mathbb{P}[\sigma_1(D) > (4N^{24})^{5N}] \leq \frac{3}{n},
$$

completing the proof. □

9. Proof of Theorem 1.1. We first prove inequality (1.3), the upper bound in Theorem 1.1. Fix constant $Q = 101$ and sequence $T = T_n \equiv [n^2(40\log(n) - \log(\omega_n))]$. Let the sequence $\mathcal{R}_n$ be the associated sequence as in Definition 4.5, and let the sequence $\kappa = \kappa_n$ be as in Lemma 4.6. Inequality (1.3) will follow immediately from verifying that Conditions (7.2) and (7.3) in Theorem 1 for this choice.

Condition (7.2) follows immediately from Lemma 5.7. Condition (7.3) follows immediately from Lemma 8.10. This completes the proof of inequality (1.3).

Next, we prove inequality (1.4), the lower bound in Theorem 1.1. The proof is essentially a matter of counting dimensions. Fix $T < N$ and $x \in \text{SO}(n)$. For fixed sequence $\mathcal{I} = \{i_t\}_{t=1}^T \in \{1, 2, \ldots, N\}^T$, define $\Pi_{\mathcal{I}, T} : [0, 2\pi)^T \mapsto \text{SO}(n)$ by

$$
\Pi_{\mathcal{I}, T}([\theta_t]_{t=1}^T) = \prod_{t=T}^1 R(i_t, \theta_t)x.
$$

From this definition, $\text{Rank}((d\Pi_{\mathcal{I}, T})_u) \leq T < N$ for all $u \in [0, 2\pi)^T$. Let $A_{\mathcal{I}, T} = \Pi_{\mathcal{I}, T}([0, 2\pi)^T)$. By Sard’s theorem (see page 205 of [26]), this implies

$$
\pi(A_{\mathcal{I}, T}) = 0.
$$

Next, define

$$
\operatorname{Max}_T = \bigcup_{\mathcal{I} \in \{1, 2, \ldots, N\}^T} A_{\mathcal{I}, T}.
$$
Since this is a union of only \(^{(\binom{n}{2})^T}\) elements, equation (9.1) implies 
\[ \pi(\text{Max}_T) = 0. \]

Let \(\{X_t\}_{t \in \mathbb{N}}\) be a copy of Kac’s walk with initial point \(x \in \text{SO}(n)\). We have, deterministically, the inclusion \(X_T \in \text{Max}_T\). Thus
\[ \|\mathcal{L}(X_T) - \pi\|_{TV} \geq |\mathbb{P}[X_T \in \text{Max}_T] - \pi(\text{Max}_T)| = 1, \]
completing the proof of the lower bound. Thus the proof of Theorem 1.1 is completed.

**Remark 9.1 (Dimension counting and curved spaces).** A natural approach for obtaining a lower bound is to count the rank of the tangent map associated with the function \(f_t\) at 0 rather than bounding the dimension of the image of \(f_t\) itself. This approach suggests that the chain will not have mixed until the first time \(T\) that the span of \(\{a_{i_1}, a_{i_2}, \ldots, a_{i_T}\}\) has dimension \(N\) with high probability; by the usual coupon collector argument, this requires \(T \gtrsim n^2 \log(n)\).

While this approach works for Gibbs samplers where all moves are straight lines in Euclidean space (for which the rank of the tangent map of \(f_t\) at 0 is an upper bound on the dimension of the image of \(f_t\)), and it works for Kac’s walk on the sphere for a slightly different reason (see [47]), it does not work for Kac’s walk on \(\text{SO}(n)\). In particular, it is possible for \(f_t\) to have full dimension \(N\), despite \(\text{Dimension}((\text{span})(\{a_{i_1}, a_{i_2}, \ldots, a_{i_t}\})) < N\). See the famous “Euler angle” decomposition of \(\text{SO}(3)\) for an illustration of this fact [25].

**10. Discussion.** We mention some consequences of our approach, as well as some open questions.

**10.1. Open problems.** Our work leaves open the question as to whether the mixing time of Kac’s walk is indeed \(\Theta(n^2 \log(n))\) as conjectured, and whether it exhibits the cutoff phenomenon.

The main difficulty in applying our method is obtaining a bound on \(\psi_n\), which measures the smallest singular value \(\sigma_1(D)\) of the matrix \(D\). In this paper, we were only able to bound \(\sigma_1(D)\) by comparing \(D\) to a simpler limiting matrix \(D_\infty\) for which exact calculations were available. To improve this bound further, we believe that it is necessary to analyze \(\sigma_1(D)\) directly. To obtain an \(O(n^2 \log(n))\) bound on the mixing time of Kac’s walk using our method, it would be enough to obtain any polynomial bound \(\psi_n = O(n^k)\) for some \(0 < k < \infty\). The main obstacles to proving such a bound are:

1. Our weak random matrix bound in Lemma 8.3. Our argument for Lemma 8.3, like that in [22], only takes advantage of the randomness of entries within distance 1 of the diagonal of an \(n\) by \(n\) random matrix \(M\). Unfortunately, no argument that only analyzes these entries can give any bound that is stronger than \(|M|^{-2} = 2^{O(n)}\). Since the matrix \(D\) of interest has “many more” than \(3n\) “pieces” of randomness, we can hope to take advantage of them and obtain a stronger bound, as in [4, 20].
2. We bound the determinant $|D|$ of the random matrix $D$ and use this to obtain a bound on the smallest singular value $\sigma_1(D)$; we give up a factor of $N^{N-1}$ in the process (see Lemma 8.9). To avoid this loss, we must either obtain stronger bounds on the joint distribution of the remaining singular values $\sigma_2(D) \leq \sigma_3(D) \leq \cdots \leq \sigma_N(D) \gtrsim \log(n)$, or to bound $\sigma_1(D)$ directly as in [4, 20].

3. Our bound on $\sigma_1(D)$ is obtained through a comparison of $D$ and the related matrix $D_\infty$ (see Theorem 8.10). While $D$, $D_\infty$ are nearby under the choice of $R$ in Definition 4.5, they are very far for more reasonable choice of $R$ (see e.g., Definition 10.1 below). Thus, to get a better mixing bound, the matrix $D$ should be studied directly.

It seems possible to extend our arguments to resolve any two of these three obstacles together; however, we see no route to resolving all three simultaneously without substantial changes.

10.2. Applications to other Gibbs samplers. We suspect that a result that is qualitatively similar to Theorem 4.3 can hold for many other Gibbs samplers. Roughly speaking, we expect that the following three ingredients should be enough to obtain such a result:

1. a random mapping representation of the form (2.3) must exist, and
2. the representation must be sufficiently “nice” that the measurability results given in Lemmas A.1–A.6 hold with the obvious modifications, and
3. there must be a candidate contractive coupling $\kappa$.

Informally, these requirements do not appear to be onerous. Condition (1) is the usual way to write down a Gibbs sampler, condition (2) consists of technical measurability issues that we do not expect to provide difficulties for “natural” Gibbs samplers, while any optimal 1-step coupling is a reasonable candidate for (3).

The key ingredients in extending our bounds to new examples are the analysis of an underlying “scaffolding” coupling $\nu$, the analysis of the smallest singular value of the Jacobian of the “perturbation map” $f_A$, and soft bounds on the smoothness of $f_A$.

10.3. Applications to simulation. Although we have improved on the best mixing time bound for Kac’s walk, we strongly suspect that our upper bound is far from optimal. In this section, we mention that our bounds can be combined with computer simulation to obtain improved bounds on the mixing time.

Recall that in Section A.3, we defined our coupling in terms of a function $R : \{1, 2, \ldots, N\}^T \mapsto \mathcal{B}_T$. In that section, we chose the function $R$ according to Definition 4.5. We then analyzed this choice of coupling for the remainder of the paper. We now consider the following alternative choice of function.
Definition 10.1 (Greedy subset choice). Fix $T \in \mathbb{N}$. Let $\{i_t\}_{t=1}^T$ be a sequence with $i_t \in \{1, 2, \ldots, N\}$. For $1 \leq t \leq T$, define $V_t = \text{span}((a_{i(1)}, a_{i(2)}, \ldots, a_{i_t}))$. Then define $s_1 = 1$ and inductively define

$$s_{\ell+1} = \inf\{s > s_{\ell} : V_s \neq V_{s_{\ell}}\}.$$ 

Then define $R_{\text{greedy}}$ by

$$R_{\text{greedy}}(\{i_t\}_{t=1}^T) = \begin{cases} \{s_1, \ldots, s_N\}, & \text{if } T \geq s_N + 1, \\ \{1, 2, \ldots, N\}, & \text{otherwise}. \end{cases}$$ 

We give the following analogue to Lemma 5.7.

Lemma 10.2. Fix $c > 0$ and $T = [N \log(N) + cN]$. Let $s_N$ be defined as in Definition 10.1. Let $\{i_t\}_{t=1}^T \sim \text{Unif}(\{1, 2, \ldots, N\}^T)$. Then

$$\lim_{n \to \infty} P[s_N < T] = e^{-e^c}.$$ 

Proof. As with Lemma 5.7, the proof is deferred to Appendix C.2. □

Recall the definition of $\psi_n$ from equation (7.1), with choice $T = n^3$ and $R = R_{\text{greedy}}$. By a minor modification of Theorem 1 with these choices, combined with Remark 7.1, we find that

$$\tau_{\text{mix}} = O(n^2(-\log(\min(n^{-1}, \psi_n))))$$

as long as $\psi_n = O(n^{-n})$. We do not know how to prove that $\psi_n = O(n^{-n})$. However, we can directly simulate the random matrix $D$ that appears in equation (7.1) easily on a computer. Thus, the quantiles of the distribution of $\sigma_1(D)$ can be estimated by simulation, which allows us to calculate upper bounds on the constant $\psi_n$ with high confidence.

We point out that, a priori, it is not clear how to obtain, via simulation, any reasonable estimate on the mixing time of a Gibbs sampler on a continuous state space. For this reason, we hope that this bound and its extension to other Gibbs samplers may be of independent interest.

Appendix A: Proof of Theorem 4.3

We prove Theorem 4.3, our main coupling inequality. This largely entails checking that all of the random variables have the claimed distributions, and that the “usual” maximal coupling of measures can be extended in a measurable way to our setting.

We begin by showing that the map $f_A$ constructed in Definition (4.1) can be used to give an alternative random mapping representation of Kac’s walk.
**Lemma A.1.** Fix $T \in \mathbb{N}$ and $x \in \text{SO}(n)$. Let $\{i_t, \theta_t\}_{t=1}^T \sim \text{Unif}(\mathcal{A}_T)$, and let $\delta_i^{N}_{i=1}$ be any sequence of independent random variables that is independent of the sequence $\{i_t, \theta_t\}_{t=1}^T$. Finally, let $\mathcal{R} : \{1, 2, \ldots, N\}^T \mapsto \mathcal{B}_T$ be arbitrary and set $S = \mathcal{R}([i_t]_{t=1}^T)$.

Then for $A$ and $f_A$ as given in Definition 4.1,

$$P[f_A(\delta_1, \ldots, \delta_N) \in B] = K^T(x, B)$$

for all measurable $B \subset \text{SO}(n)$.

**Remark A.2.** In the hypothesis of Lemma A.1, we do not require $\delta_i^{N}_{i=1}$ to be identically distributed.

**Proof of Lemma A.1.** We follow the notation of Definition 4.1 and define the sequence $\{X_t\}_{t=1}^{T+1}$ by the recursion:

\[ X_1 = x, \]

\[ X_{t+1} = F(X_t, (i_t, e_{A,t}(\delta_1, \ldots, \delta_N))), \quad 1 \leq t \leq T, \]

where $F$ is the random mapping representation of Kac’s walk given in equation (2.2). Note that, under this definition, $X_{T+1} = f_A(\delta_1, \ldots, \delta_N)$. Therefore, to check that $X_{T+1} \sim K^T(x, \cdot)$, it is sufficient to check that the update sequence $\{(i_t, e_{A,t}(\delta_1, \ldots, \delta_N))\}_{t=1}^T$ used in equation (A.1) has the correct distribution. The sequence $\{i_t\}_{t=1}^T$ is defined to be an i.i.d. sequence of unif$(\{1, 2, \ldots, N\})$ random variables, so the marginal distribution of this sequence is correct.

To check that $\{e_{A,t}(\delta_1, \ldots, \delta_N)\}_{t=1}^T$ is an i.i.d. sequence of unif$(0, 2\pi)$ random variables conditional on $\{i_t\}_{t=1}^T$, we note that conditional on $\{\delta_i^{(x)}\}_{i=1}^N$, $\{i_t\}_{t=1}^T$ and $\mathcal{S} = \mathcal{R}([i_t]_{t=1}^T)$, the sequence $\{\theta_t\}_{t=1}^T$ is an i.i.d. sequence of unif$(0, 2\pi)$ random variables. Since the sum (modulo $2\pi$) of any random variable and an independent unif$(0, 2\pi)$ random variable is itself uniformly distributed on $[0, 2\pi)$, this implies $\{e_{A,t}(\delta_1, \ldots, \delta_N)\}_{t=1}^T$ is, conditional on $\{i_t\}_{t=1}^T$, an i.i.d. sequence of unif$(0, 2\pi)$ random variables. This completes the proof. \qed

**A.1. Density of random mapping representation.** We now check that the random mapping representation described in Lemma A.1 has a useful density formula. Fix $T \in \mathbb{N}$ and $x \in \text{SO}(n)$. Fix $\{i_t\}_{t=1}^T \in \{1, 2, \ldots, N\}^T$ and $S \in \mathcal{B}_T$ that satisfy

\[ \bigcup_{s \in S} \{i_s\} = \{1, 2, \ldots, N\}. \]

For fixed $\{\theta_t\}_{t=1}^T \in [0, 2\pi)^T$, set

\[ \mathcal{A} = \{x, T, S, \{i_t\}_{t=1}^T, \{\theta_t\}_{t=1}^T\}, \]
and let $f_A$ be as in Definition 4.1. Let $\delta \equiv \{\delta_t\}_{t=1}^N \sim \text{Unif}([-\varepsilon_n, \varepsilon_n]^N)$ be a sequence of i.i.d. random variables, and define the set of “nonsingular” angles by

\begin{equation}
\Theta_{ns} = \{\{\theta_t\}_{t=1}^T \in [0, 2\pi]^T : \mathbb{P}[\text{det}(df_A(\delta)) = 0] = 0\},
\end{equation}

where in equation (A.3), $x$, $\{i_t\}_{t=1}^T \in \{1, 2, \ldots, N\}^T$ and $S \in \mathcal{B}_T$ are viewed as fixed parameters and the only random variables are $(\delta_1, \ldots, \delta_N)$. In particular, in equation (A.3), $f_A$ is viewed as a deterministic function of the arguments $\{(i_t, \theta_t)\}_{t=1}^T \in \mathcal{A}_T$.

For $v \in \text{SO}(n)$, define

\[ \Psi_A(v) = \{u \in [-\varepsilon_n, \varepsilon_n]^N : f_A(u) = v, \text{det}(df_A(u)) \neq 0\} \]

to be the set of pre-images of $v$ that are not critical points of $f_A$.

**THEOREM 2** (Density of random mapping representation). We have the following:

1. The Lebesgue measure of the set $[0, 2\pi)^T \setminus \Theta_{ns}$ is zero.
2. For every $v \in \text{SO}(n)$, the set $\Psi_A(v) \subset [0, 2\pi)^T$ has only countably many elements.
3. For any fixed $\{\theta_t\}_{t=1}^T \in \Theta_{ns}$, the random variable $f_A(\delta_1, \ldots, \delta_N)$ has a density $\rho_A$ with respect to the Haar measure $\mu$ on $\text{SO}(n)$

\begin{equation}
\rho_A(v) \propto \sum_{u \in \Psi_A(v)} \frac{1}{\text{det}(df_A(u))}
\end{equation}

for $\mu$-almost every $v \in \text{SO}(n)$.

The remainder of this section will be dedicated to the proof of Theorem 2. We note that we use several calculations and facts that are stated in Section 5. Although Section 5 appears after the statement of Theorem 4.3 in our paper, the results in Section 5 do not make use of Theorem 4.3.

We begin by recalling the following change of variables formula.

**PROPOSITION A.3.** Fix constants $0 < b < \infty$ and $k \in \mathbb{N}$ and a diffeomorphism $f : [-b, b]^k \mapsto \text{SO}(n)$. Let $U_1, \ldots, U_k \in \text{unif}([-b, b])$ be i.i.d. Then the random variable $f(U_1, \ldots, U_N)$ has density

\[ \rho(v) \propto \frac{1}{\text{det}(df)(f^{-1}(v))} \]

with respect to the Haar measure $\mu$ on $\text{SO}(n)$.

We will use the following extension of Proposition A.3. We suspect that this extension is standard, but are not aware of any references, and so provide a proof.
PROPOSITION A.4 (Formula for densities). Fix constants $0 < b < \infty$ and a smooth function $f: [-b, b]^N \mapsto \text{SO}(n)$ for which the complement of the set
\[ \Delta_f = \{ u \in [-b, b]^N : \det(d f(u)) \neq 0 \} \]
has measure 0. Let $U_1, \ldots, U_N \in \text{unif}([-b, b])$ be i.i.d. Then:

1. For every $v \in \text{SO}(n)$, the set $\{ u \in \Delta_f : f(u) = v \}$ has only countably many elements.
2. The random variable $f(U_1, \ldots, U_N)$ has density
\[ \rho(v) \propto \sum_{u \in \Delta_f : f(u) = v} \frac{1}{\det(d f(u))} \]
with respect to the Haar measure on $\text{SO}(n)$.

PROOF. We set some notation. For a set $S \subset [-b, b]^N$, we denote by $f|_S$ the restriction of $f$ to $S$, that is, the function with domain $S$ that agrees with $f$ at every point. Also, for a point $x$ in Euclidean space and radius $r > 0$, we denote by $B_r(x) = \{ y : \|x - y\| \leq r \}$ the ball of radius $r$ around $x$.

Next, for $u \in \Delta_f$, let
\[ r(u) = \frac{1}{2} \sup \{ r' : f|_{B_r(u)} \text{ is a diffeomorphism} \}. \]

By the inverse function theorem and the definition of $f$, we have $0 < r(u) < 3Nb$ for all $u \in \Delta_f$. It is clear that
\[ \Delta_f \subset \bigcup_{u \in \Delta_f} B_{r(u)}(u), \]
and so by the Besicovitch covering theorem (see, e.g., [23]) there exists a countable set $\{ u_i \}_{i \in \mathbb{N}}$ with the properties that $r(u_i) > 0$ for all $i \in \mathbb{N}$, and also
\[ \Delta_f \subset \bigcup_{i \in \mathbb{N}} B_{r(u_i)}(u_i), \]
with
\[ \sup_{u \in [-b, b]^N} \left| \{ i : u \in B_{r(u_i)}(u_i) \} \right| \leq C < \infty \]
for some constant $0 < C < \infty$. Thus (A.5) implies that the set $\Delta_f$ has a countable subcover, for which $f$ is a diffeomorphism on each piece. Because $f|_{S_i}$ is a diffeomorphism for every $i \in \mathbb{N}$, we know that for every $v \in \text{SO}(n)$, the set $\Delta_f \cap S_i \cap f^{-1}(v)$ has at most one element. This implies that the set $\Delta_f \cap f^{-1}(v)$ is countable, proving the first assertion.
Define the sequence of disjoint sets
\[ S_1 = B_{r(u_1)}(u_1), \]
\[ S_i = B_{r(u_i)}(u_i) \setminus \bigcup_{1 \leq j < i} B_{r(u_j)}(u_j), \quad i > 1. \]

Since \( \{ S_i \}_{i \in \mathbb{N}} \) cover \( \Delta f \), the set \( E \) defined by
\[ E \equiv [-b, b]^N \setminus \bigcup_{i \in \mathbb{N}} S_i = [-b, b]^N \setminus \bigcup_{i \in \mathbb{N}} B_{r(u_i)}(u_i) \]
has measure 0 by assumption. Denoting \( f_i = f |_{S_i} \), for all measurable \( A \subset SO(n) \) we have that
\[
\mathbb{P}[f(U_1, \ldots, U_N) \in A] = \sum_{i \in \mathbb{N}} \mathbb{P}[f_i(U_1, \ldots, U_N) \in A & (U_1, \ldots, U_N) \in S_i]
= Z \sum_{i \in \mathbb{N}} \int_{A \cap f(S_i)} \frac{1}{\det(df_i(f_i^{-1}(v)))} dv
= Z \int_A \sum_{i \in \mathbb{N}} \frac{1}{\det(df_i(f_i^{-1}(v)))} 1_{v \in f(S_i)} dv
= Z \int_A \sum_{u \in \Delta f : f(u) = v} \frac{1}{\det(df)(u)} dv,
\]
where the second equality follows from Proposition A.3, the constant \( Z \) is the normalizing constant that appears in the statement of Proposition A.3, and the third equality is an application of Fubini’s theorem. This proves the second assertion and the proof is completed. \( \square \)

We now prove Theorem 2.

PROOF OF THEOREM 2. Denote by \( \Theta_s = [0, 2\pi)^T \setminus \Theta_{ns} \) the set of singular angles. Viewing \( \{ \theta_t \}_{t=1}^T \in [0, 2\pi)^T \) as parameters, inspection of the determinant formula in equation (5.6) yields three important facts about the determinant
\[ D_A(\theta_1, \ldots, \theta_T, \delta_1, \ldots, \delta_N) \equiv \det(df_A)(\delta_1, \ldots, \delta_N) \]
of \( df_A \) at a point \( \{ \delta_t \}_{t=1}^N \in [0, 2\pi)^T \):

1. The determinant \( D_A(\theta_1, \ldots, \theta_T, \delta_1, \ldots, \delta_N) \) is a multivariate polynomial in the \( 2(T + N) \) variables
\[ (z_1, \ldots, z_{2(N+T)}) \equiv (\cos(\theta_1), \sin(\theta_1), \ldots, \sin(\theta_T), \cos(\delta_1), \ldots, \sin(\delta_N)). \]

2. The polynomial \( D_A = D_A(z_1, \ldots, z_{2(T+N)}) \) can be written (via the usual formula for determinants and product-sum formula for trigonometric functions) as the sum of polynomials in the same variables with degree at most \( (4T)^N \).
3. Finally, due to our requirement of (A.2), \( df_A(0) \) is the identity matrix, and thus
\[ D_A(0, \ldots, 0) = 1. \]

Fix \( \varepsilon > 0 \), and denote by \( \lambda \) the Lebesgue measure on \([0, 2\pi)^{T+N}\). By a multivariate generalization of the Turan theorem (see Theorem 2 of [21]), these three facts imply the very weak bound
\[ \lambda\{ (\Gamma \in [0, 2\pi)^{T+N} : |D_A(\Gamma)| \leq \varepsilon \} \leq 14(T + N)\varepsilon^{(4T)^{-N}}. \]
In particular, this immediately implies
\[ \lambda\{ (\Gamma \in [0, 2\pi)^{T+N} : |D_A(\Gamma)| = 0 \} = 0, \]
which in turn implies that \( \Theta_\nu \) is measure 0. This completes the proof of the first claim in Theorem 2. Applying Proposition A.4 completes the proof of the main claim of Theorem 2. \( \square \)

A.2. Coupling construction. Recall the measures \( \mu_A \) from Definition 4.1. Now, we will use the density functions of the measures \( \mu_A \) from Theorem 2 to construct the standard “maximal coupling” of two such measures. Roughly speaking, the following coupling proceeds by trying to force the two random variables to be equal with maximal probability. This is a standard construction; see for instance, Theorem 2.12 of [14].

Fix \( T \in \mathbb{N}, x, y \in \text{SO}(n) \). Fix three sequences \( I = \{i_1, \ldots, i_T\} \) and \( \Theta^{(z)} = \{\theta^{(z)}_1, \ldots, \theta^{(z)}_T\}, z \in \{x, y\} \), with \( i_t \in \{1, 2, \ldots, N\} \) and \( \theta^{(z)}_t \in [0, 2\pi) \). Fix \( R : \{1, 2, \ldots, N\} \mapsto \mathfrak{B}_T \) and set \( S = R(I) \). Finally, let \( A_z = \{z, T, S, I, \Theta^{(z)}\} \) with \( z \in \{x, y\} \) and write \( A_{x,y} = (A_x, A_y) \).

Definition A.5 (Coupling of induced maps). Let \( \Theta_\nu \) be as in equation (A.3). We now define a coupling \( \mu_{A_{x,y}} \) on \( \text{SO}(n) \times \text{SO}(n) \) of the pair of measures \( \mu_{A_x} \) and \( \mu_{A_y} \) following the construction in Theorem 2.12 of [14]. We do this in two cases.

1. **Nonsingular case:** The set \( S \) satisfies \( \{i_{s_t}\}_{t=1}^N = \{1, 2, \ldots, N\} \) and \( \{\theta^{(z)}_t\}_{t=1}^T \notin \Theta_\nu \) for both of \( z \in \{x, y\} \). By Theorem 2, for \( z \in \{x, y\} \), the measure \( \mu_{A_z} \) has a density, with respect to the Haar measure \( \mu \) on \( \text{SO}(n) \), that is given by the formula
\[ \rho^{(z)}(v) = \sum_{u \in \Phi_A} \frac{1}{\det(df_{A_z}(u))} \]
\( v \)-almost everywhere. Define the “minorization” measure \( \tilde{\mu}_{\min} \) on \( \text{SO}(n) \) by
\[ Z_{\min} = \int_{\text{SO}(n)} \min(\rho^{(x)}(v), \rho^{(y)}(v))\mu(dv), \]
\[ \tilde{\mu}_{\min}(A) = \begin{cases} \frac{1}{Z_{\min}} \int_A \min(\rho^{(x)}(v), \rho^{(y)}(v))\mu(dv), & Z_{\min} > 0, \\ \mu(A), & Z_{\min} = 0 \end{cases} \]
for measurable $A \subset \text{SO}(n)$. Let $\text{diag} : \text{SO}(n) \mapsto \text{SO}(n) \times \text{SO}(n)$ be given by $\text{diag}(x) = (x, x)$, and define
\[
\mu_{\text{min}} = \tilde{\mu}_{\text{min}} \circ \text{diag}^{-1},
\]
a measure that concentrates on the diagonal of $\text{SO}(n) \times \text{SO}(n)$. Define the “remainder” densities on $\text{SO}(n)$ as
\[
\rho^{(z)}(v) = \begin{cases} 
1 & Z_{\text{min}} < 1, \\
1 - Z_{\text{min}} & Z_{\text{min}} = 1 
\end{cases}
\]
and on $\text{SO}(n) \times \text{SO}(n)$ as
\[
\rho_{\text{rem}}(v_1, v_2) = \rho^{(x)}(v_1)\rho^{(y)}(v_2).
\]
Finally, define for $A \subset \text{SO}(n) \times \text{SO}(n)$,
\[
\mu_{A_{x,y}}(A) = Z_{\text{min}}\mu_{\text{min}}(A) + (1 - Z_{\text{min}}) \int_A \rho_{\text{rem}}(v)\mu(dv).
\]

2. **Singular case**: The set $S$ does not satisfy $\{i_{s_t}\}_{t=1}^N = \{1, 2, \ldots, N\}$, or $\{\theta_t^{(z)}\}_{t=1}^T \in \Theta_{\text{ns}}$ for one of $z \in \{x, y\}$. In this case, let $\mu_{A_{x,y}}$ be product measure of $\mu_{A_x}$ and $\mu_{A_y}$.

We next verify that this coupling can be used to describe a transition kernel, and that it has the desired optimal-coupling property.

**Lemma A.6.** Fix $x, y \in \text{SO}(n)$ and $T \in \mathbb{N}$. Fix a measurable function $\mathcal{R} : \{1, 2, \ldots, N\}^T \mapsto \mathcal{B}_T$. For any sequence $\{i_t, \theta_t^{(x)}, \theta_t^{(y)}\}_{t=1}^T$ and $S = \mathcal{R}(\{i_t\}_{t=1}^T)$, let
\[
A_{x,y} = A_{x,y}(\{i_t, \theta_t^{(x)}, \theta_t^{(y)}\}_{t=1}^T) \equiv (A_x, A_y),
\]
where $A_x, A_y$ are as in (4.1). Then collection of measures $\{\mu_{A_{x,y}}\}$ from Definition A.5 is a transition kernel from $\{1, 2, \ldots, N\}^T \times [0, 2\pi)^2T$ to $\text{SO}(n) \times \text{SO}(n)$. Furthermore, for $(X, Y) \sim \mu_{A_{x,y}}$,
\[
\mathbb{P}[X \neq Y] = \|\mu_{A_x} - \mu_{A_y}\|_{\text{TV}}
\]
whenever $\{i_s\}_{s \in S} = \{1, 2, \ldots, N\}$ and $\{\theta_t^{(x)}\}_{t=1}^T, \{\theta_t^{(y)}\}_{t=1}^T \in [0, 2\pi)$.

**Proof.** It is clear from the construction that $\mu_{A_{x,y}}$ is a measure for each fixed $\{i_t\}_{t=1}^T \in \{1, 2, \ldots, N\}^T, \{\theta_t^{(x)}\}_{t=1}^T, \{\theta_t^{(y)}\}_{t=1}^T \in [0, 2\pi)^T$. Thus, to check that $\{\mu_{A_{x,y}}\}$ is a transition kernel, it is enough to check that the map $M_B : ((1, 2, \ldots, N) \times [0, 2\pi) \times [0, 2\pi))^T \mapsto [0, 1]$ given by
\[
M_B(\{i_t, \theta_t^{(x)}, \theta_t^{(y)}\}_{t=1}^T) \equiv \mu_{A_{x,y}}(B)
\]
is measurable for each measurable $B \subset \text{SO}(n) \times \text{SO}(n)$. Since the variables $\{i_t\}_{t=1}^T$ are discrete, it is enough to check that the dependence on $\{\theta_t^{(x)}, \theta_t^{(y)}\}_{t=1}^T$ is measurable for each fixed sequence $\{i_t\}_{t=1}^T$.

This follows immediately from the fact that Definition A.5 gives an explicit (if rather complicated) formula for the distribution $\mu_{A_x,A_y}$ density in terms of a collection of measurable functions of the parameters $\{\theta_t^{(x)}, \theta_t^{(y)}\}_{t=1}^T$ and the arguments $\{\delta_t^{(x)}, \delta_t^{(y)}\}_{t=1}^N$. In particular, in Definition A.5, all terms that appear in the joint distribution are obtained by starting with the smooth functions $f_{A_x}, f_{A_y}$ and then making a finite number of measurable transformations. These transformations are limited to taking derivatives of smooth functions, replacing a measurable function $f$ with an indicator function of the form $1_{f(x)=c(x)}$ or $1_{f(x)\leq c(x)}$, taking products, differences, minima and inverses of measurable functions, and finally taking integrals of the results. Since $M_B(\{i_t, \theta_t^{(x)}, \theta_t^{(y)}\}_{t=1}^T)$ is defined in terms of this measurable formula for $\mu_{A_x,y}$, it is also measurable. This completes our proof that $\{\mu_{A_x,y}\}$ is a transition kernel.

Finally, equality (A.7) follows immediately from Theorem 2.12 of [14], since the coupling is constructed exactly as in the proof of that theorem. This completes the proof of the lemma.

**A.3. Proof of Theorem 4.3.** We now complete the proof of Theorem 4.3. Since $\text{unif}([1, 2, \ldots, N])$ is discrete, the measure $\text{unif}([1, 2, \ldots, N]) \otimes \kappa$ exists, where we recall that the symbol “$\otimes$” denotes the usual combination of two kernels (see again the notation of Theorem 5.17 of [40]). Let

$$\kappa_{\text{min}} = \{\mu_{A_{i},y}\}$$

be the collection of measures as given in Definition A.5. By Lemma A.6, this collection of measures is in fact a transition kernel. Thus, by the Ionescu–Tulcea theorem (see Theorem 5.17 of [40]), the combined measure $\text{unif}([1, 2, \ldots, N]) \otimes \kappa \otimes \kappa_{\text{min}}$ also exists. Let

$$\{i_t\}_{t=1}^T, \{\theta_t^{(x)}\}_{t=1}^T, \{\theta_t^{(y)}\}_{t=1}^T, \quad X_{T+1}, Y_{T+1} \sim \text{unif}([1, 2, \ldots, N]) \otimes \nu \otimes \kappa_{\text{min}}.$$ 

For any $\mathcal{I} \in \{1, 2, \ldots, N\}^T$, we have by this construction

$$\mathcal{L}(\{\theta_t^{(x)}\}_{t=1}^T, \{\theta_t^{(y)}\}_{t=1}^T | \{i_t\}_{t=1}^T = \mathcal{I}) = \nu_{\mathcal{I}}.$$ 

Next, by Lemma A.1, the random variables $X_{T+1}, Y_{T+1}$ have marginal distributions

(A.8) \hspace{1cm} X_{T+1} \sim K^T(x, \cdot), \quad Y_{T+1} \sim K^T(y, \cdot). 

Let $\mathcal{A}$ be as defined in Definition 4.1.
By equality (A.7) in Lemma A.6, combined with the fact from Theorem 2 that 
$[-\varepsilon_n, \varepsilon_n] \setminus \Theta_n$ has Lebesgue measure 0, we also have
$$
P[X_{T+1} \neq Y_{T+1}] \leq \sum_{\mathcal{J} \in \mathcal{G}_R} \mathbb{E}[\|\mu_{A_x} - \mu_{A_y}, \|_{TV} |\{i_t\}_{t=1}^T = \mathcal{J}]\mathbb{P}[\{i_t\}_{t=1}^T = \mathcal{J}]
$$
(A.9) + \sum_{\mathcal{J} \notin \mathcal{G}_R} \mathbb{P}[\{i_t\}_{t=1}^T = \mathcal{J}]
$$
\leq \mathbb{E}[\|\mu_{A_x} - \mu_{A_y}, \|_{TV} \mathbb{1}_{\{i_t\}_{t=1}^T \in \mathcal{G}_R}] + \mathbb{P}[\{i_t\}_{t=1}^T \notin \mathcal{G}_R],$$

where $\{i_t\}_{t=1}^T, \{\theta_x^{(t)}\}_{t=1}^T, \text{ and } \{\theta_y^{(t)}\}_{t=1}^T$ are viewed as random variables in the above expression, and all other parameters are viewed as fixed.

By equality (A.8) and inequality (A.9),
$$
\|K^T(x, \cdot) - K^T(y, \cdot)\|_{TV} \leq \mathbb{P}[X_{T+1} \neq Y_{T+1}]
$$
$$\leq \mathbb{E}[\|\mu_{A_x} - \mu_{A_y}, \|_{TV} \mathbb{1}_{\{i_t\}_{t=1}^T \in \mathcal{G}_R}] + \mathbb{P}[\mathcal{I} \notin \mathcal{G}_R].$$

This completes the proof of Theorem 4.3.

**APPENDIX B: PROOF OF Lemma 4.6**

Denote by $D_{HS}$ the Riemannian distance on $SO(n)$ and by $W_D$ the Wasserstein distance associated with this metric. In Lemma 1 of [45], the author shows that
$$W_D(K(x, \cdot), K(y, \cdot)) \leq \sqrt{1 - \frac{2}{n(n-1)} D_{HS}(x, y)}$$
for all $x, y \in SO(n)$. This implies (via the standard disintegration theorem—see Theorem 5.4 of [40]) that, for any $\gamma > 0$ and $x, y \in SO(n)$, it is possible to couple $(i^{(x)}, \theta^{(x)}) \sim \text{unif}(\mathcal{A}), (i^{(y)}, \theta^{(y)}) \sim \text{unif}(\mathcal{A})$ so that
$$\mathbb{E}[D_{HS}(F(x, (i^{(x)}, \theta^{(x)})), F(y, (i^{(y)}, \theta^{(y)})))]$$
$$\leq \sqrt{1 - \frac{2}{n(n-1)} D_{HS}(x, y)} + \gamma.$$ 
(B.1)

We note that this bound is not sufficient for our coupling, since Lemma 1 of [45] allows for the possibility that $i^{(x)} \neq i^{(y)}$ in the associated coupling.

However, below we give an argument to show that inequality (B.1) can still hold if we insist that $i^{(x)} = i^{(y)}$. Fix $x, y \in SO(n)$. This argument is based on Lemma 1 of [45] and an explicit version of the usual path coupling construction (see [6] for the first version of this construction in the Markov chain literature).

In the proof of Lemma 1 of [45], the author constructs a coupling $\tilde{v}_\gamma$ of $i \sim \text{unif}([1, 2, \ldots, N])$ and $\theta^{(x)}, \theta^{(y)} \sim \text{unif}([0, 2\pi])$ with the property
$$\mathbb{E}[D_{HS}(F(x, (i, \theta^{(x)})), F(y, (i, \theta^{(y)})))]$$
$$\leq \left(1 - \frac{2}{n(n-1)}\right) D_{HS}(x, y)^2 + CD_{HS}(x, y)^3,$$
(B.2)
where the constant $C$ is bounded by a polynomial in $n$ and is independent of $x, y$. Fix $0 < \gamma < 0.1/C$, and let $x = x_1, x_2, \ldots, x_k = y$ be a sequence that satisfies
\[
D_{HS}(x_j, x_{j+1}) = \gamma, \quad 1 \leq j < k - 1, \\
D_{HS}(x_{k-1}, x_k) \leq \gamma, \\
\sum_{j=1}^{k-1} D_{HS}(x_j, x_{j+1}) = D_{HS}(x, y).
\]
The existence of such a sequence is an immediate consequence of the fact that there exists a distance minimizing geodesic between any pair of points on $SO(n)$ [see the Hopf–Rinow theorem [31] for the proof that distance-minimizing geodesics exist on $SO(n)$]. By the Ionescu–Tulcea theorem (see Theorem 5.17 of [40]), the coupling $\tilde{\nu}_\gamma$ that appears before inequality (B.2) can be extended to a coupling $\hat{\nu}_\gamma$ of $i \sim \text{unif}(\{1, 2, \ldots, N\})$ and $\theta^{(1)}, \ldots, \theta^{(k)} \sim \text{unif}((0, 2\pi))$ with the property
\[
\mathbb{E}[D_{HS}(F(x, \theta^{(1)}), F(y, \theta^{(k)}))] \\
\leq \left(1 - \frac{2}{n(n-1)}\right)D_{HS}(x, y)^2 + CD_{HS}(x, y)^3
\]
(B.3)

Summing over $j$ and applying Jensen’s inequality, we have
\[
\mathbb{E}[D_{HS}(F(x, \theta^{(1)}), F(y, \theta^{(k)}))] \\
= \sum_{j=1}^{k-1} \mathbb{E}[D_{HS}(F(x, \theta^{(j)}), F(x_{j+1}, \theta^{(j+1)}))] \\
\leq \sum_{j=1}^{k-1} \sqrt{\mathbb{E}[D_{HS}(F(x_{j}, \theta^{(j)}), F(x_{j+1}, \theta^{(j+1)}))]^2} \\
\leq \sum_{j=1}^{k-1} \sqrt{\left(1 - \frac{2}{n(n-1)}\right)D_{HS}(x, y)^2 + C\gamma^3} \\
\leq (k-1) \sqrt{\left(1 - \frac{2}{n(n-1)}\right)\gamma^2 + C\gamma^3} \\
\leq (k-1) \sqrt{1 - \frac{2}{n(n-1)}\gamma} + (k-1) \sqrt{C\gamma^{1.5}} \\
\leq \sqrt{1 - \frac{2}{n(n-1)}D_{HS}(x, y)} + (1 + \sqrt{C})\gamma + \sqrt{C\gamma}D_{HS}(x, y).
We note that $0 < \gamma < 0.1/C$ above is arbitrary. Thus set $0 < \gamma' < 0.01\omega_n n^{-n/2} \times \min\left(\frac{1}{C}, \frac{1}{\operatorname{diam}(SO(n))}\right)$. The above inequality shows that it is possible to couple $i \sim \operatorname{unif}\{1, 2, \ldots, N\}$ and $\theta^{(x)} = \theta^{(1)}$, $\theta^{(y)} = \theta^{(k)} \sim \operatorname{unif}(\{0, 2\pi\})$ so that

$$\tag{B.4} \mathbb{E}[D_{\text{HS}}(F(x, (i, \theta^{(x)})), F(y, (i, \theta^{(y)})))] \leq \sqrt{1 - \frac{2}{n(n-1)} D_{\text{HS}}(x, y) + \gamma'}.$$  

Fix $x, y \in SO(n)$, sample $\{i_t\}_{t=1}^T \sim \operatorname{unif}(\{1, 2, \ldots, N\})$, $\{\theta_i^{(x)}\}_{t=1}^T \sim \operatorname{unif}(\{0, 2\pi\})$ and $\{\theta_i^{(y)}\}_{t=1}^T \sim \operatorname{unif}(\{0, 2\pi\})$, and let $\{X_t\}_{t=1}^T$ and $\{Y_t\}_{t=1}^T$ be the Markov chains associated with these starting points and update sequences. For $1 \leq t \leq T$, let $\mathcal{F}_t$ be the $\sigma$-algebra generated by $\{X_t, Y_t\}$. By the Ionescu–Tulcea theorem, the single-step coupling of $\{(i, \theta^{(x)}), \theta^{(y)}\}$ that satisfies equation (B.4) can be extended to a coupling $\nu_{\gamma'}$ of $\{i_t\}_{t=1}^T \sim \operatorname{unif}(\{1, 2, \ldots, N\})$ and $\{\theta_i^{(x)}\}_{t=1}^T, \{\theta_i^{(y)}\}_{t=1}^T \sim \operatorname{unif}(\{0, 2\pi\})$ with the property that, for all $1 \leq t \leq T$,

$$\mathbb{E}[D_{\text{HS}}(F(X_{t+1}, (i_t, \theta_i^{(x)})), F(Y_{t+1}, (i_t, \theta_i^{(y)}))|\mathcal{F}_t)] \leq \sqrt{1 - \frac{2}{n(n-1)} D_{\text{HS}}(X_t, Y_t) + \gamma'}.$$  

Thus, for all $1 \leq t \leq T$, we have under this coupling

$$\mathbb{E}[D_{\text{HS}}(X_{t+1}, Y_{t+1})] \leq \mathbb{E}[\mathbb{E}[D_{\text{HS}}(X_{t+1}, Y_{t+1})|\mathcal{F}_t]] \leq \mathbb{E}\left[\sqrt{1 - \frac{2}{n(n-1)} D_{\text{HS}}(X_t, Y_t) + \gamma'}\right] \leq \ldots \leq \left(\sqrt{1 - \frac{2}{n(n-1)}}\right)^t D_{\text{HS}}(x, y) + \frac{n(n-1)}{2} \gamma'.$$

Under the same coupling and this choice of $\gamma'$, we have for all $t \geq n^2(20A \log(n) - \log(\omega_n))$ that

$$\mathbb{E}[D_{\text{HS}}(X_t, Y_t)] \leq \omega_n n^{-A-5}.$$  

Thus, by Markov’s inequality, we have for $t \geq n^2(20A \log(n) - \log(\omega_n))$ that

$$\tag{B.5} \mathbb{P}[\|X_t - Y_t\|_{\text{HS}} \leq n^{-5} \omega_n] \geq 1 - n^{-A}$$

under the coupling $\nu_{\gamma'}$. By the standard disintegration theorem (Theorem 5.4 of [40]), there exists a transition kernel $\kappa$ so that $\nu_{\gamma'} \equiv \operatorname{unif}(\{1, 2, \ldots, N\}) \otimes \kappa$. By inequality (B.5), this kernel $\kappa$ satisfies the requirements of the lemma, completing our proof.

**APPENDIX C: PROOFS OF TECHNICAL BOUNDS**

We prove the bounds in Section 5.
C.1. Matrix estimates. Proof of Lemma 5.1. We note the “telescoping sum” identity
\[ \prod_{i=1}^{k} Q_i - \prod_{i=1}^{k} P_i = \sum_{i=1}^{k} \left( \prod_{\ell=1}^{i-1} Q_\ell \right) (Q_i - P_i) \left( \prod_{\ell=i+1}^{k} P_\ell \right). \]

The result then follows immediately from application of the triangle inequality and the inequality \( \|ABC\|_{\text{HS}} \leq \|A\|_{\text{Op}} \|B\|_{\text{HS}} \|C\|_{\text{Op}} \) for any \( A, B, C \in M(n) \). \( \square \)

Proof of Lemma 5.2. By Fact 4 in Chapter 15 of [30],
\[ \sum_{i=1}^{n} (\sigma_i(M_1) - \sigma_i(M_2))^2 \leq \sum_{i=1}^{n} \sigma_i(M_1 - M_2)^2. \]

By Assumption (5.2), this implies
\[ \sum_{i=1}^{n} (\sigma_i(M_1) - \sigma_i(M_2))^2 \leq N \delta^2 \sigma_1(M_1)^2. \]

In particular,
\[ \max_{1 \leq i \leq N} |\sigma_i(M_1) - \sigma_i(M_2)| \leq \sqrt{N} \delta \sigma_1(M_1). \]

For a symmetric matrix \( M \), let \( \lambda_1(M), \ldots, \lambda_N(M) \) denote the eigenvalues, ordered so that \( |\lambda_i(M)| = \sigma_i(M) \). We have
\[ \left| \frac{\det(M_2)}{\det(M_1)} - 1 \right| = \left| \frac{\prod_{i=1}^{N} \lambda_i(M_2)}{\prod_{i=1}^{N} \lambda_i(M_1)} - 1 \right| = \left| \frac{\prod_{i=1}^{N} \lambda_i(M_1) + (\lambda_i(M_2) - \lambda_i(M_1))}{\lambda_i(M_1)} - 1 \right| = \prod_{i=1}^{N} \left| \frac{\sqrt{N} \delta \sigma_1(M_1)}{\sigma_1(M_1)} \right| \leq N \frac{N}{\delta} \delta^N \]
and the proof is complete. \( \square \)
Proof of Lemma 5.3. Let \( u = (u_1, \ldots, u_N) \), \( v = (v_1, \ldots, v_N) \). By equation (5.4) it follows that

\[
\| df_u(h) - df_v(h) \|_{HS} = \left\| \sum_{j=1}^N \prod_{k=1}^N R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=j}) 
- \sum_{j=1}^N \prod_{k=1}^N \tilde{R}_k e^{(\tilde{\theta}_k + v_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=j}) \right\|_{HS}
\]

\[
\leq \sum_{j=1}^N \left\| \prod_{k=1}^N R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=j}) 
- \prod_{k=1}^N \tilde{R}_k e^{(\tilde{\theta}_k + v_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=j}) \right\|_{HS}
\]

\[
\leq 2N^2 \max_{1 \leq j \leq N} (\| R_k - \tilde{R}_k \|_{HS}, \| e^{(\theta_k + u_k) a_k} - e^{(\tilde{\theta}_k + v_k) a_k} \|_{HS})
\]

\[
\leq 4N^2 \max_{1 \leq j \leq N} (|u_k|, |v_k|, |\theta_k - \tilde{\theta}_k|) \leq 4N^2 c,
\]

where the third and fourth lines are both applications of Lemma 5.1. Applying Lemma 5.1 once more, we have

\[
\| \text{d}L_{f(v)}(f(u))^{-1} df_u(h) - df_v(h) \|_{HS} \leq \| f(v) - f(u) \|_{HS} + \| df_u(h) - df_v(h) \|_{HS}
\]

\[
\leq 8N^2 c,
\]

the second part of inequality (5.5). This completes the proof. \( \square \)

Proof of Lemma 5.4. Let \( u = (u_1, \ldots, u_N) \in [-c, c]^N \). We calculate

\[
\| f(u) - f(0) \exp(\text{d}L_{f(0)}^{-1} \text{d}f_0(u)) \|_{HS}
\]

\[
= \left\| \prod_{k=1}^N R_k e^{(\theta_k + u_k) a_k} 
- \prod_{k=1}^N R_k e^{\theta_k a_k} \exp\left(\left( \prod_{k=1}^N R_k e^{\theta_k a_k} \right)^{-1} \right) \right\|_{HS}
\]
\[\begin{align*}
&\times \sum_{i=1}^{N} \prod_{k=1}^{N} R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=i}) \right\|_{\text{HS}} \\
= &\left\| \prod_{k=1}^{N} R_k e^{(\theta_k + u_k) a_k} \right\|_{\text{HS}} \\
- &\prod_{k=1}^{N} R_k e^{\theta_k a_k} \sum_{m=0}^{\infty} \frac{1}{m!} \left( \left( \prod_{k=1}^{N} R_k e^{\theta_k a_k} \right)^{-1} \right) \\
\times &\sum_{i=1}^{N} \prod_{k=1}^{N} R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=i}) \right\|_{\text{HS}} \\
\leq &\ 8N^2 \max_{1 \leq k \leq N} |u_k|^2 \\
+ &\left\| \sum_{i=1}^{N} \prod_{k=1}^{N} R_k e^{\theta_k a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=i}) \right\|_{\text{HS}} \\
- &\left\| \sum_{i=1}^{N} \prod_{k=1}^{N} R_k e^{\theta_k a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=i}) \right\|_{\text{HS}} \\
= &\ 8N^2 \max_{1 \leq k \leq N} |u_k|^2 \leq 8N^2 c^2 .
\end{align*}\]

where the second-last line relies on the triangle inequality and repeated application of Lemma 5.1 to remove all terms that are of second or higher order in \{a_k\}_{1 \leq k \leq N}.

This completes the proof of the lemma. □

**Proof of Lemma 5.5.** By equation (5.4),
\[\langle df_u(h), df_u(h') \rangle_{\text{HS}} = \text{Tr} \left[ df_u(h) df_u(h')^\dagger \right] = \text{Tr} \left[ \left( \sum_{i=1}^{N} \prod_{k=1}^{N} R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=i}) \right) \right] \]
\[ \times \left( \sum_{i=1}^{N} \prod_{k=1}^{N} R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k' a_k - \text{Id}) 1_{k=i}) \right)^\dagger \]
\[ = \sum_{i=1}^{N} \text{Tr} \left[ \prod_{k=1}^{N} R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=i}) \right] \]
\[ \times \prod_{k=N}^{1} \left( \text{Id} - (h_k' a_k - \text{Id}) 1_{k=i} \right) e^{- (\theta_k + u_k) a_k R_k^{-1}} \]
\[ + \sum_{1 \leq i \neq j \leq N} \text{Tr} \left[ \prod_{k=1}^{N} R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=i}) \right] \]
\[ \times \prod_{k=N}^{1} \left( \text{Id} - (h_k' a_k - \text{Id}) 1_{k=j} \right) e^{- (\theta_k + u_k) a_k R_k^{-1}} \]
\[ \equiv \sum_{i=1}^{N} S_i + \sum_{1 \leq i \neq j \leq N} S_{ij}. \]
\[ \quad \text{(C.1)} \]

We calculate terms of the form \( S_j \) and \( S_{ij} \) separately. For any \( S_i \), applying the cyclic permutation property of the trace operator yields
\[ S_i = \text{Tr} \left[ \prod_{k=1}^{N} R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=i}) \right] \]
\[ \times \prod_{k=N}^{1} \left( \text{Id} - (h_k' a_k - \text{Id}) 1_{k=i} \right) e^{- (\theta_k + u_k) a_k R_k^{-1}} \]
\[ = \text{Tr}[R_i (h_i a_i) (-h_i' a_i) R_i^{-1}] \]
\[ = -h_i h_i' \text{Tr}[a_i^2 R_i^{-1}] = -h_i h_i'. \]
\[ \quad \text{(C.2)} \]

For any \( S_{ij} \) with \( i < j \),
\[ S_{ij} = \text{Tr} \left[ \prod_{k=1}^{N} R_k e^{(\theta_k + u_k) a_k} (\text{Id} + (h_k a_k - \text{Id}) 1_{k=i}) \right] \]
\[ \times \prod_{k=N}^{1} \left( \text{Id} - (h_k' a_k - \text{Id}) 1_{k=j} \right) e^{- (\theta_k + u_k) a_k R_k^{-1}} \]
\[ = -h_i h_j' \text{Tr}[a_i M_{ij} R_j e^{(\theta_j + u_j) a_j} a_j e^{- (\theta_j + u_j) a_j R_j^{-1} M_{i,j}^{-1}}] \]
\[ = -h_i h_j' \text{Tr}[a_i M_{ij} R_j a_j R_j^{-1} M_{i,j}^{-1}] = h_i h_j' D_{ij}. \]
\[ \quad \text{(C.3)} \]
For $j < i$, a similar calculation gives

$$S_{ij} = h_i h_j' D_{i,j}.$$  

Combining equalities (C.1), (C.2) and (C.3) completes the proof. □

**Proof of Lemma 5.6.** We note that $f$ is clearly smooth, and so we must only check that it is bijective. This result will follow almost immediately from Lemma 10 of [49] and our bounds in Lemmas 5.4 and 5.5.

We begin to set up notation. For a point $x$ in a metric space $(\Omega, d)$ and constant $\delta > 0$, let $B_\delta(x) = \{y \in \Omega : d(x, y) \leq \delta\}$ be the ball of radius $\delta$ around $x$. We then define a map $F$ from $B_{n^6 \phi_n}(\text{Id}) \subset \text{SO}(n)$ to $\mathbb{R}^N$ as follows. Let $x \in B_{n^6 \phi_n}(\text{Id})$. Since the exp map is surjective and sends lines to geodesic curves, we can write $x = \exp(h)$ for some $h \in \mathfrak{so}(n)$ with $\|h\|_{\text{HS}} \leq 2n^6 \phi_n$. Furthermore, we can write $h = \sqrt{2} \sum_{i=1}^{N} h_i a_i$. We then define $F(x) = (h_1, h_2, \ldots , h_N)$. Finally, we define the map $g = F \circ f : [-c, c]^N \mapsto \mathbb{R}^N$.

We point out that $F$ has small distortion: for $x, y \in \text{SO}(n)$ with $F(x) = h_x, F(y) = h_y$,

$$\|x - y\|_{\text{HS}} = \|\exp(h_x) - \exp(h_y)\|_{\text{HS}} = \|h_x - h_y\| + O(N^2 \|h_x - h_y\|^2).$$  

(C.4) We now obtain the estimates required to use Lemma 10 of [49]. Following the notation of that paper, we set $\rho = \frac{1}{256} n^6 \phi_n$, $\delta = \frac{\phi_n}{8}$ and $\rho_0 = \frac{\delta}{8} \rho$. For $x, z \in [-c, c]^N$ with $\|x - z\| = \rho$,

$$\|g(x) - g(z)\|_{\text{HS}} = \|g(x) - F(f(0) \exp(dL_{f(0)}^{-1} d f_0(x))) + F(f(0) \exp(dL_{f(0)}^{-1} d f_0(x))) + F(f(0) \exp(dL_{f(0)}^{-1} d f_0(z))) - F(f(0) \exp(dL_{f(0)}^{-1} d f_0(z))) - g(z)\|_{\text{HS}} \geq \|F(f(0) \exp(dL_{f(0)}^{-1} d f_0(x))) - F(f(0) \exp(dL_{f(0)}^{-1} d f_0(z)))\|_{\text{HS}} - \|F(f(z)) - F(f(0) \exp(dL_{f(0)}^{-1} d f_0(x)))\|_{\text{HS}} - \|F(f(z)) - F(f(0) \exp(dL_{f(0)}^{-1} d f_0(z)))\|_{\text{HS}} \geq \|F(f(0) \exp(dL_{f(0)}^{-1} d f_0(x))) - F(f(0) \exp(dL_{f(0)}^{-1} d f_0(z)))\|_{\text{HS}} - 2\|f(x) - f(0) \exp(dL_{f(0)}^{-1} d f_0(x))\|_{\text{HS}} - 2\|f(z) - f(0) \exp(dL_{f(0)}^{-1} d f_0(z))\|_{\text{HS}} \geq \|f(0) \exp(dL_{f(0)}^{-1} d f_0(x))

(C.5)
\[ - f(0) \exp(dL_{f(0)}^{-1} df_0(z)) \|_{\text{HS}} - 32N^2 c^2, \]

where the second-last inequality follows from inequality (C.4) and Lemma 5.4, and the last inequality is due to Lemma 5.4. By inequalities (5.8) and (C.4),

\[ \| F(f(0) \exp(dL_{f(0)}^{-1} df_0(x))) - F(f(0) \exp(dL_{f(0)}^{-1} df_0(z))) \|_{\text{HS}} \geq \frac{\phi_n}{4} \| x - z \| - O(N^3 \| x - z \|^2). \]  

(C.6)

Combining inequalities (C.5) and (C.6), we conclude

\[ \| g(x) - g(z) \|_{\text{HS}} \geq \frac{\phi_n}{8} \| x - z \|. \]

This proves the first condition of Lemma 10 of [49]: \{\| x - z \|_{\text{HS}} > \rho \} implies that \{\| g(x) - g(z) \| > \delta \rho \}. The second condition of Lemma 10 of [49] follows immediately from the second part of inequality (5.8). Thus \( g \) satisfies the requirements of Lemma 10 of [49] with \( \rho, \rho_s, \delta \) as above, and so \( g \) is an injective map. But this implies that \( f \) is injective as well, completing the proof. \( \Box \)

C.2. Probability estimates. Proof of Lemma 5.7. By observation, the random variable \( s_N - N \lceil Q n^2 \log(n) \rceil \) is stochastically dominated by a negative binomial distribution with parameters \((N, N - 1)\). The desired inequality then follows immediately from the standard tail bound for the negative binomial distribution (see, e.g., the calculation in [5]). \( \Box \)

Proof of Lemma 10.2. Note that \( s_N \) is exactly the time it takes to collect all \( N \) coupons in the standard “coupon collector problem” with \( N \) coupons, as studied in [19]. Thus the desired bound follows immediately from equation (2) of [19]. \( \Box \)
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