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Massachusetts Institute of Technology

We show that a random walk on a stationary random graph with positive
anchored expansion and exponential volume growth has positive speed. We
also show that two families of random triangulations of the hyperbolic plane,
the hyperbolic Poisson—Voronoi tessellation and the hyperbolic Poisson—
Delaunay triangulation, have 1-skeletons with positive anchored expansion.
As a consequence, we show that the simple random walks on these graphs
have positive hyperbolic speed. Finally, we include a section of open prob-
lems and conjectures on the topics of stationary geometric random graphs
and the hyperbolic Poisson—Voronoi tessellation.

1. Introduction. A rooted, locally finite, unlabeled random graph (G, p) is
called stationary if the distribution of (G, p) is the same as the distribution of
(G, X1) where X is a simple random walk on G started from p after 1 step. Such a
graph is called reversible if in addition the birooted equivalence class (G, Xo, X1)
has the same distribution as (G, X1, Xo). Stationary random graphs enjoy many
of the same properties of transitive graphs, which they generalize. For example, in
[8] it is shown that a stationary random graph of subexponential growth is almost
surely Liouville. In [16], the converse is shown under the additional assumption of
ergodicity.

The property of reversibility is closely tied to the more familiar notion of uni-
modularity. Let P be the law of a unimodular random graph (G, p) for which
Edeg(p) < oco. Let Q be the law on rooted graphs which is absolutely continuous

to P and has the Radon—Nikodym derivative % = Edgfg(f /))) . Then it can be checked
that P is unimodular if and only if Q is reversible (see [8], Proposition 2.5). Hence,
statements that hold almost surely for P hold almost surely for Q, and provided
the degree of p is almost surely positive, statements that hold almost surely for Q
hold almost surely for P.

For a finite subset of vertices S € V(G), let Volg(S) be the sum of degrees

of the vertices of S, and let |0S]| denote the number of edges that have exactly
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one terminus in S. A locally finite connected, rooted graph (G, p) is said to have
positive anchored expansion if

e 0S|
(1) i“(G):= liminf —— >
IS|—o00  Volg(S)
peS

G|s connected

Note that, in a connected graph, i*(G) is independent of the root chosen. This
definition is a natural relaxation of the condition of having a positive edge isoperi-
metric constant, in which the liminf is replaced by the infimum over all finite S.

There are many examples of random graph processes that fail to have a positive
edge isoperimetric constant but do have positive anchored expansion, such as su-
percritical Galton—Watson trees conditioned on nonextinction [32]. A key feature
of positive anchored expansion is that it is stable under random perturbations: for
p sufficiently large, p-Bernoulli bond or site percolation on a graph with posi-
tive anchored expansion gives a graph with positive anchored expansion [10, 11,
17].

There are perhaps three fundamental known consequences of positive anchored
expansion. The earliest follows from Thomassen [35], who gives a general crite-
rion on the isoperimetric profile of a graph that implies that simple random walk
is transient; as a special case, his result shows that positive anchored expansion
implies that simple random walk is transient. The second, due to Virag [36], is that
under the additional assumption of bounded degree, simple random walk almost
surely has positive liminf speed, that is,

dip. X
liminf L2 X0

k—o00 k

0,

where d is the graph metric. The third result, also due to Virdg [36], is a heat kernel
bound that states that, for every vertex x, there is an N so that for all » > N and
all vertices y,

—anl/3

2) pix,y) <e
Further consequences of positive anchored expansion, such as the existence of a
phase transition in the Ising model with nonzero external field are shown in [25].
We will show that a stationary graph with positive anchored expansion and ex-
ponential growth has positive speed, thus effectively trading the bounded degree
assumption of [36] for the assumptions of stationarity and exponential growth.

THEOREM 1.1. Let § be a pseudometric on G that is stationary in the sense
that {(G, Xy, 8)}° is a stationary sequence of pseudometric graphs. Suppose
that:

(1) Ed(p, X1) < o0.
(2) (G, p) has positive anchored expansion almost surely.
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(3) With Bs(p, r) denote the closed ball of radius r around p,
liminf | Bs(p, r)|"/" < o0
r—00
almost surely.

Then simple random walk Xy started from p has positive speed, that is, the limit
. 8(p, Xi)
s= lim ———

k— o0 k

exists and s > 0 almost surely.

Note that further assumptions are needed to say that s is nonrandom.

For certain classes of graphs, positive speed is enough to ensure the existence
of nonconstant bounded harmonic functions (e.g., planar, bounded degree graphs
[12]). We show that a stationary random graph with nonconstant bounded har-
monic functions must have an infinite-dimensional space of such functions.

THEOREM 1.2. A stationary random graph (G, p) either has a 1-dimensional
space of bounded harmonic functions or an infinite-dimensional space of bounded
harmonic functions.

Work of [16] shows that under mild conditions on a stationary graph, positive
speed implies the existence of an infinite-dimensional space of bounded harmonic
functions. Hence, both 2* and #* have infinite spaces of bounded harmonic func-
tions. Improvements to [16] made since the original draft of this paper appeared
now give a direct proof that positive speed implies an infinite dimensional space
of bounded harmonic functions.

Hyperbolic Poisson—Voronoi tessellation. Theorems 1.1 and 1.2 are tailor-
made for random graphs that arise as invariant random perturbations of homo-
geneous spaces, such as invariant percolation on non-amenable Cayley graphs. We
will show how this framework can be applied to a random discretization of Rie-
mannian symmetric space. Specifically, we will consider the hyperbolic plane H.

Let TT* denote a Poisson point process on H with intensity given by a multi-
ple & > O of its invariant volume measure. The exact normalization for the area
measure is given at the start of Section 3.

The hyperbolic Poisson—Voronoi tessellation of H is a polygonal cell complex,
with each cell containing exactly one point in I1*; this point is referred to as the
nucleus of the cell. For a point pg € T1*, the cell with nucleus py is given by

{z € H: di(z, po) = min du(z, p)},
pell*

where dy denotes distance in the hyperbolic metric. We denote by #* the 1-
skeleton of this cell complex.
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(A) A=0.2 and r = 0.9995. (B) A=1 and r = 0.9975.

FI1G. 1. A rendering of the Poisson—Voronoi tessellation (red) for various A with superimposed
Delaunay triangulation (blue). In each simulation, the process l'[i‘ on By (0,r) is sampled with
intensity A times hyperbolic area measure. In electronic versions of this figure, it is possible to get
more detail by zooming in on the picture. Note that for smaller A the average degree increases.

From the point process IT*, we can also construct the Poisson—Delaunay com-
plex, a polygonal cell complex with vertices IT* and a hyperbolic geodesic be-
tween two vertices if and only if the corresponding Voronoi cells share a boundary
edge. We denote by 2* the 1-skeleton of this cell complex. Note that #* and
2* are dual graphs. (Except where absolutely necessary, we will not distinguish
between the abstract graphs 2% and #* and their geometric realizations as 1-
skeletons.) See Figure 1 for a simulation of these tessellations.

It is elementary to see that, in the Poisson—-Delaunay complex, all the faces are
almost surely triangles; hence, we will refer to it as the Delaunay triangulation.
Further, it can be checked that a triple of points {x, y, z} in IT* forms a triangle in
the Delaunay triangulation if and only if all three points lie on the boundary of a
finite hyperbolic disk in H whose interior contains no points of TT*.

The probability that a disk in H contains no points of IT* is exponentially small
in the volume of the disk. As the volume of a disk centered at a fixed point in H
grows exponentially in the radius, the maximal diameter of a Delaunay triangle
incident to that point has a very thin tail.

LEMMA 1.3. Let So be the union of the Delaunay triangles that contains the

point 0 as a vertex. There is a constant C = C(A) > 0 so that for allr >0
/4

P[So ¢ Bu(0,r)] < Ce"47¢

where By (x, r) is the hyperbolic ball centered at x of radius r.
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Note that, by the transitivity of the automorphism group of H and the invariance
of the intensity of I1*, this lemma also holds if 0 is replaced by any other fixed
point in H (see Remark 1.7).

Our main theorem about these tessellations is that both have positive anchored
expansion almost surely.

THEOREM 1.4. For G = 2* or ¥ there is a constant ¢ = c()) > 0 so that
i*(G) > ¢ almost surely.

REMARK 1.5. The anchored expansion constant i*(G) can be seen to be de-
terministic almost surely, by the following argument. Let £ be a transitive tiling
of the hyperbolic plane by compact polygons, transitive meaning that any polygon
can be mapped to any other by a hyperbolic isometry. Each polygon has finite vol-
ume, and so almost surely each polygon contains only finitely many points. Since
these points connect to only finitely many other points in both 2* and #* i*(G)
is independent of the configurations of points in each polygon.

Enumerating the polygons, we can identify IT* with

(1}, 115, 113, ...),
where each l'[iX is a Poisson point process of intensity A on one of the polygons,
and TT* is built from these point processes by isometrically mapping l'Il-A to the ith
polygon. From the independence of i*(G) from the configuration of points in any

one polygon, we get that i*(G) is measurable with respect to the tail-o -algebra of
this space, and hence i*(G) is deterministic.

To these graphs, we would like to apply our general theory. Observe that #*
is 3-regular. Hence by the original theorem of [36], simple random walk on 7
has positive speed. Since #* is bounded degree and planar, it is also non-Liouville
[12]. Provided it could be biased in such a way that it is stationary (a direction we
do not pursue), it would have, by Theorem 1.2, an infinite-dimensional space of
bounded harmonic functions.

As for 2%, which is not bounded degree, we cannot apply [36]. So we, will
show the hypotheses of Theorem 1.1 are satisfied for this graph. We begin with
the unimodularity of the random graph. This is a consequence of hyperbolic space
having involutive isometries: at each x € H, there is an isometry that fixes x and
reverses all geodesics through x. A manifold which has this property is called a
(global) Riemannian symmetric space. We give a brief introduction to these spaces
in Section 4.

PROPOSITION 1.6. Let M be a nonpositively curved Riemannian symmetric
space, and fix x € M. Let X be a Poisson point process whose intensity is invariant
under symmetries of Ml and which is conditioned to have a point at x. Denote by ¢
the dual graph of the Voronoi tessellation, and let p be the vertex of 9 embedded
at x. Let P be the distribution of (4, p). Then:
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(1) Edegp < 0o and
(2) with % = Eddefgp E (9, p) is reversible as an embedded random graph un-
der Q.

Equivalently, (¢, p) under P is unimodular. We give the proof in Section 4.

REMARK 1.7. In studying the anchored expansion properties both #* and
9*, we may condition on the Poisson process so that either #* and 2* includes
the origin as a vertex; proving Theorem 1.4 for these conditioned forms of #* and
2* is equivalent to proving the theorem for the original graphs. Adding a single
point to the Poisson process will modify only finitely many vertices and edges of
#* and 2*, and the anchored expansion constant is insensitive to any such change.

Returning to the application of Theorem 1.1 to 2%, Proposition 1.6 gives the
needed stationarity of the random graph. It further asserts that the random graph
and its embedding are stationary after biasing by the degree of the root. Hence, the
restriction of the hyperbolic metric to the graph is a stationary metric on the graph.
The volume growth of this graph is simply the growth rate of the number of Poisson
in points in concentric balls around the origin. This has exponential growth almost
surely, and so random walk on 2* has positive hyperbolic speed almost surely. As
a consequence, in Proposition 3.13, we show that random walk on 2* converges
to a point on the ideal boundary of H (effectively that as a sequence of points in
the Poincaré disk, it converges to a point on the unit circle S').

Discussion. We give a criterion for positive speed of simple random walk in
terms of positive anchored expansion, which implies transience. For many classes
of stationary random graphs, there is an alternative between recurrence and posi-
tive speed. For example, unimodular random trees of at most exponential growth
and bounded degree planar graphs both have that random walk is almost surely
recurrent or random walk has positive speed (this follows from combining results
of [12] and [8]). We would expect that bounded degree unimodular Gromov hyper-
bolic graphs are another such class. Note that 2 in a sense barely fails to satisfy
any of these conditions, on account of having degrees with thin tails.

The hyperbolic Poisson—Voronoi tessellation is first considered by [13], in
which Bernoulli percolation on 2” is studied. There it is shown that Bernoulli
percolation undergoes two phase transitions at values p.(A) < p,(A) from having
only finite clusters, to having infinitely many infinite clusters, to having a unique
infinite cluster. Further, an upper bound is given on p.()) that suggests (and led
the first author and Oded Schramm to conjecture) that p.(1) — % as A — oo.

Indeed, it is the case that as A — oo, all finite neighborhoods of 0 in 2" will
converge in law to those of the Euclidean—Poisson—Voronoi tessellation. This is
because increasing A is tantamount to decreasing the curvature. This curvature
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effect can also be seen in how the average degree (appropriately defined) decreases
as A increases (see Figure 1 for an illustration).

The hyperbolic Poisson—Voronoi tessellation is one of many planar stochas-
tic triangulations with hyperbolic characteristics. The planar stochastic hyperbolic
triangulation of [18] is formed by a peeling process that ensures a type of spatial
Markov property and produces a stationary triangulation. There are also half-plane
versions [6, 7] with another type of Markov property which share many of the same
features, although these are not stationary.

Though the hyperbolic Poisson—Voronoi tessellation does not have a domain
Markov property, the diameter of any given Voronoi cell has a subexponential tail
(cf. Lemma 1.3). Hence, there is a very strong sense in which the graph is local,
that is, the law of a small neighborhood of a graph depends only on the portion of
I1* in a small ball around that point. This leads to rapid decorrelation between a
neighborhood of any vertex of 2* and a neighborhood of a vertex that is far away.

Consequently, it is straightforward to show that the hyperbolic Poisson—Voronoi
tessellation arises as a local limit of finite triangulations. This was observed earlier
by the first author and Oded Schramm before the notion of local limit was codified
(see [13], “Hyperbolic Surfaces” proof of Theorem 6.2). It is an immediate con-
sequence of the existence of finite volume hyperbolic manifolds with arbitrarily
large injectivity radius.

For approaches to finite random triangulations of the full plane that use enu-
merative techniques, proving the triangulation is a local limit of randomly rooted
finite graphs is comparably quite difficult (although there has been recent progress
in this direction [4]). However, the large scale behavior of all of these triangulation
models should be similar: for example, we may speculate that after appropriately
matching parameters in the two models and embedding them in a stationary way
in the Poincaré disk, the distribution on exit measures on the boundary of the unit
circle are mutually absolutely continuous.

Open questions. We believe that this analysis has only scratched the surface
of what can be asked about the hyperbolic Poisson—Voronoi tessellation. First,
the hyperbolic Poisson—Voronoi tessellation generalizes immediately to higher-
dimensional hyperbolic spaces, for which it should still be the case that various
dual graphs have positive anchored expansion. We believe the same approach used
here could be adapted to that case with the principal missing component being the
analogue of Proposition 3.3.

CONJECTURE 1.8. Let H? denote d-dimensional hyperbolic space, and let
1" be a Poisson process with invariant intensity measure. The dual graph of the
Voronoi tessellation of TI* has positive anchored expansion.

More could be said about the speed, s(A) = limg— 0 dg (X%, p)/k. Note that
our result does not show that s(A) is deterministic, which we expect it should be.
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As increasing A has the effect of decreasing curvature, we expect that s(A) should
be continuous and strictly monotone decreasing with s(07) = 1 and s(c0™) = 0.

By Theorem 1.2 and [16], we know that the space of bounded harmonic func-
tions of the random walk on 2* is infinite dimensional, but considerably more
could be said. For example, it would be nice to know that 2* has bounded har-
monic functions with finite Dirichlet energy (cf. [12], Theorem 1.1) and that the
wired uniform spanning forest is almost surely 1-ended (cf. [2], Theorem 7.2).

Recall that the space of bounded harmonic functions can be endowed with a
measure to make it isomorphic to the Poisson boundary (see [28] or [33] for rele-
vant background). For simple random walk on 2* or #*, we show that simple ran-
dom walk considered as a sequence in the Poincaré disk converges almost surely to
a point of S! in the topology of C (see Proposition 3.13). There are many general
results about boundary convergence of random walk that are nearly applicable to
2* and ¥*. For example, [12], Theorem 1.1, or the recent work of [3, 24] nearly
apply to 2*. This leads us to believe that these results could be extended to cover
graphs like 2*. For example in the latter work, is it possible to replace the bounded
degree assumption by a stationary assumption as we have done here?

CONIJECTURE 1.9. Let (G, p) be a transient stationary random graph that is
almost surely planar. Then (G, p) embeds as a stationary subgraph of the Poincaré
disk and for almost every realization of (G, p) simple random walk almost surely
converges to a point on S in the topology of C.

For bounded degree graphs, [24] has recently shown that one can embed this
graph in the unit disk in such a way that random walk converges to the boundary
of the disk and further shows the Poisson boundary can be represented in terms
of the harmonic measure vy at infinity. Precisely, for Borel A C S', vg(A) is the
probability that random walk converges in the Euclidean metric to a point in A.

In the case that the random graph is a transient, bounded degree triangulation,
then [12] show that random walk almost surely converges to a point on the bound-
ary. Subsequent work of [3] shows that the Poisson boundary can be identified with
the unit circle and the harmonic measure at infinity. Since this paper appeared, [5]
have shown that for essentially all unimodular, transient, one-ended circle packed
random triangulations, random walk converges to a point on the boundary of the
unit circle, and the exit measure is a representation of the Poisson boundary.

For comparison, the Poisson boundary of hyperbolic Brownian motion on the
Poincaré disk started at 0 is naturally identified with Lebesgue measure on S'.
Given the dimension drop phenomenon observed for harmonic measure on infinite
supercritical Galton—Watson trees [32], we expect something similarly singular
here.

CONJECTURE 1.10.  For almost every realization of 2*, v is singular with
respect to Lebesgue measure on S'.
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While 2* and #” are hyperbolic on a large scale, they cannot satisfy many
types of uniform hyperbolic properties, such as Gromov hyperbolicity, by virtue
of large sections of the triangular lattice embedding into 2*. (The authors expected
all finite planar graphs to embed in 2%, but some care is needed here: not all planar
triangulations can be realized as Euclidean—Delaunay graphs [20, 21].) That said,
there is still room to characterize which qualitative features of hyperbolic graphs
are present. For example, it is natural to ask how nearly geodesics in 2* match
geodesics from the hyperbolic plane.

CONJECTURE 1.11. Consider connecting the Voronoi cells containing —r
and r by a geodesic in 2", and let D, be the graph (or hyperbolic) distance from
this geodesic to the cell containing 0; then { D, : r € N} is tight.

In a similar spirit, for an angle 6 > 0 is there a §y almost surely finite so that
all geodesic triangles with one vertex at 0 and the other two vertices having an-
gular separation 6 are dy-thin. This is a natural “anchored” analogue of Gromov
hyperbolicity.

While Theorem 1.1 shows positive speed for a large class of stationary random
graphs, it is natural to ask whether the volume growth condition is necessary. We
wonder if it can be weakened or removed entirely. As for the conclusions, it is nat-
ural to ask whether or not the heat kernel bound (2) that holds for bounded degree
graphs with positive anchored expansion extends to stationary random graphs with
positive anchored expansion.

2. Speed. We begin with the proof of the criteria for positive speed, Theo-
rem 1.1. Following Virdg [36], for any S C V(G) finite, let A;(S) :=i|S| — |9.S].
Define an isolated i-core to be a finite set of vertices S so that for all A C S
A;(S) > Aj(A). As it is possible to take A = & in this definition, it follows that
an isolated i-core must have A;(S) > 0.

Let IS; denote the union of all isolated i-cores in G. The following are easily
checked.

PROPOSITION 2.1.  For any locally finite, connected, simple graph G

(1) Any finite union of isolated i-cores is again an isolated i-core.

(2) If i*(G) > i > 0, then any vertex is contained in at most finitely many con-
nected isolated i-cores.

(3) Ifi =i*(G) > 0, then G\1S; is a (nonempty) graph with edge isoperimetric
constant i, where the volume of a finite set of vertices is still measured as the sum
of degrees in G.

See Corollary 3.2 of [36] for a proof of the first two facts. The proof of the third
is on the first displayed equation of [36], page 1594.
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Positive speed is essentially due to the fact that the induced walk on G \ IS;
has positive speed. This is shown by considering the behavior of the heat kernel.
One then also needs to check that the walk returns to G \ IS; frequently enough,
and here we use stationarity in an essential way. Indeed, without stationarity and
without bounded degree, it can be shown that positive anchored expansion is in-
sufficient for positive speed.

Let T, T», ... be the times at which X; € G \ IS;. We would like to show that
T,/n — ¢ < o0o. By the ergodic theorem, we have that

D UX;€G\IS;}=Plpe G \IS; | Z],
j=0

3 li
©) "LHgOn—i-l

where .# is the invariant o -algebra. We first show that due to stationarity, this
probability cannot be O for i sufficiently small. It will turn out that we will addi-
tionally want control of the degrees of the random walk at the times it returns to
the complement of IS;, and so with foresight, we show the following.

LEMMA 2.2. Let (G, p) be stationary. On the event i*(G) > i, there is an
F -measurable M < oo so that

Plp e G\1IS;,degg(p) <M | F]>0

almost surely.

PROOF. Suppose first that P[p € G \ IS; | .#] = 0. Then by stationarity,
PXre G\IS; | #]=0

for all fixed k > 0. Hence, random walk stays in IS; for all time almost surely. By
Proposition 2.1 when i*(G) > i, there are only finitely many connected isolated
i-cores containing p. In particular, the connected component of IS; containing p
is finite, and so when i*(G) > i random walk almost surely enters G \ IS; in finite
time, giving a contradiction.

Hence, we have shown that P[p € G \ IS; | .%#] > 0. By monotone convergence
and the almost sure finiteness of deg; (p), it follows that

Jim Plp e G\IS;. degg(p) < M | F]=Plp € G\1S; | 71
—00

Hence in particular, there must be an M sufficiently large that this conditional
probability is positive. [

Consider the induced random walk Y; = X7, on the vertices v of G \ IS;. Let
pr(u, v) be the heat kernel for this random walk, that is,

pe(u,v) =P[Yi=v|0(G, p), Yo=u].
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This operator is reversible with respect to rr(x) =deg;(x), observing that

degs(u)p(u,v) = ZH degg(v)p(v, u)

degG(V )~

with the sum over all paths y connectmg u to v via paths with interior vertices in
IS; and the product over all interior vertices in the path.
Define an inner product on functions of the vertices of G \ IS; by

(f.e)= Y, [f(g)degsv).
veG\IS;

Let P denote the Markov operator defined by (Pf)(u) =, p(u,v) f(v). From
the Cheeger inequality on G \ IS; (Proposition 2.1), P has operator norm strictly
less than 1 on the Hilbert space with the defined inner product (-, -) (see [34], [27],
Theorem 5.1, or [33]). Hence,

_ (Bu, P*8y) _ [degg(v)
prl,v) = degq (u) = degG(M)q’

where 8, € L2(V(G \IS;),degs) is 1 at x and O elsewhere, and ¢ = ¢(G, p) < 1.
The proof of Theorem 1.1 is now a simple consequence.

PROOF OF THEOREM 1.1. By assumption, i*(G) > 0 almost surely. Hence
by Lemma 2.2 and by letting i run over {1/k};2,, we may restrict to considering
realizations of (G, (X;)g°) and i > O for which

Plp € G\IS;.degs(p) < M | 7] >0

By the subadditive ergodic theorem [31], Theorem 5.3, or [22], Theorem 6.1,

the limit

s= lim 8(p, Xx)/k
k— 00

exists almost surely and is equal to some .% -measurable random variable. Hence,
it suffices to show that X has positive limsup §-speed almost surely.
By assumption, there are radii r; with r > k and a constant C so that

sup | Bs(p, ri) |/ < C < o0,
keN

Hence, for any £ € N,
P[5(Ye, p) < ri, degg (Ye) < M | F] < C*/Mq".

In particular, once £ is a sufficiently large multiple of rg, this will be exponentially
small in 7. Thus, there is ¢ > 0 so that

VM

l—¢q

by summing the previous bound in £. In particular, by Borel-Cantelli, we have that
there is a kg so that for all k > kg and all £ > cry, §(Ye, p) > r%.

P[3¢ > cr : 8(Ye, p) < ri,degg(Yy) < M | F] <0.99*
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On the other hand, recalling (3), we know that

1 n
lingo— E 1{X; € G\IS;,deg; (X ;) < M} =P[p € G\IS;,degs(p) <M | F],
n— n “
j=0

which is by assumption positive. Therefore, there must be a D € N and a k1 almost
surely finite so that for all k > ki,

Dry,
> 1{X; e G\IS;, deg; (X)) <M} > cry.,
j=0

and so that

2Dry
> 1{X; € G\IS;,degs(X;) < M} > 0.
J=Dry

Then, with j* a time between Dry and 2Dry at which the indicator holds true, we
have X j« =Y, for some £ > cry. Since deg; (X j+) < M, it must be that §(Yy, p) >
rr if k > ko. Hence, we conclude there is an infinite collection of times j* at which
J-*
(X j*,p) >rp > —.

( bi o) k 2D O
We also show that for a stationary graph with bounded harmonic functions, there

must be infinitely many.

PROOF OF THEOREM 1.2. Let G, be the set of connected locally finite rooted
graphs. This can be endowed with a topology, the local topology, under which it is
polish space (see [8] for elaborations). Such graphs have countably many vertices,
and so we may consider always representing these graphs on a universal countably
infinite vertex set V. For a connected, locally finite G, let B(G) C £°°(}V) denote
the space of bounded harmonic functions on G. Let S(G) C B(G) be the unit ball
under the £°°()) norm. We will define a measurable mapping ¢ : Go — £°°()) so
that ¢ (G, p) is a nonconstant harmonic function in S(G).

For a rooted, unlabeled graph (G, p), define

R(G,p):inf{rez>0:sup max |h(x)—h(p)|>0}.
~ heSx€Bg(p.r)

We claim that the function R is a Borel measurable function of rooted connected
locally finite graphs under the local topology. Specifically, we claim

sup max )\h(x) — h(p)| =limsup sup max )\h(x)—h(,o)

heSX€Bg(p,r n—o0o hESnXGBG(pJ

’

where S, is the set of harmonic functions on the finite graph Bg (o, n) with bound-
ary values in [—1, 1]; the right-hand side is a lim sup of continuous functions and
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is hence Borel measurable. On the one hand, given & € S(G) one can solve the
Dirichlet problem on Bg (v, n) for any n > r with boundary values given by 4 to
get the left-hand side is less than the right. On the other hand, given a sequence of
harmonic functions &, € S, one can extract by diagonalization a subsequence so
that h,, (x) converges at each x € V. This pointwise limit is necessarily harmonic
and is in S(G) by the maximum principle, and this leads to the reverse inequality.

If R(G, p) = —o0, then S(G) consists only of constant harmonic functions.
Hence, in this case let (G, -) = 1 € B(G). In the case that R(G, p) is finite, we
let (G, p) be any arbitrary h € §(G) with maxyecpg;(p,r) | (x) — h(p)| > 0. This
can be done, with effort, in such a way that for each v € V, (G, p) — h(v) is
Borel measurable. Further, we may pick ¢ to be equivariant with respect to rooted
isomorphisms, that is, if there is a bijection ¥ : VV — V inducing an isomorphism
of rooted graphs v : (G, p1) = (G, p2) then ¢(G, p1) = ¢(G, p2) o Y. This in
particular assures that ¢ is well-defined on rooted equivalence classes of graphs.
As a consequence, the sequence ()72, = (9(G, Xx))72, is stationary.

For every fixed r > 0, we define the variables

Y, = max | (Xkgi) —

i=1,2,..., r
which makes (Y])72, stationary.
Suppose that B(G) were finite-dimensional. Then there would be a basis

fiofa, oo fa

of bounded harmonic functions. As each process (f;(Xx));2, is a bounded mar-
tingale, it converges almost surely. Hence, for every fixed r > 0, it also follows
that foreach 1 < j <d,

lim  max }fj(Xk+i)—fj(Xk)|=0

k—o0i=1,2,.

almost surely. By compactness of S(G), it follows that

lim sup max |h(Xk+,-)—h(Xk)|=O

k—>ocopesi=1.2,...,
Thus, we conclude that for every fixed r > 0,
klggo Yi=o.
Then for every fixed r > 0 and every ¢ > 0, we have that

1 k
lim —— ) 1{Y{ >¢}=0.

k—oo k + 1 e

By the ergodic theorem, however, we also have that

k

kLmkH I{Ykr>8}=P[3i57’1\ho(Xi)—ho(p)!>8|9].
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Hence on the event that B(G) is finite dimensional, we conclude that hg(X;) =
ho(p) for all i € N up to null events. This, however, implies that R = —o0, that is,
all bounded harmonic functions are constant. Hence, almost surely, either B(G)
consists of constant functions or B(G) is infinite dimensional. [

3. Hyperbolic Poisson-Voronoi tessellation. Let H denote the hyperbolic
plane. For a good introduction to hyperbolic geometry and different models of the
plane, see [15]. The Poincaré disk model of H is given by the unit disk {(x1, x7) :
)cl2 + x% < 1} in R? together with the Riemannian metric

2 dx? +dx3
dsg=4———>—5.

(I —x7 —x3)

From this, it follows that hyperbolic area measure is absolutely continuous to
Lebesgue measure and has density given by

We will denote the hyperbolic distance between two points x and y by dy, the
hyperbolic area of a region R by Volg(R), and the hyperbolic disk centered at x
and with hyperbolic radius r by By (x, r). Also, we denote the disk with boundary
points x, y, z by CDg(x, y, z), and its center by CCg(x, v, z). (We also express
Euclidean distances, areas and disks the same way, except we replace H by [E.)
Observe that

4) Vol (Br(x, r)) =27 (cosh(r) — 1) < me"

and that the circumference of the same ball is given by 27 sinh(r).

We let TT* be the Poisson process on the open unit disk with intensity A - d Ay,
conditioned to contain the point 0. We define the 1-skeleton graphs #* and 2*
from the conditioned process IT* as we defined these graphs in Section 1 for IT*
an unconditioned Poisson process. As noted in Remark 1.7, introducing this modi-
fication does not affect the anchored expansion constant; hence, it suffices to prove
Lemma 1.3 and Theorem 1.4 for these modified graphs.

The main goal of this section is to prove Theorem 1.4; but first, we give the
proof of Lemma 1.3.

PROOF OF LEMMA 1.3.  Suppose that some Delaunay triangle with one vertex
the origin is not contained in 0 By (0, r). Then the circumcircle of this triangle
contains a circle with radius r/2 and center on d By (0, r/2). Since the circumcircle
cannot contain any points in the Poisson process IT*, we deduce that there exists a
disk with radius /2 and center on d By (0, 7/2) containing no points of IT*.

We will define a finite set S of points on 0By (0, r/2) such that any disk with
radius r/2 and center on 0 By (0, r/2) contains Bp(s, r/4) for some s € S. Let S be
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a collection such that the distances between all neighboring pairs of points along
the boundary of By (0, r/2) is exactly r/4, except possibly for one pair of neigh-
boring points whose pairwise distance along the boundary may be less than r/4.
Then any disk centered at a point on d By (0, r/2) is at most distance »/8 from a
point in S and so contains By (s, r/4) for some s € S. Also, since the circumfer-
ence of By (0, r/2) is 27 sinhr, we have |S| < ¢’e” for some constant ¢’. Hence,
by a union bound, the probability that IT* N B (s, r/4) is empty for some s € S is
at most

/4
c'e" e+ Volu(Bu(0.r/4)) _ ot pr=2mh(cosh(r/4)=1) - C//er+2”)‘_ﬂ)‘e)/

for some constant ¢”, completing the proof. [

The rest of this section is devoted to proving Theorem 1.4. Our proof of the
theorem relies on one key observation about the Delaunay triangulation: the hy-
perbolic area of a contiguous collection of triangles that is adjacent to the origin
is on the order of the number of triangles considered. The notion of “contiguous”
is made precise by the following definition: we call a collection of Delaunay tri-
angles strongly connected if its dual graph is connected, where two triangles are
connected in the dual graph if they share an edge. Call them strongly connected
to the origin if one of these is a triangle containing the point 0. Then we have the
following proposition.

PROPOSITION 3.1. There is a constant ¢ > 0 and a kg > 0 random so that
for all collections of Delaunay triangles t1, to, ..., ty with k > ko that are strongly
connected to the origin and whose union Uf‘: 1 ti is simply connected,

k

> Vol () > ck,
i=1

where for any Borel U C H, Vol (U) denotes hyperbolic area of U .

The proof of Theorem 1.4 is a relatively straightforward consequence of this
proposition and the following observation.

LEMMA 3.2. For any finite set S C H,

Vol (convy (S)) < 27|S|,

where convyg(S) denotes the hyperbolic convex hull S.

PROOF. Choose a point p in the interior of convy(S). As the boundary
of convy(S) is homeomorphic to a circle, we can order the extreme points

X1, X2, ..., Xx of S in a counterclockwise ordering. Further, we have that convyg(.S)
is the union of closed hyperbolic triangles on vertices {p, x1, x2}, {p, x2, x3},



1932 I. BENJAMINI, E. PAQUETTE AND J. PFEFFER

.. {p, xk, x1}. All hyperbolic triangles have area at most 277, and hence the bound
follows. [

This also holds in higher-dimensional hyperbolic spaces, with appropriately
chosen constants in place of 27; see [9], Theorem 1.

PROOF OF THEOREM 1.4 FROM PROPOSITION 3.1. The proofs of anchored
expansion for * and ¥*, while similar in spirit, do differ in subtle ways, so we
will present each one separately.

Proof that 2* has positive anchored expansion. Let ko and ¢ be as in Proposi-
tion 3.1. Suppose that for some k > kg the vertices vy, ..., v; € 2* form a con-
nected subgraph S of 2%, one of which is the Voronoi cell with nucleus at 0.
Consider the subcomplex S’ of the Delaunay triangulation given by the union of
all triangles containing vertices of S, and let S” denote the smallest simply con-
nected subcomplex of the Delaunay triangulation which contains S’. Then every
vertex of S is in the interior of the union of triangles formed by S”.

Observe that the convex hull of the vertices of S’ is the same as the convex hull
of the vertices of S\ S, as every vertex of S is in the interior of S" which is in
turn in the interior of the convex hull of S’. Further, the number of triangles ¢ in
S’ is commensurate to the sum of degrees of S; precisely ¢ > %Zse sdegg(s) =
1 Vol (S).

On the one hand, Proposition 3.1 implies that the convex hull of the vertices of
S”\ S has area at least ¢t for some constant c. On the other hand, by Lemma 3.2,
the area of the convex hull of S”\ S is at most 477 |S” \ S|. Combining these facts,
we have that [S"\ S| > ;- Vol (S).

Since each vertex in |S’ \ S| is connected to S by a boundary edge of S in 2*,
we obtain [3S| > |S”\ S|, and hence

851> |8\ S| = 2= Vol (5).

This proves Theorem 1.4 for Z*.

Proof that ¥'* has positive anchored expansion. Suppose once more that for
some k > kg the vertices dj, ..., dx € ¥* form a connected subgraph of ¥ . one
of which is a triangle containing 0. Let #1, . . ., #; denote the corresponding strongly
connected Delaunay triangles in H. If the subcomplex S of the Delaunay triangula-
tion with triangles 1, 12, ..., f is not simply connected, let S’ be the smallest sim-
ply connected subcomplex of the Delaunay triangulation which contains S. Then
38 D 38" and Vol (S) < Voly(S’). Hence, |8S|/ Volya(S) > |3S’|/ Vol (S),
and it suffices to assume that § is simply connected.

Let X C H denote the set of vertices of the triangles 71, ..., f, and let X' € X
be the set of points in X that are contained in the boundary of Uf:l t;. Observe that
X and X’ have the same convex hull, as an interior point of a set is in the interior
of the convex hull of that set.
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On the one hand, Proposition 3.1 implies that the convex hull of X has area at
most ¢|X| for some constant ¢. On the other hand, by Lemma 3.2, the convex hull
of X’ has area at most 47r|X’| for any set of points X’ C H. Combined, these two
inequalities give

X«
> —.
X| ~ 4n

As the boundary of the polygon | J; #; is a closed loop, there is a bijective corre-
spondence between X’ and boundary edges of | J; ¢;. Further, the boundary edges
of |; #; are in bijective correspondence with the boundary edges of S in #*, so
IX'| =198

As the embedding of S gives a planar drawing of the graph, we have that by
Euler’s formula, e — k = |X| — 1, where e is the number of edges in the complex S.
As every triangle contains exactly three edges and every edge is contained in at
most 2 triangles, e > %k, so that |X]| > %k = %Volw(S).

Combining everything, we have that

las| X' _ X' _ ¢
- = > >

S|~ 18] T 21X T 8x° O

3.1. Proposition 3.1: Proof overview. The bulk of the work is to prove Propo-
sition 3.1, to which we devote the remainder of Section 3. We begin by outlining
the ingredients of the proof and showing how Proposition 3.1 follows.

There are two key ingredients to proving the proposition: proving that a single
Delaunay triangle cannot be too small in area, and applying that bound for a single
triangle to the strongly connected collections of triangles considered in the propo-
sition. One key idea in this proof is to use that in a Delaunay triangulation in H,
the hyperbolic circumcircle of each Delaunay triangle must be finite. Regarding
the probability that a single triangle is too small, we show the following.

PROPOSITION 3.3. There is an absolute constant C > 0 so that for any x,y €
H and 6 > 0, the area of the points z € H, for which the area of the hyperbolic
triangle with vertices {x, v, z} is less than 6 and for which CDy(x, y, z) exists, is
less than #XQJ).

We present the proof in Section 3.5.

To convert this bound for a single triangle to a bound for collections of triangles,
we consider adding triangles to a collection one at a time. We then attempt to
stochastically dominate this procedure from below by a random walk. When we
add a new triangle, if the triangle contains no new vertices, then the triangle is
determined by the existing collection of points, and we have no control over its
area. However, if the new triangle contains a new vertex, then there is some new
randomness: thinking of the area of the triangle as roughly base times height, if the
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base is determined by the previous collection of points, the height stochastically
dominates a uniform random variable independent from the existing collection of
points.

Hence, provided that the base lengths in this analogy are not too small, and pro-
vided we can expose triangles in such a way that at enough steps we reveal a new
vertex, then the area of a triangulated region of the plane will stochastically domi-
nate something like a sum of uniform variables. To show that the base lengths are
not too small, we are again in a similar situation—we wish to expose vertices one
at a time and do a stochastic comparison to a random walk of uniform variables.
As both of these random walks are determined by the locations of the points, we
need to assure that the way these triangulations are built ensure that we can simul-
taneously assure that there are enough long base lengths and enough large heights.

To address these concerns, we create a specially tailored combinatorial con-
struction suited to the tasks we face. For any k > 3, define a triangulation scheme
to be a function f : {3,4,...,k} — (U;]) with the properties:

(1) f isinjectiveon {4, ..., k}.

@ fO={fOr fD2)e ), '

(3) Forall j €{3,4,...,k}, the edges {f(i)}{:3 form a connected graph.
(4) For every j, the number of i so that j = max(f(i)) is at most 2.

A triangulation scheme encodes how to build a triangulated domain step-by-step,
where at each step a new vertex j € {3,4, ..., k}is added to the complex and a new
triangle is added connecting {j, f(j)1, f(j)2}. See Figure 2 for an illustration.

If X = {x1,x2,...,xr} is an ordered collection of points in H, then for each
i €{3,4,...,k}, the vertices x;, xr(;), and xz(;, define a closed hyperbolic tri-
angle Aqy r(i). We will say that the pair (7x, f) is Delaunay if every triangle

11 10 2 Triangulation
scheme f :

{1,2}

— =
=W
—— =

4,5}
5,6}
1,7}
7,8}
{2,8}
{8,9}

_h oo o2
e (|
el el

_

P . o . . . .
[ I

FI1G. 2. A sample triangulation scheme. The solid lines are edges that appear as {i, f(i)1} or
{i, f()3} for some i € {3,4,5, ..., 11}. The dotted lines are edges not explicitly defined by the tri-
angulation scheme; these may or may not be used as the base of a subsequent triangle.
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Any, 7(i) has a finite circumcircle, and planar if all the triangles {Ary, (i )}f.‘:3
have pairwise disjoint interiors.

Our strategy to prove Proposition 3.1 is to show that for any finite collection of
points X C T1* containing 0, any ordering rx of those points, and any triangulation
scheme f for which (;rx, f) is planar and Delaunay, we have

L

(5) D |Arg s ()| >t —2)
i=3

provided ¢ = |X] is sufficiently large.

This shows Proposition 3.1 for the special case of triangulated regions defined
by triangulation schemes. To reduce the general case to this one, we show that a
strongly connected collection of triangles whose union is simply connected has a
vertex—spanning subcomplex whose triangles are defined by a triangulation scheme
(see Figure 2 for an illustration).

LEMMA 3.4. Let T be a strongly connected collection of triangles from 2*
whose union is simply connected, and let t € T. Denote by X the set of vertices
of the triangles in T. Almost surely, there is a triangulation scheme f and an
ordering {x1,x2,...,xx} of X such that Ayy r(3) =1t and {Anxvf(i)}f::; cT.
Note that the resulting pair (wx, ) is both planar and Delaunay almost surely.

This is proven is Section 3.4.

We also need to check that, despite the additional ordering we impose in our
triangulation scheme description, we are still able to use a union bound over all
possible triangulation schemes on all possible Delaunay vertices. Hence, we re-
quire an estimate of the number of planar Delaunay triangulation schemes on a
given number of points, and so we show the following.

LEMMA 3.5. There is a constant C > 0 so that for any (unordered) collection
X of k points in H, the number of orderings mx of X and triangulation schemes f
for which (wx, f) is planar is at most (Ck)¥.

We give the proof in Section 3.4. We note that without the planarity assumption,
the number of such schemes would carry an extra k¥ factor, derailing any attempt
at a union bound.

Finally, to complete the proof of (5), we show a stochastic domination result.
Specifically, we show that for a fixed triangulation scheme, the sum of areas of its
triangles stochastically dominates a certain tree-indexed product of uniform vari-
ables that we now describe. For any i € {2,3,...,k}, let g(i) denote max(f(7)).
Define a directed graph G on the vertex set {2, 3, ..., k} with edge set given by
{(i,g@)):i e{3,4,...,k}}. Since f is a triangulation scheme, the in-degree of
any vertex is at most 2 and the out-degree of every vertex is 1. Further, the edges
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Triangulation
scheme f :
f(3)=A{1,2}
f(4)={1,3}
f(5)={1,4}
f(6) ={4,5}
f(7) ={5,6}
f(8)=A{1,7}
f(9) ={7,8}
f(10) = {2,8}
f(11) = {8,9}

FIG. 3. A sample triangulation scheme showing the tree Gy (see below). Edges of G¢ are al-
ways oriented to go from larger vertex index to smaller. The solid lines are those that appear as
{i, max f (i)} for some i € {3,4,5, ..., 11}. The remaining edges of the complex are dotted.

are directed in such a way that from every vertex there is a directed path to 2.
Hence, the graph is connected as an undirected graph, and since it has k — 1 ver-
tices with k — 2 edges, Gy is a tree. We give an example of this construction in
Figure 3.

Leta >0and 1 > 8 > 0 be fixed and let U, Us, ..., U be a collection of i.i.d.
Unif[0, 1] variables. Let Z, = ,BU; /% and define inductively for i > 2

1/

L /2
(6) Zi =BU;""Z;)-

Using Proposition 3.3, we show the following comparison.

LEMMA 3.6. Let x1 =0 and let r,s > 1. Let x» be picked uniformly from
Bm(0, s) according to hyperbolic area measure, and independently pick i.i.d.
points x3, ..., xg uniformly from By (0, r) according to hyperbolic area measure.
Fix a triangulation scheme f, and let X = {x1, x2, ..., x}. For any a > 0, there is
a B > 0 so that with Z; as in (6) and for all r,s > 1,

a . PIYK 57 <1]
IP’|:§ Vol (Any, (i) <t and (x, f) Delaunay:| < Volss (Bu(0.1))F 2

We give the proof in Section 3.3. We still need to show that this tree-index
Markov process has the correct tail behavior, which we do by a further comparison
to random walk.
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LEMMA 3.7. Foranya > 2,8 > 0,and M > O there is an e(a, 8, M) > 0 so
that for all k,

k
IP’[Z Zi <e(k— 2)} <e ME=2),

i=3

We give this proof in Section 3.3. This is the final ingredient in the proof of
Proposition 3.1, which we give in the next section.

3.2. Proof of Proposition 3.1. Suppose that there is a constant ¢ > 0 and a
collection of Delaunay triangles 1, t2, ..., fx that are strongly connected to the
origin and whose union Uf:] t; is simply connected for which

k 1

> Vol (1) < ~ck.

i=1 2

Let X be the vertex set of these triangles, and let £ = |X]|. As the complex
formed by t1, 12, ..., t; is planar, we have from Euler’s formula that £ > %k. By
Lemma 3.4, there is an ordering mx of X and a triangulation scheme f so that
(mx, f) is planar and Delaunay. Further, we may take the ordering so that x; =0
and {x1, x2, x3} are the vertices of #; = Ay ¢(3). Finally, the condition on the sum
of the area of triangles implies

12
1
(7 > Volyg(Any, £ (i) < zck <ct.
i=3 2
This motivates the definition of the event &, that there exists a triple
(X, x, f) where:
e X C IT" N By(0, r) is a set containing 0 with |X| =¢,
e 7y is an ordering of X putting O first and
e f is a triangulation scheme,

so that:

e the pair (7rx, f) is planar and Delaunay,
o ¢ s Volg(Any (i) < cl and
e the diameter of #; is at most £.

To complete the proof, it suffices to show that there is a ¢ > 0 so that P[(J2 | & r.¢]
is summable in £. Then by Borel-Cantelli, there is some random £¢ < oo larger
than the diameter of all the Delaunay triangles incident to the origin so that for
€= to,

¢
> Vol (Ary, £ (i) > ct,
i=3
from which follows Proposition 3.1.
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The following lemma therefore concludes the proof.

LEMMA 3.8. There are constants ¢ > 0 and & so that for all £ > 3,
o0
P[U 5C,r,gi| < e %,
r=1

PROOF. Combining Lemmas 3.6 and 3.7, it follows that for any M > 0 there
is an (M) > 0 so that with X = {0 = x1, x2, x3, ..., x¢} like in the statement of
Lemma 3.6 we have for any fixed triangulation scheme f

¢
P[Z Vol (Arg, £(i)) < (€ —2) and (7x, f) Delaunay:|
(8) =

o~ M(t-2)
< .
~ Volg (B (0, r))t—2

Let N, = |TTI* N By (0, r)| and Ny = |TT1* N By (0, £)|. By Lemma 3.5, we have
that for any set X C IT* of size ¢ there are at most (C 0t pairs (mx, f) that are
planar and Delaunay. Thus, we have for any r > £

. N2 , e MED
9 P[E.re | Nr, Ne] < (Ne—1 ct '
©)  Pleere[Nn Nl WNe=D{ ) (€O G oo

It is easily checked that for IT*,
[ N¢N—2
Vol (By (0, r))¢—2
Hence taking expectations and limits in (9), we get
(CE)te=ME=2) E[ N¢NE2 :|
£ —-2)! Vol (By (0, r))¢—2
- (C0)teME=2) =1 Vol (Br(0, £))
- £ —2)!
By making M sufficiently large, this can be made smaller than some e %¢ for

all £ > 3. Note that since the events &, are nested, the lemma follows from
monotone convergence. [J

li

m
r—>00

] =1 Volyg (BH(O, E))

lim P& ,.¢] < lim
r—00 r—00

3.3. Probabilistic estimates: Bounding areas from a fixed Delaunay triangula-
tion scheme. In this section, we give proofs of Lemmas 3.6 and 3.7.

PROOF OF LEMMA 3.6. For a fixed triangulation scheme f, define variables
Qr(i)and Yy(i) fori =2,3, ...,k by setting Y¢(2) = Q r(2) =dpu(x1, x2)*, set-
ting

Qf(i) :inf{dH(xf(j)l,xf(j)z)“ . ] € {3,4, . ..,k},i zmax(f(j))},
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and setting

Vi) = :Volﬂ(A,,X,f(i)) AQys(i)  CDu(Xi, X (i), Xf(i),) €Xists,
o0

else.

As Y7 (i) < Volg(Agy, r(i)) on the event that (X, f) is Delaunay, it suffices to
show that there is a 8 > 0 so that

S P[5 Zi <1]
P[Z fr®= t} = Volg(B(0, )2

i=3

For eachi € {3,4,...,k}, let % = o (x1, x2, ..., x;). Applying a union bound,
we have that

P[Yf(i) <t| fi—l] < P[VOIH(ANX,f(i)) <t and
CDm(x;, X i), xf(i)z) exists | c971'_1]
+ D Plduxsiy, xpn)* <t Fia]-
Jjelk]

i=g(j)

(10)

To the first term in the bound, we apply Proposition 3.3. For the second term, we
have that

Vol (B (0, t 1/«
sup  Pldu(xi, ) <t|Fi_1] < ola(Ba( ))-
yeBy(0,r) Voly (Bu (0, r))

Further, as f is a triangulation scheme, the number of j for which i = g(j) is at
most 2. Thus for some absolute constant C > 0, (10) becomes

Ct
P[Yy(i Fi1] < - -
s O =t = G @n, 7 Vol (B, )
, Volu(Bi (0.1'7%))
Vol (Br(0,r))

1D

For ¢ on compact sets, we have that Volg (Bm(0, tl/eyy =2/ stays bounded.
Furthermore, on the event that Y r(g(i)) < 0o, we have that Y (g(i)) < 7. Hence,

Volgz (Bi(0, ¥ £ (g() /%" 11/2)) =2/ 1{ ¥ 1 (5.1)) < o)

stays bounded for compact sets of 7. Also on the event that Y (g(i)) < oo, we
have that Y/(g(i))!/* < du(f(i)1, f(i)2). Therefore, for all # < 1, we have by
bounding each term in (11) separately

Vol (Bs(0, 7)) - P[Y () < (Y (g()) "™ | Zioa ]1{Y;(g(i)) < 00} < Cr¥/®

for some absolute constant C > 0.
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Adjusting constants, we have that there is an absolute constant 8; > 0 so that
fori > 2,

Vol (Br (0, 1)) - P[Y (i) < tB1(Yr(2(D)))"/* | Zica]1{Y £ (2(i)) < 00}
<P[U*"*?

1

<t].
Fori =2, Y7(2) =du(x2, x1)* satisfies

- Vol (B (0, t1/2Y)
= Volg(By(0,r))

Hence, as r > 1, we can find an appropriate constant 8, > 0 so that

Pldm(x2, x1)* <t]

P[dy(x2, x1)* < o] < 17/%,
Setting 8 = B1 A B2, we now have for all i > 2,
Vol (B (0, ) - P[¥ (1) < tB(Y ()" | Zima]1{¥ 4 (g(1)) < o0}
<P[U?/?

o<t].

The result now follows by a standard induction argument. [

PROOF OF LEMMA 3.7. Suppose that for some t > 0,
k

> log(1/Zi) < t(k —2).

i=3
Then the number of i so that log(1/Z;) > 2t is at most %(k — 2). Hence, for at
least %(k —2) many i, Z; > e2* implying that

k
k—2

Z Z;>e 2T, ( ).
. 2
i=3

Hence, it suffices to show that there is a 7 (o, 8, M) > 0 so that

k
P[Z log(1/Z;) = t(k — 2)} <e MU=,

i=3

as then picking & = e~27 /2, the desired result follows.
Recall (6), which states that Z; = U of 2Z;{g. Let P; be the set of vertices in

]

the unique path in Gy connecting i to 2, and let d(x, y) be the graph distance
between vertices x and y in G . Then we can write
PN (OR)
Zi=[1 (U,

JEP;
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so that
log(1/Z;) < Y —(log a™UD + 3™ —(logUj)e' =401 /2

JEP;i jeP;
< —(log e

1-d(j.i
S T a1 + > —(logUj)a Wi,

JEP;

Therefore, we can express the sum of log(1/Z;) as

k k
> log(1/Zi) < (k—3)Ca,p+ Y f(j.a)log(1/Uj),

i=3 j=2
where Cy g = % and f(j,a) is some coefficient. Since G has maximum
in-degree 2, we have the uniform upper bound
s a2
o) <Y 2%/t = :
FG =32/ ma ! = =

=0

as the number of vertices m for which there is a directed path from m to j of length
¢ is at most 2°.
Thus, we have that

k k

> log(1/Z;) < (k —3)Ca,p + Do Y log(1/U;)
=3 j=2

for some positive constants Cy g and Dy. Recall that log(1/U;) is distributed as
an Exp(1) variable, which has some finite exponential moments. Thus, it follows
that there is /(M) > 0 so that for all M > 0 and all k > 2,

k
P[Zlog(l/Uj) > T (M) (k — 1)] < o~ MG=D)

j=2

and, therefore, it is possible to choose t appropriately. [

3.4. Combinatorial geometry elements. This section contains the proofs of
Lemma 3.4 and Lemma 3.5. We split the proof of Lemma 3.4 into two parts, the
first of which is the following lemma.

LEMMA 3.9. Let T be a strongly connected collection of £ triangles from
¥ whose union is simply connected in H. Also, let t, be any triangle in T, and
let V be any subcollection of the set of boundary edges of the triangulated poly-
gon formed by the triangles in T. Then there is an ordering {t1, 12, ..., 1t} of the
triangles in T with t| = t, so that the following two properties are satisfied:
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(1) Foreach 1 <i <U, the triangles {t|, 12, ..., t;} are strongly connected, and
their union is simply connected in H.

(2) Let J be the set of all 1 < i < £ for which t; shares exactly one edge with
1y UtrU---Uti_1. Denote this shared edge by e;. Let

S= {ei NS J}.
Then S UV is connected.

PROOF. We proceed by induction on £. For the base case, note that when
£ =1, the result is satisfied since #; is connected and all 6 subcollections of its
edges are connected.

Suppose that 7 is a strongly connected collection of triangles with | 7| > 2 from
#* and V is any collection of boundary edges. Let P be the hyperbolic polygon
given by the union of triangles in 7. Suppose there is a triangle ¢ € T of which two
of its sides are boundary edges of P. Assume that #; # ¢; an analogous argument
covers the case that 7, =17. Let 7/ =T \ {t}. As ¢ only shares one edge with the
rest of 7, it must be a leaf in any spanning tree in the dual graph on 7. Hence, 7’
is strongly connected. Moreover, since ¢ intersects the boundary of P, the triangles
in 77 also form a simply connected region in H. Let e be the interior edge of 7,
and define V' as the union of the edges of V that are edges of some triangle in 7~
with {e}. Apply the induction hypothesis to (7, V') to order the triangles in 7’
so that the properties listed in the lemma are satisfied. Extend this ordering to 7
by setting #, = t. It is easy to see that the ordering of 7 just defined satisfies the
properties listed in the lemma.

Next, suppose that every triangle with an edge in the boundary of P has exactly
one such edge. Let y be any closed loop in the boundary of the polygon P, so that
y is a union of boundary edges. Let e be a boundary edge that is not an isolated
edge in y N V; there will always be at least 2 such edges. Thus, we may choose
the edge e which is contained in a boundary triangle ¢ # t,. Let T/ =T \ {t}.

There are two cases to consider:

e Suppose first that 7 is strongly connected. Then set V' = V \ {e} and apply
the induction hypothesis. As before, we extend the ordering of 7" to one of 7 by
setting fy = t. Property (1) of the lemma easily holds, so we just need to check that
T satisfies property (2). The set S defined in the lemma is the same for 7 and 77;
hence, S U V' is connected. Since e is not an isolated edge in y NV, we have that
S UV is connected as well.

e Now, consider the case in which 7" is not strongly connected. In this case, T
can be decomposed as 71 U 7, U {t} so that 77 and 7, are both strongly connected
collections of triangles, but the two collections are disjoint in #*. Without loss
of generality, let 7 be the component containing 7. Define 7> = 7, U {r}. Let g
be the edge shared by 7 and 77, and h the edge shared by ¢ and 7. Finally, set
Vi=(VNT)U{gland Vo=V NT)U{g}
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Apply the induction hypothesis to (71, V1), setting #; = t,.. Also apply the in-
duction hypothesis to (72, V»), setting #; = . Now, define an ordering of all the
triangles in 7 by concatenating the ordered lists of triangles in 77 and 7, with the
triangles in 7] coming first. It is elementary to check that the resulting ordering
satisfies property (1) of the lemma. We turn to showing that S U V is connected; to
prove this, it suffices to check that g € S. Neither e nor & are edges in 71. Hence,
when the triangle ¢ appears in the ordering, the edge g is added to S.

This completes the induction. [J

PROOF OF LEMMA 3.4. Apply Lemma 3.9 with V = & to obtain an ordering
T ={t1, 12, ..., 1} of the triangles of T with f; = ¢, so that the ordering satisfies
the properties listed in the lemma. Order the elements of J as i; < --- < i,, and
define the mapping from S to X that sends each e; to the unique vertex of the
triangle #; not contained in e;. This mapping is easily seen to be injective from the
definition of S. Furthermore, every vertex except those in #; is in the range of this
mapping. Hence, k =7 +3 =S| + 3.

Assign an ordering X = {x1, x2, ..., Xk} to the vertices of the triangles in 7 so
that 7y = {x1, x2, x3} and, for 3 < j < k, the point x; is the unique vertex of triangle
ti;_, not contained in ¢;; _,. Then, setting f(3) = {1, 2} and f(j) =¢;; , for j >3,
we have both Ay ¢(3) =1 and {A,,X,f(i)}i-‘:3 C 7. It remains to prove that f is
a triangulation scheme. Conditions (1) and (2) for a triangulation scheme are easily
satisfied, and condition (3) follows immediately from Lemma 3.9. So we just need
to check that f satisfies condition (4).

Suppose for contradiction that f does not satisfy condition (4). Then, for some
j, we can find p; < py < p3 in [k] with max(f(p,)) = j for n = 1,2, 3. Set
gqn = min( f(py)). Since t; U U2§m<l~j73 tn 1s path-connected, we can find paths
Y1 Y2, v3 in 11 U Us<<i; 5 tm With endpoints {g2, g3}, {q1, g3} and {q1, g2}, re-
spectively. Let y| be the closed loop in 71 U U25m<i,,3,3 t,» obtained from y; by ad-

joining to y; the edges connecting x; to x4, and x,,. Define y, and y; analogously.
Then, at least one of the triangles ¢ 3 MuSt be contained in one of the three re-
gions bounded by the closed curves y,. But this means that 7; U UQSmS[j_3 tm 1S
not simply connected, contradicting the result of Lemma 3.9. [

We now turn to proving an estimate on the number of triangulation schemes.

PROOF OF LEMMA 3.5. We begin by introducing some terminology. A planar
drawing of a graph is a representation of the graph in the plane in which the vertices
of the graph are mapped to distinct points in the plane, and edges of the graph
are mapped to continuous paths connecting the corresponding pairs of vertices.
A planar drawing is called crossing-free if there are no crossings between the paths
in the plane representing the edges in the graph. By [1], Theorem 2, there is a
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C1 > 0 so that the number of crossing-free subgraphs of any planar drawing of a
graph on k vertices is at most Cf.

The complete graph with vertices X has a natural planar drawing given by
connecting each pair of points by its hyperbolic geodesic. Every planar (7x, f)
gives rise to an ordered tuple of triangles .Yy, f) = (Anx, r(3), Ang, r(4), ...,
Agy, r(k)). Note that the mapping (7x, f) = H(ay, ) is 6-to-1. (We may freely
choose the ordering of the first three vertices of X, but the rest is determined.)

Furthermore, the union of triangles in .#( r) is a crossing-free subgraph of the
natural planar drawing of the complete graph on X. By the theorem cited above,
there are at most C’f such subgraphs. Now, it is possible that, for different planar
pairs (g, f') and (wg, f”), the unions of g and Sy gy give the same
crossing-free subgraph. We claim that there is a constant C > 0 so that the number
of planar pairs (7x, f) that yield the same crossing-free subgraph is at most C§k!.
This will complete the proof, since then 6(C1C2)*k¥ is an upper bound for the
number of orderings wx and triangulation schemes f for which (rrx, f) is planar.

Any crossing-free subgraph produced by a planar pair (7x, f) is a planar draw-
ing of contiguous hyperbolic polygons, not necessarily all triangles. By Euler’s
formula, the number ¢ of triangles that appear in the subgraph is at most 1 + e — &,
where e is the number of edges in the subgraph. As each edge came from a triangle
in %z, f)» We must have e < 3k; so the total number of triangles is at most 2k + 1.
Thus, the number of ways of picking an ordered k-element collection of triangles
from this graph is at most (Zk,j Nkl <4kk. O

3.5. Core geometric estimate: The proof of Proposition 3.3. In this section,
we will heavily rely on the identification of H with the open unit disk D in C via
the Poincaré disk model. By applying an isometry, we can assume without loss of
generality that y = 0 and that x lies on the positive real axis. Let S denote the set of
points z € H such that CDg (0, x, z) exists, and let A be the set of z € H for which
Vol (A(0, x, 7)) < 6. Proposition 3.3 states that the hyperbolic area of SN A is at
most % for some absolute constant C.

Having identified H with the disk D, we can describe the regions S and A
explicitly. First, we describe the region S. Let G denote the hyperbolic geodesic
ray from x/2 normal to the real axis and contained in the upper half-plane. Let
q denote the limit point of G on dD. Then the horocycle H through 0, x, and ¢
is precisely the limit of the circles through 0, x and p as p approaches g along
the geodesic G. Moreover, the set of circumcenters CCr(x, y, z) for z € S is ex-
actly G. Finally, let F be the circle with diameter given by the segment from O to
x in terms of which we can concisely describe § as the closure of H \ F.

The region A is characterized explicitly by the following lemma, a special case
of Theorem 7 of [29].

LEMMA 3.10. For each a > 0, the locus of points y € D in the upper half-
plane with Vol (A(Oxy)) = « is given by the intersection of D with the ray € from
1/x that makes the angle «/2 with the negative real axis.
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Having described the regions S and A explicitly, we are now ready to prove the
proposition. We divide our proof into two parts: one for x less than or equal to
some § € (0, 1), and one for x > §.

In the case that x < §, we will use estimates comparing hyperbolic and Eu-
clidean volume. Toward this end, we need the following elementary lemma.

LEMMA 3.11. FixO<d<1l. Forall0<x <édéandc <~ 12_62, we have the
following:

(D) IfzeHwithiRz>0and‘3z§c,then§ﬁz§%+«/c—cz.

(2) If z € H with Rz <0 and 3z < c, then Wz > —+/c — 2.

PROOF. Write H, for the circumcircle of 0, x and ¢, that is, the horocycle
H. Consider the region of z € Uy¢(9,5) Hx' for which Iz < c. The point in this
region with maximal real part lies on Hg; the point in this region with minimal
real part lies on Hs. Our restriction on C implies that both these extremal points
have imaginary part exactly c. The result then follows from two applications of the
Pythagorean theorem. [

Observe that £ intersects the vertical line N(z) = —1 at the point —1 +
a1+ %)tan (6/2)i. Forall x < 1 and all § < 7, we have

1 20
<1+—>tan(9/2) <=,
X X

Thus, all points in S N A have imaginary part at most 270' It follows from
Lemma 3.11 that we can choose 0 < é and ¢ < 1 sufficiently small that for x <§
and )QC < ¢ the region S N A is contained in the disk centered at the origin with

V2

Euclidean radius 5. In this case,

4r
Volg(S N A =/ ———drdf
olp ( ) soa (L= r2)2 r

<16 rdrdf
SNA

=16 Volg(S N A).

Since S N A is contained in the rectangle with vertices =1 and 1 + i 2x_0’ its Eu-

clidean area is bounded above by 479.

We deduce that Proposition 3.3 holds (for some choice of the constant C') when-
ever both x < § and )Q( < c. In fact, we can discard the latter condition by stipulating
that C > c.

Thus, we have reduced to the case x > §, where § is the value chosen above. As
in the previous case, it suffices to prove the proposition for % < ¢ for any choice
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FI1G. 4. The intersection of A and S in the plane, less the ball with diameter [0, x]. This is R{ U R».
We estimate this region from above by including R1 U Ry U R3.

of constant ¢ > 0. Observe that, for x > §, the condition g < ¢ holds as long as
6 < cé. Hence, it is enough to prove the following claim.

CLAIM 3.12. Fix 6 € (0, 1), and suppose x > &. Then we can choose a con-
stant 05 and C > 0 so that, for all 8 < 05, the Vol (S N A) < C6.

We begin our proof of this claim with a diagram, Figure 4. As in the figure, we
can assume the ray £ intersects F at two distinct points by choosing 65 sufficiently
small. Label these points as wg and w; where wy is the first intersection of ¢
with F. Also let wy be the second intersection of £ with H. Define R; to be the set
of z € SN A with Nz < Rwy, define R, to be the set of z € SN A with Nz > Rwg
and define R3 as the set of z € S\ R below the Euclidean line 0 and wy.

Our strategy is to bound the hyperbolic area of SN A = R U R, from above
by the sum of the hyperbolic area of R| and the hyperbolic area of Ry U R3. First,
however, we derive a bound on ¢, := |Zx0wg| in terms of 8 and x. By the law of
sines on the Euclidean triangle with vertices wg, x/2 and 1/x,

sin(0/2+2¢,)  sin6

1 X X

x 2 2

and, therefore,
x%sin (6/2 + 2¢,) = sin (0/2)(2 — x?).

Applying the sine addition formula to the first term, we can arrange terms to obtain
the following quadratic in sin(2¢y):

x*sin?(0/2)(1 — sin®(2p,)) = (x? cos(6/2) sin(6/2) — sin(6/2)(2 — x2))*.
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Applying the quadratic formula and taking the smaller solution, since the larger
solution corresponds to |Zx0w1|, we get

sin (2¢,) = sin (8/2) (2 cos (6/2) — /1 — 22sin? (8/2)),

42
where z = fo . Now,

sin (2¢,) = sin (8/2) (zcos (6/2) — /1 — z2sin (8/2))
< sin (0/2)(z cos (6/2) — 1 + z%sin® (6/2))
= sin (6/2) cos (/2)(z — 1) +sin (8/2)(cos (§/2) — 1) + z%sin’ (6/2)
<sin (6/2) cos (0/2)(z — 1) 4 sin (0/2) (= sin® (9/2)) + z* sin® (6/2)

= %sin@(z — 1) 4 sin® (9/2)(22 —1)

<C56(1 —x) for x > 8.
It follows that, for x > §,
(12) sin (2¢4) < C560(1 — x)

for some constant C§ depending on 8. Hence, we can choose 6; sufficiently small
so that

(13) sin (20,) < %(1 —x)
and
(14) 0r < CLO(— ).

The region Ry U R3. For each 0 < ¢ < ¢, consider the line through the origin
that makes the angle ¢ with the positive real axis. Let pi(¢) and p2(¢) be the
points at which this line intersects the circle F' and the horocycle H, respectively.
Set £1(¢) = |p1(p)| and £2(¢) = | p2(¢)|. Then the hyperbolic area of Ry U R3 is
given by

Volg (Ry U R3) = w*( 2 2 )d
Ol (R> 3)_/0 1= ()2 1— (@)Y

_ /@* 2((a(9)? — (Lr(9)?)

0 (1= @N)HU = (E2()?)
_ /w* 2(62(9) — 61 (@) &) +41(9)

0 (I=b@)(1 =) A+ 6(@) (1 +L2(p)
:/“’* 4(la(p) — ti(p))

0 (=@ —La(p)
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The following explicit formulas for £; and ¢, are easily verified:

£1(p) =xcosg,

£y(@) =xcosp +4/1—x2sing.
Hence,
V1—=x2Zsingdy
(1 —xcosg)(l —xcosp — \/1——x2sin<p)‘
Substituting u = cos ¢, we can rewrite this integral as
1 V1 —x2du
cosge (1 —xu)(1 — xu — /1 — x24T —u?)’
Rationalizing the denominator, we get

I V1 =x2(0 —xu++/1—=x2/1—u?)du

Px
Vol (R U R3) = 4/
0

Vol (R, U R3) =4

Vol (R, U R3) =4

COS @y (I —xu)(x — u)Z
Since v/ 1 — x24/1 — u? <1 — xu, we get that

Vol (R U R3) <+/1 —x2 /

COS Py X — I/l)z

(15) 81—x[_1—|— 1 ]

I—x cosepy—x

1 — cos ¢y
=8y/1—x2
(

1 —x)(cosgy —x)

By (13) above, we have
1~ cosg. =5in(2p) < 51— 1)
and, therefore,
(cos@pyx —x) =(cosgx — 1)+ (1 —x) > %(1 —X).

Hence, (15) is at most
24(1 — cos @) - 120,
(1—=x)32 = (1 —=x)32

<12C20%(1—xH)'? by (14)

102
<C;0
for some constant Cy depending on §. We conclude that

(16) Vol (R2 U R3) < CJ62.
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The region R;. Next, we consider the region R;. We claim that, for 65 suffi-
ciently small and x > §, the points w; and w, are contained in a ball of radius
1/3/2.

First, if we let ¢ denote the unique point in the upper half-plane such that the
line through 1/x and ¢ is tangent to C at ¢, then

X
dg(0,wy) <dg(0,1) = —.
V2 —x2
Since the latter is monotonic and tends to 1/+/2 as x — 1, we deduce that w; lies
in the disk centered at the origin with radius 1/ V2.

Next, we can bound dg (0, wy) from above by the length of the arc of the horo-

cycle H between 0 and wj. The latter is just wo, where « is the angle of the arc.
By (13),

20> 0 — @, > — Cj(1 — 8)6.

Therefore, « is less than a constant (depending only on §) times 6. It follows that
dr(0,wy) <1/ V2 for sufficiently small 65.

We conclude that, for 05 sufficiently small and x > &, the points w; and w are
contained in a ball of radius 1/ \/5 as claimed. Thus,

Volg (R) = / (1 T drde

<16 rdrdf
Ry

= 16 Volg (Ry).
Observe that R; is contained in the disk with center 1/x and radius 1/x + 1. In

fact, R is contained in the circular sector of this disk bounded by the ray £ and the
real axis. The latter sector has area %(1 + l)2. Hence,

a7 Volg (Ry) < Cy§'0,
where Cj’ = 2(1+ D>
Comblnmg (16) and (17) proves Claim 3.12 and, therefore, the proposition.

3.6. Boundary convergence.

PROPOSITION 3.13.  With G = 2" for almost every realization of G, the sim-
ple random walk started at 0, considered as a process in the Poincaré disk, con-
verges almost surely in the topology of C to a point on S'.

PROOF. The proof here is a small modification of [13], Theorem 4.1. For any
point z € C, we let 0(z) = |Z be the corresponding point in S!. From the hyper-
bolic law of cosines, we can see that there are absolute constants ¢y, ¢ > 0 so that



1950 I. BENJAMINI, E. PAQUETTE AND J. PFEFFER

for any two points p, g € H with dg(p, q) < dmu(g, 0) with dg(gq,0) > c,
|9(p) _ 9(q)| < Cze—dH(Oﬂ)‘l'dH(PvQ)/z'

By Lemma 1.3 and Borel-Cantelli, we can show that for G = 2*

du(x,
(18) M = sup max m(x, y)
xerm- yern*, log(2+dp(0, x))
dG(-xay):l

almost surely. From the almost sure positive speed of X, we have that di (X, 0) >
¢’k for some other ¢’ > 0 and all k sufficiently large. Hence, we get the estimate
that

160(Xps1) —O(Xp)| < sup cpe™ HMIoe@+n)/2

r>c'k
<c o—Ck+Mlog2+k)/2
for all k sufficiently large. This is summable in k, and hence 6(Xj) converges
almost surely. As dy(Xx, 0) — o0, the proof is complete. [

4. Unimodularity of Poisson—Voronoi tilings in symmetric spaces. In this
section, we show the Poisson—Voronoi adjacency graph in a Riemannian symmet-
ric space is unimodular. We will give a brief introduction to these spaces. For a
more extensive introduction, see [23] or [14], Chapter 10.

A symmetric space M is a connected Riemannian manifold where at each point
p, there is an isometry o, of M that fixes p and whose differential at p is multipli-
cation by —1. Symmetric spaces are geodesically complete, and hence for any two
nonequal points y, z € M there is a geodesic y connecting them. On this geodesic,
we may find the midpoint m between y and z. Then the map 7, ; = 0y, inter-
changes y and z and fixes m.

The existence of this symmetry is the reason that the Poisson—Voronoi graph
is unimodular. As in the specific case of the hyperbolic Poisson—Voronoi graph,
let TT* be a Poisson point process with positive intensity A - dV where A > 0 and
dV denotes the volume element on M (here we will not be concerned about the
particular normalization of the volume). We condition IT* to have a point at some
fixed xo € M. For any x € IT*, let V(x) denote the Poisson—Voronoi cell with
nucleus x. Let ¢ be the dual graph of the Voronoi tessellation, so that two nuclei
x,y € X are adjacent if and only if there is an open metric ball B with {x, y} C 0B
and BNX =0.

Riemannian symmetric spaces are prime examples of nonpositively curved
spaces, which include, for example, HY, HY x R¥, H x H, positive definite matri-
ces, and many others. Strictly speaking, not all Riemannian symmetric spaces are
nonpositively curved. However, any Riemannian symmetric space decomposes as
a Riemannian product M; x M, where M is nonpositively curved and M is com-
pact (see [26], Chapter 4, for an overview). Hence, the projection from M onto M
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is a quasi-isometry, so restricting to a nonpositively curved Riemannian symmetric
space is natural from the point of view of understanding the large scale geometry
of Poisson—Voronoi graphs.

Nonpositive curvature is beneficial for many reasons, one of which is that the
notion of convexity translates well to a nonpositively curved space (see [23], Sec-
tion 1.6). Of particular importance, metric balls are geodesically convex. Note that
Voronoi cells, however, will not typically be convex in variable curvature settings
(in the Poisson—Voronoi case, they are almost surely never convex). Further, so
long as M is not flat, which is to say that M is not R, M will have exponential
volume growth. In fact, setting f(r) = Volp(Bm(xo, 7)), we have that there are
positive constants k, i, C so that for all » > 1,

1 —k —hr
(19) ol < f(ryr—"e <C
(see [30]). To reiterate, & = 0 if and only if Ml = R*.

PROOF OF PROPOSITION 1.6. Let P denote the law on (¥, p) that arises as
the push forward of the point process X', and let Q be the law on rooted graphs
with Radon-Nikodym derivative % = ﬁigfgp . We continue to use P to denote the
law of the Poisson point process and E to denote expectation with respect to PP.

For any two nonequal points y, z € M, let By ; be the bisector of y and z, that
is, the submanifold of M consisting of points that are equidistant from y and z, and
let Cy ; be the event that {y,z} C X and y connects to z in &. For any bijection

7:M— M, let 7*: 0 (X) — o (X) be the induced map on events, that is,
t*({X € V}) = {r(X) € V},

where V is any subset of MY, As B, ; is invariant under T, it follows that
7y, (Cy,) =Cy 2.

We begin by showing that Edeg p < oco. Recall that f(r) = Volp(Bm(xo, 1))
satisfies f(r) > cr? for some constant ¢ > 0 and fr) < Cre™ for some constant
C > 0. Let P, be the law of X’ conditioned to have points at both x( and y. To show
that Edeg p < oo, it will suffice to show that

(20) Py[Cxy,y] < Cexp(—f(dm(x0, ¥)/2)/C)

for some constant C, as having shown this it follows that

Edegp=E Z 1{x0, y connected in ¥}
yeX

—x /M Py (Cagy) dV ()

<Cx /Ooo exp(—f(r/2)/C)f'(r)dr.

As f(r/2) > f(r)ﬂ for some § > 0 and all » > 1, this integral is finite.
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Turning to the proof of (20), recall that xo and y are connected if and only if
there is some u € By, y so that Byy(u, dyi(u, xo)) contains no points of X'. As balls
are geodesically convex in a complete nonpositively curved space (see [23], Sec-
tion 1.6), this ball also contains the midpoint m of xo and y. Hence, dn(u, xo) >
dvi(u, m). Additionally, the bisector is disjoint from Buyg(xg, dyi(xo, m)) and so
dyi(u, x0) > dyi(xo, m).

Let U/ be a maximal 1-separated subset of By, ,. Note that if Cy,, , occurs, then
there is some u € U so that Byy(u, dyi(u, xo) — 1) contains no points of X'. Hence,
we have the bound

1) Py[Cryy] < ) exp(—f(dua(u, x0) — 1)).
uel
As all the 1/2 balls around I/ are disjoint, we have that for any r > 0

U N By (m, r)| f(1/2) < Voly(Bui(m, 1)) = f(r).
Therefore, we may estimate (21) by partitioning the points into annuli of radius
r — 1 to r, which yields

= )
Pt <2 507y

r=1
It suffices to estimate the sum under the additional assumption that dpg(xg, m) > 1
by adjusting constants in (20). Subdivide the sum according to r < dyg(xp, m) and
r > dyi(xg, m). For r < dy(xg, m), we have

Ldp(x0,m)] £(r) ,
P

exp(— f (max(dpi(xo, m), r) — 2)).

— f (max(dw (xo,m),r)—2)

S (dni(xo, m)) o~/ (i (xo.m)~2)
f(1/2)
As for r > dyi(xg, m), recalling that f(r) grows at least polynomially large in r,

the sum is no more than some absolute constant times its first term. Combining
these cases, we get that

IP)y[cxo,y] < Cdwi(xo, M)f(dM(Xo, m)) eXP(_f(dM(XO, m) — 2))

for some absolute constant C > 0. Applying (19) to the exponent, the desired (20)
therefore follows for some other sufficiently large constant C > 0.

We now turn to the second claim that (¢, X) is reversible under the law Q. Let
Xo = p and let X be simple random walk on ¢ after one step. We will show that

<dm(xp, m)

(&, X0, X1) £ (@, X1, Xo).

as distributions on birooted equivalence classes of random graphs. For this pur-
pose, it suffices to show that for any r > 1, and any finite rooted graphs (g, v) and
(h, w)

Q[Bg(X(), r)=gand By (X1,r) = h] = Q[Bg(X(), r)=hand By(X,r) = g],
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where = denotes equality up to rooted isomorphism. Equivalently, it suffices to
show that

P[By(Xo,r) =g and By(X1,r) =h] _ degv
P[By(Xo,r) =hand By(X1,r)=g] degw’

For clarity, let 7 : V(¢) — X be the embedding of the vertices of ¢ into M.
Note that 7 can be taken to be a function of the rooted isomorphism class (¢, p).
Let 7 be shorthand for 7y, 7 (x,). let X’ = t(X) and let 4’ be the dual graph of the
Voronoi tessellation with nuclei X”’. Let p’ be the vertex of ¢’ which is embedded
at xo. Then (¢, p’) is isomorphic to (¢, X1) as rooted graphs.

Let £ € 0(X, X1) be any event on which degp and deg X are both almost
surely constants. Denote these by d; and d», respectively. Note that on t*(£),
deg p = d> and deg X| = d;. By (22), it suffices to show that

dP[t*(E)] = di PIE].

(22)

Let i be the marginal probability measure of w(X1) on M. As the law X can
be viewed as a tight Borel measure on a complete separable metric space (the
boundedly finite measures under vague convergence; see [19], Appendix A2.6), we
have the existence of a regular conditional probability measure P[- | 7(X1) = y].
In particular, we may write

PlE] = /MP[S |7 (X1) = y]dp(y).

Let Py be the law of A’ conditioned to have a points at both xo and y. Note
that for any y we have that Py[7(X1) = y] > 0. Further, by a standard limiting
argument, it is easily verified that

Py[€N{m(X1) =y}
Py[r(X1) = y]
Using that the degrees of X and X are specified on &,

Py[*(E) N {7 (X1) = y}] =Py[ry, ,(E) N {7 (X1) = y}]

PE|n (X)) =y]=

=P,[E|n(X1) =]

1
=Py [T:O,y(g) N Cxo,y]d_z’

where we have used that X is simple random walk. As t,, y is an isometry that
interchanges xo and y, we have Py o rjfo’ =Py. As Cy,,y is invariant under
we have

*
y Txo,y»

1
Py[t* ) N{n(X1) =y} =Py[E ﬁCxO,y]d—2

d
=Py[50{7r(X1)=y}]d—;.
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Hence, integrating out the conditioning, we have

BP[T*(E)] = /M HP[T*(E) | 7(X1) = y]dp(y)

=fMd11P>[5 | (X1) = y]du(y)

=dP[£]. O
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