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Abstract. In this paper we examine the asymptotic theory for U-statistics and V-statistics of discontinuous Itô semimartingales
that are observed at high frequency. For different types of kernel functions we show laws of large numbers and associated stable
central limit theorems. In most of the cases the limiting process will be conditionally centered Gaussian. The structure of the kernel
function determines whether the jump and/or the continuous part of the semimartingale contribute to the limit.

Résumé. Dans cet article, nous étudions la théorie asymptotique de U-statistiques et de V-statistiques pour des semimartingales
d’Itô discontinues qui sont observées à haute fréquence. Pour différents types de fonctions de noyaux, nous montrons des lois
des grands nombres et des théorèmes de la limite centrale vers des lois stables. Dans la majorité des cas, le processus limite
est conditionnellement centré Gaussien. La structure du noyau détermine si le la partie de sauts et/ou la partie continue de la
semimartingale contribue à la limite.
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1. Introduction

U- and V-statistics are classical objects in mathematical statistics. They were introduced in the works of Halmos [12],
von Mises [27] and Hoeffding [13], who provided (amongst others) the first asymptotic results for the case that the
underlying random variables are independent and identically distributed. Since then there was a lot of progress in this
field and the results were generalized in various directions. Under weak dependency assumptions asymptotic results
are for instance shown in Borovkova et al. [6], in Denker and Keller [10] or more recently in Leucht [20]. The case of
long memory processes is treated in Dehling and Taqqu [7,8] or in Lévy-Leduc et al. [21]. For a general overview we
refer to the books of Serfling [25] and Lee [19]. The methods applied in the proofs are quite different. One way are
decomposition techniques like the famous Hoeffding decomposition or Hermite expansion as for example in Dehling
and Taqqu [7,8] or in Lévy-Leduc et al. [21]. Another approach is to use empirical process theory (see e.g. Beutner
and Zähle [3] or Podolskij et al. [22]). In Beutner and Zähle [4] this method was recently combined with a continuous
mapping approach to give a unifying way to treat the asymptotic theory for both U- and V-statistics in the degenerate
and non-degenerate case.

In this paper we are concerned with U- and V-statistics where the underlying data comes from a (possibly discon-
tinuous) Itô semimartingale of the form

Xt = X0 +
∫ t

0
bs ds +

∫ t

0
σs dWs + Jt , t ≥ 0, (1)
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where W is a standard Brownian motion, (bs)s≥0 and (σs)s≥0 are stochastic processes and Jt is some jump process
which will be specified later. Semimartingales play an important role in stochastic analysis because they form a large
class of integrators with respect to which the Itô integral can be defined. This is one reason why they are widely used
in applications, for instance in mathematical finance. Since the seminal work of Delbaen and Schachermayer [9] it is
further known that under certain no arbitrage conditions asset price processes must be semimartingales. Those price
processes are nowadays observed very frequently, say for example at equidistant time points 0,1/n, . . . , �nT �/n for a
fixed T ∈R and large n. A solid understanding of the statistical methods based on X0,X1/n, . . . ,X�nT �/n is therefore
of great interest. In particular, we are interested in the limiting behaviour when n tends to infinity. This setting is
known as high frequency or infill asymptotics and is an active field of research since the last two decades. For a
comprehensive account we refer to the book of Jacod and Protter [16].

In Podolskij et al. [22] an asymptotic theory for U-statistics of continuous Itô semimartingales (i.e. those with
Jt ≡ 0 in (1)) was developed in the high frequency setting, where a U-statistic of order d is defined by

U(X,H)nt =
(

n

d

)−1 ∑
1≤i1<···<id≤�nt�

H
(√

n�n
i1
X, . . . ,

√
n�n

id
X

) (
�n

i X = Xi/n − X(i−1)/n

)
for some sufficiently smooth symmetric kernel function H : Rd → R. The authors have shown that U(X,H)nt con-
verges in probability to some functional of the volatility σ . Also an associated functional central limit theorem was
given, where the limiting process turned out to be conditionally Gaussian.

In this paper we extend those results to the case of discontinuous Itô semimartingales X. A general problem when
dealing with discontinuous processes is that, depending on the function H , the U-statistic defined above might not
converge to a finite limit at all. Therefore we will deal with slightly different V-statistics of order d , which are in
principle of the form

Yn
t (H,X,m) = 1

nm

∑
i∈Bn

t (m)

∑
j∈Bn

t (d−m)

H
(√

n�n
i X,�n

j X
)
,

where 0 ≤ m ≤ d and

Bn
t (k) = {

i = (i1, . . . , ik) ∈N
k|1 ≤ i1, . . . , ik ≤ �nt�} (k ∈N).

In the definition of Yn
t (H,X,m) we used a vector notation, that we will employ throughout the paper: For s =

(s1, . . . , sk) ∈R
k and any stochastic process (Zs)s∈R, we write

Zs = (Zs1 , . . . ,Zsk ).

Comparing the definitions of the U- and V-statistics we see that they are of similar type if m = d . In this case,
for continuous X, both statistics will converge to the same limit if H is symmetric. Besides allowing for all multi-
indices including the hyperdiagonals now, the major difference is the missing scaling inside the function H whenever
m 
= d , and this is due to jumps. Depending on the choice of H , the scaling

√
n in the first m components is required

when they are related to power functions with an exponent smaller than two (in which case the continuous part of
X determines the limit), while there is no need for a scaling in the last d − m components when they come from
exponents larger than two and are thus dominated by the jump part of X.

While U- and V-statistics for discontinuous Itô semimartingales have not been studied in the literature, there exist
some related asymptotic results in the case d = 1, which give some intuition behind the different scaling in the statistic
Yn

t (H,X,m) according to the properties of the function H . Jacod [15] (among others) considers the statistics

Yn
t (H,X,1) = 1

n

�nt�∑
i=1

H
(√

n�n
i X

)
and Yn

t (H,X,0) =
�nt�∑
i=1

H
(
�n

i X
)

(2)
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for quite general functions H , but with a strong view on power variations, i.e. Hp(x) = |x|p . For 0 < p < 2, and under
some mild additional assumptions, Jacod [15] shows

Yn
t (Hp,X,1)

P−→ mp

∫ t

0
|σs |p ds, (3)

where mp = E(|N (0,1)|p). It follows that Yn
t (Hp,X,0) explodes for this specific choice of Hp . On the other hand,

if p > 2 we have

Yn
t (Hp,X,0)

P−→
∑
s≤t

|�Xs |p, (4)

where �Xs = �Xs − �Xs− stands for the jumps of X. Clearly, it is now Yn
t (Hp,X,1) which diverges. In other

words, the continuous part of X dominates the limit for powers smaller than two, while the jump part of X dominates
the limit for powers larger than two. This entirely different behaviour explains the success of power variations in
practice, as they allow to disentangle jumps from volatility and to answer statistical questions about either part of X.

For the associated central limit theorems the assumptions need to be stronger. Precisely, one requires 0 < p < 1 for
Yn

t (Hp,X,1) and p > 3 for Yn
t (Hp,X,0). The limiting processes are (often) conditionally Gaussian, but of different

form: For p < 1 the conditional variance of the limit depends only on the continuous part of X, whereas in the case
p > 3 the conditional variance is more complicated and depends on both the jump and the continuous part of X.

The same intuition extends to the case of U- and V-statistics of discontinuous Itô semimartingales, which for the
same reasons is helpful for statistical applications. Our aim is to consider V-statistics Yn

t (H,X,m) of order d which
essentially consist of kernel functions of the form

H(x1, . . . , xm, y1, . . . , yd−m) = |x1|p1 · . . . · |xm|pm |y1|q1 · . . . · |yd−m|qd−mL(x1, . . . , xl, y1, . . . , yd−m),

where L has to fulfill some boundedness conditions and needs to be sufficiently smooth. Further we assume
p1, . . . , pm < 2 and q1, . . . , qd−m > 2. Clearly there are two special cases. If m = 0 we need a generalization of
(4) to V-statistics of higher order. If l = m the V-statistic is of similar form as the U-statistic U(X,H)nt defined above.
In particular, we have to extend the theory of U-statistics of continuous Itô semimartingales in [22] to the case of dis-
continuous Itô semimartingales. Finally, in the sophisticated situation of arbitrary m, we will combine the two special
cases. The limiting processes in the central limit theorems will still be (in most cases) conditionally Gaussian, with
the same structural differences as for the plain power variations.

The paper is organized as follows. The short Section 2 contains some basic definitions and notations. In Section 3
we start with the jump case and present a law of large numbers and a central limit theorem in the case m = 0, but
for slightly more general statistics than Yn

t (H,X,0). Section 4, on the other hand, is concerned with a law of large
numbers and an associated central limit theorem for Yn

t (H,X,m) and arbitrary m. Here, we rely on the previously
established results from Section 3 and on a uniform central limit theorem for U-statistics which generalizes the results
given in Podolskij et al. [22]. We present a statistical application of our probabilistic theory in Section 5. The proofs of
the main theorems are collected in Section 6. Finally, an Appendix contains proofs of some technical results, alongside
with a proof of the aforementioned uniform central limit theorem for U-statistics.

2. Preliminaries

Throughout the paper we assume that we observe a one-dimensional Itô-semimartingale

Xt = X0 +
∫ t

0
bs ds +

∫ t

0
σs dWs + (δ1{|δ|≤1}) ∗ (p− q)t + (δ1{|δ|>1}) ∗ pt , t ∈ [0, T ],

which is defined on a filtered probability space (�,F, (Ft )t≥0,P) that satisfies the usual assumptions. Obviously we
have T > 0, and we require further that W is a Brownian motion and p is a Poisson random measure with compensator
q(dt, dz) = dt ⊗ λ(dz) for some σ -finite measure λ. Unless strengthened, we work with mild assumptions on the
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coefficients and assume that b is locally bounded, σ is càdlàg and δ is predictable. Observations come in an equidistant
way, i.e. we observe X0,X1/n, . . . ,X�nT �/n, and eventually n → ∞.

Moreover we will use the following vector notation: If p = (p1, . . . , pd), x = (x1, . . . , xd) ∈ R
d , then we let |x|p :=∏d

k=1 |xk|pk . Define further p ≤ x ⇐⇒ pi ≤ xi for all 1 ≤ i ≤ d . If t ∈ R we let x ≤ t ⇐⇒ xi ≤ t for all 1 ≤ i ≤ d .
By ‖ · ‖ we denote the maximum norm for vectors and the supremum norm for functions. Finally, we introduce the
notation

P(l) :=
{
p(x1, . . . , xl) =

∑
α∈A

|x1|α1 · · · |xl |αl |A ⊂R
l+ finite

}
. (5)

3. The jump dominated case

In this section we analyze the asymptotic behaviour of the V-statistic V (H,X, l)nt defined by

V (H,X, l)nt := 1

nd−l

∑
i∈Bn

t (d)

H
(
�n

i X
) = 1

nd−l
Y n

t (H,X,0) (6)

for different types of continuous functions H : Rd → R, where the jump part of X will dominate the limit. As a toy
example in the case d = 2 serve the two kernel functions

H1(x1, x2) = |x1|p and H2(x1, x2) = |x1x2|p

for some p > 2. Already for these basic functions it is easy to see why there should be different rates of convergence,
i.e. different l, in the law of large numbers. Consider

V (H1,X, l)nt = �nt�
n2−l

�nt�∑
i=1

∣∣�n
i X

∣∣p and V (H2,X, l)nt = 1

n2−l

(�nt�∑
i=1

∣∣�n
i X

∣∣p)2

.

In order to get convergence in probability to some non-trivial limit we know from the 1-dimensional theory (see (4))
that we have to choose l = 1 for H1 and l = 2 for H2.

In the following two subsections we will provide a law of large numbers and an associated central limit theorem
for the statistics defined in (6).

3.1. Law of large numbers

For the law of large numbers we do not need to impose any additional assumptions on the process X. We only need
to require that the kernel function H fulfills (7), which is the same condition as given in [15] for d = 1.

Theorem 3.1. Let H :Rd → R be continuous and 1 ≤ l ≤ d such that

lim
(x1,...,xl )→0

H(x1, . . . , xd)

|x1|2 · . . . · |xl |2 = 0 (7)

for all xl+1, . . . , xd . Then, for fixed t > 0,

V (H,X, l)nt
P−→ V (H,X, l)t := td−l

∑
s∈(0,t]l

H (�Xs,0).

Remark 3.2. Note that we can write H in the form

H(x1, . . . , xd) = |x1 · . . . · xl |2L(x1, . . . , xd),
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where

L(x1, . . . , xd) =
{

H(x1,...,xd )

|x1·...·xl |2 , if x1, . . . , xl 
= 0,
0, otherwise.

By assumption (7), L is continuous at 0 and consequently L is bounded on compact sets. Thus, we conclude that

∑
s∈(0,t]l

∣∣H(�Xs,0)
∣∣1B(�Xs) ≤ K

( ∑
s∈(0,t]

|�Xs |2
)l

for any compact set B ∈ R
l that contains 0. Hence, the limit V (H,X, l)t is finite, since the squared jumps of a

semimartingale are summable.

Remark 3.3. Condition (7) is stated in a somewhat asymmetric way because it only concerns the first l arguments
of H . Generally one should rearrange the arguments of H in a way such that (7) is fulfilled for the largest possible l.
In particular, H(x1, . . . , xl,0) is not identically 0 then (unless H ≡ 0), which will lead to non-trivial limits.

Now, let us present some simple examples to illustrate the result of Theorem 3.1 and to relate it to existing literature.

Example 3.4.

(i) We start with the toy example d = 2 and H(x1, x2) = |x1|p1 |x2|p2 for p1,p2 > 2. In this case condition (7) is
satisfied both for l = 1 and l = 2. As mentioned in the previous remark we should consider the largest possible
l (l = 2 in our case) to get non-trivial limits; indeed, for l = 1 we have H(x1,0) = H(0, x2) = 0 and hence
V (H,X,1)t = 0. For l = 2 we obtain that

V (H,X,2)nt
P−→ V (H,X,2)t =

( ∑
s∈(0,t]

|�Xs |p1

)( ∑
s∈(0,t]

|�Xs |p2

)

for any fixed t > 0. This result resembles the convergence (4) in the setting of d = 1 due to the obvious factorisation
property of the function H .

(ii) There are some trivial examples of functions H , which do not satisfy condition (7) for any l. Let us consider the
function

H(x1, . . . , xd) = (
x2

1 + · · · + x2
d

)p
, p > 0.

Then, for any p > 0 and any l ∈ {1, . . . , d}, d > 0, the condition (7) is not satisfied.

In the next example we discuss the case of a particular function H , which will be applied in Section 5 for a
statistical test.

Example 3.5. For a given β ∈R+ we consider the function

H(x,y) = x6y4 sin

(
π(x − y)

β

)
.

In this case the condition (7) is obviously satisfied for l = 2 and we conclude that

V (H,X,2)nt
P−→ V (H,X,2)t =

∑
s1,s2∈(0,t]

|�Xs1 |6|�Xs2 |4 sin

(
π(�Xs1 − �Xs2)

β

)
.
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3.2. Central limit theorem

In this section we will show a central limit theorem that is associated to the law of large numbers in Theorem 3.1.
The mode of convergence will be the so-called stable convergence. This notion was introduced by Renyi [24] and
generalized the concept of weak convergence. We say that a sequence (Zn)n∈N of random variables defined on a
probability space (�,F,P) with values in a Polish space (E,E) converges stably in law to a random variable Z, that
is defined on an extension (�̃, F̃, P̃) of (�,F,P) and takes also values in (E,E), if and only if

E
(
f (Zn)Y

) → Ẽ
(
f (Z)Y

)
as n → ∞

for all bounded and continuous f and any bounded, F -measurable Y . We write Zn
st−→ Z for stable convergence of

Zn to Z. For a short summary of the properties of stable convergence we refer to [23]. The main property that we will
use here is that if we have two sequences (Yn)n∈N, (Zn)n∈N of real-valued random variables and real-valued random

variables Y , Z with Yn
P−→ Y and Zn

st−→ Z, then the joint stable convergence (Zn,Yn)
st−→ (Z,Y ) can be concluded.

In contrast to the law of large numbers, we need to impose a mild boundedness assumption on the jumps of the
process X. We assume that |δ(ω, t, z)| ∧ 1 ≤ �n(z) for all t ≤ τn(ω), where τn is an increasing sequence of stopping
times converging to infinity almost surely. The functions �n are assumed to fulfill∫

�2
nλ(dz) < ∞. (8)

We still need some definitions before we can state the central limit theorem (see for comparison [16, p. 126]). For
the definition of the limiting processes we introduce a second probability space (�′,F ′,P′) equipped with sequences
(ψk+)k≥1, (ψk−)k≥1, and (κk)k≥1 of random variables, where all variables are independent, ψk± ∼ N (0,1), and
κk ∼ U([0,1]). We then define a very good filtered extension (�̃, F̃, (F̃t )t≥0, P̃) of the original space by

�̃ = � × �′, F̃ =F ⊗F ′, P̃ = P⊗ P
′.

Let now (Tk)k≥1 be a weakly exhausting sequence of stopping times for the jumps of X up to time T . The filtration
F̃t is chosen in such a way that it is the smallest filtration containing Ft and that κk and ψk± are F̃Tk

-measurable.
Further let

Rk = Rk− + Rk+, with Rk− = √
κkσTk−ψk−,Rk+ = √

1 − κkσTk
ψk+. (9)

Also define the sets

Al (d) :=
{
L ∈ Cd+1(

R
d
)∣∣ lim

y→0
∂kL(x,y) = 0 for all x ∈R

l , k = l + 1, . . . , d
}

for l = 1, . . . , d .

Remark 3.6. The following properties hold:

(i) Al(d) = Cd+1(Rd) for l = d .
(ii) If f,g ∈ Al(d), then also f + g,fg ∈Al (d), i.e. Al (d) is an algebra.

(iii) Let f ∈ Cd+1(R) with f ′(0) = 0, then

L(x1, . . . , xd) = f (x1 · . . . · xd) and L(x1, . . . , xd) = f (x1) + · · · + f (xd)

are elements of Al (d) for all 1 ≤ l ≤ d .

We obtain the following stable limit theorem.
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Theorem 3.7. Let 1 ≤ l ≤ d and H : Rd → R with H(x) = |x1|p1 · . . . · |xl |plL(x), where p1, . . . , pl > 3 and L ∈
Al (d). For t > 0 it holds that

√
n
(
V (H,X, l)nt − V (H,X, l)t

)
st−→ U(H,X, l)t := td−l

∑
k1,...,kl :Tk1 ,...,Tkl

≤t

l∑
j=1

∂jH(�XTk1
, . . . ,�XTkl

,0)Rkj
.

The limit is F -conditionally centered with variance

E
(
U(H,X, l)2

t |F
) = 1

2
t2(d−l)

∑
s≤t

(
l∑

k=1

V̄k(H,X, l,�Xs)

)2(
σ 2

s− + σ 2
s

)
,

where

V̄k(H,X, l, y) =
∑

s1,...,sk−1,sk+1,...,sl≤t

∂kH(�Xs1, . . . ,�Xsk−1, y,�Xsk+1, . . . ,�Xsl ,0). (10)

Furthermore, the F -conditional law does not depend on the choice of the sequence (Tk)k∈N, and U(H,X, l)t is
F -conditionally Gaussian if X and σ do not have common jump times.

In Section A.1 we will show that the limit U(H,X, l)t is finite and its F -conditional law does not depend on the
enumeration (Tk)k∈N of jump times of X. When X and σ have no common jump times, then σTk− = σTk

and we
deduce that

Rk ∼N
(
0, σ 2

Tk

)
conditionally on F,

since
√

κkψk− + √
1 − κkψk+ ∼ N (0,1). Thus, the limit U(H,X, l)t is indeed F -conditionally Gaussian, because

the random variables ∂jH(�XTk1
, . . . ,�XTkl

,0) are F -measurable.

Remark 3.8. In the case d = 1 this result can be found in Jacod [15] (see Theorem 2.11 and Remark 2.14 therein).
A functional version of the central limit theorem in the given form does not exist even for d = 1. This relies on the
fact that the processes V (H,X, l)nt and V (H,X, l)t do not jump at the same times; we refer to [16, Remark 5.1.3]. In
order to solve this problem one generally needs to consider the discretized sequence

√
n
(
V (H,X, l)nt − V (H,X, l)�nt�/n

)
.

If we were trying to extend our results in that direction, we had to show that all approximation steps hold in probability
uniformly on compact sets (instead of just in probability), which seems to be out of reach with our methods. What we
could show with our approach, though, is that Theorem 3.7 holds in the finite distribution sense in t .

Remark 3.9. As we noticed above, the limit in Theorem 3.7 is F -conditionally Gaussian when X and σ do not have
common jump times. In this case we may obtain a standard central limit theorem by just dividing by the square root
of the conditional variance, i.e.

√
n(V (H,X, l)nt − V (H,X, l)t )√

E(U(H,X, l)2
t |F)

d−→ N (0,1).

Since the conditional variance is generally unknown, we need to consistently estimate it in order to obtain a feasible
central limit theorem. First observe that the identity

E
(
U(H,X, l)2

t |F
) = t2(d−l)

∑
s≤t

(
l∑

k=1

V̄k(H,X, l,�Xs)

)2

σ 2
s
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holds, because X and σ do not have common jump times. In the next step we need to define jump robust estimates
of the quantity σ 2

s . Here we proceed similarly to the approach investigated in [1]: We choose an integer sequence
kn → ∞ with kn/n → 0, and define

σ̂ 2
i/n := n

2kn

i+kn−1∑
j=i−kn

∣∣�n
i X

∣∣21{|�n
i X|≤cn−q },

where c > 0 and q ∈ (0,1/2). It turns out that σ̂ 2
i/n is a consistent estimator of σ 2

i/n. Now, using the result of Theo-
rem 3.1 we conclude the convergence

V̄ n
k (H,X, l, y) :=

∑
i∈Bn

t (l−1)

∂kH
(
�n

i1
X, . . . ,�n

ik−1
X,y,�n

ik
X, . . . ,�n

il−1
X,0

) P−→ V̄k(H,X, l, y).

In the final step, we observe that V̄k(H,X, l, y)/y2 → 0 as y → 0 due to our assumptions on the function H . Com-
bining the previous results we then deduce that

Var(H)nt := t2(d−l)

[nt]∑
i=1

(
l∑

k=1

V̄ n
k

(
H,X, l,�n

i X
))2

σ̂ 2
i/n

P−→ E
(
U(H,X, l)2

t |F
)
. (11)

We omit the formal proof of this convergence since it follows by similar arguments as presented in [1, Theorem 4].

Example 3.10. Here we proceed with the discussion of the function H considered in Example 3.4(i). We set d = 2
and H(x1, x2) = |x1|p1 |x2|p2 for p1,p2 > 3. The conditions of Theorem 3.7 are obviously satisfied for l = 2. We will
now relate this example to the asymptotic theory for d = 1 investigated in [15]. For simplicity of notations we set
fp(x) = |x|p , p > 3, and we define

V (fp)nt :=
�nt�∑
i=1

fp

(
�n

i X
) P−→ V (fp)t :=

∑
s≤t

fp(�Xs).

Jacod [15] has proved that for a finite family of functions (fpj
)1≤j≤k with pj > 3 it holds that

{√
n
(
V (fpj

)nt − V (fpj
)t

)}
1≤j≤k

st−→
{ ∑

m:Tm≤t

f ′
pj

(�XTm)Rm

}
1≤j≤k

, (12)

where the quantity Rm is introduced in (9). Due to factorisation property of the function H we conclude that
V (H,X,2)nt = V (fp1)

n
t V (fp2)

n
t and V (H,X,2)t = V (fp1)tV (fp2)t . Hence, applying the stable limit theorem from

(12), we obtain that

√
n
(
V (H,X,2)nt − V (H,X,2)t

) = √
nV (fp2)

n
t

(
V (fp1)

n
t − V (fp1)t

)
+ √

nV (fp1)t
(
V (fp2)

n
t − V (fp2)t

)
st−→ V (fp2)t

∑
m:Tm≤t

f ′
p1

(�XTm)Rm + V (fp1)t
∑

m:Tm≤t

f ′
p2

(�XTm)Rm,

where we have used the properties of stable convergence. We remark that the limit coincides with quantity U(H,X,2)t
from Theorem 3.7.
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4. The mixed case

In this section we will present an asymptotic theory for statistics of the form

Yn
t (H,X, l) = 1

nl

∑
i∈Bn

t (l)

∑
j∈Bn

t (d−l)

H
(√

n�n
i X,�n

j X
)
, (13)

where H behaves like |x1|p · · · |xl |p for p < 2 in the first l arguments and like |xl+1|q · · · |xd |q for q > 2 in the last
d − l arguments. As already mentioned in the Introduction, powers smaller than two and powers larger than two lead
to completely different limits. This makes the treatment of Yn

t (H,X, l) for general l way more complicated than in
Section 3 where only large powers appear. In fact, we use the results from Section 3, which is why we keep calling
the index l, and combine them with quite general results concerning the case l = d , which we derive in the Appendix.
The limits turn out to be a mixture of what one obtains in both settings separately. In the central limit theorem we get
a conditionally Gaussian limit, where the conditional variance is a complicated functional of both the volatility σ and
the jumps of X.

4.1. Law of large numbers

We will prove a law of large numbers for the quantity given in (13). As already mentioned we will need a combination
of the methods from Section 3 and methods for U-statistics of continuous Itô-semimartingales that were developed in
[22]. We obtain the following result.

Theorem 4.1. Let H(x,y) = |x1|p1 · · · |xl |pl |y1|q1 · · · |yd−l |qd−l L(x,y) with p1, . . . , pl < 2 and q1, . . . , qd−l > 2 for
some 0 ≤ l ≤ d . The function L : Rd → R is assumed to be continuous with |L(x,y)| ≤ u(y) for some u ∈ C(Rd−l ).
Then, for fixed t > 0

Yn
t (H,X, l)

P−→ Yt (H,X, l) =
∑

s∈(0,t]d−l

∫
[0,t]l

ρH (σu,�Xs) du,

where

ρH (x,y) = E
[
H(x1U1, . . . , xlUl,y)

]
for arbitrary x ∈R

l , y ∈ R
d−l , and with (U1, . . . ,Ul) ∼N (0, idl ).

Remark 4.2. In the special case l = 0 we obtain the result from Theorem 3.1. For l = d we basically get the same
limit as in the case of U-statistics for continuous semimartingales X (see Theorem 3.3 in [22]). In the genuine mixed
case with e.g. H(x1, x2) = |x1|p|x2|q for p < 2, q > 2 the function ρH factorises and the limit becomes

Yt (H,X, l) =
∑

s∈(0,t]
|�Xs |q

∫
[0,t]

mp|σu|p du.

4.2. Central limit theorem

In the mixed case we need some additional assumptions on the process X. First we assume that the volatility process
σt is not vanishing, i.e. σt 
= 0 for all t ∈ [0, T ], and that σ is itself a continuous Itô-semimartingale of the form

σt = σ0 +
∫ t

0
b̃s ds +

∫ t

0
σ̃s dWs +

∫ t

0
ṽs dVs, (14)
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where b̃s , σ̃s , and ṽs are càdlàg processes and Vt is a Brownian motion independent of W . As a boundedness condition
on the jumps we further require that there is a sequence �k : R → R of functions and a localizing sequence (τk)k∈N
of stopping times such that |δ(ω, t, z)| ∧ 1 ≤ �k(z) for all ω, t with t ≤ τk(ω) and∫

�k(z)
rλ(dz) < ∞ (15)

for some 0 < r < 1. In particular, the jumps of the process X are then absolutely summable.
We will now state the main theorem of this section.

Theorem 4.3. Let 0 ≤ l ≤ d and H : Rd → R be a function that is even in the first l arguments and can be writ-
ten in the form H(x,y) = |x1|p1 · · · |xl |pl |y1|q1 · · · |yd−l |qd−l L(x,y) for some function L ∈ Cd+1(Rd) and constants
p1, . . . , pl, q1, . . . , qd−l ∈ R with 0 < p1, . . . , pl < 1 and q1, . . . , qd−l > 3. We further impose the following growth
conditions:∣∣L(x,y)

∣∣ ≤ u(y),
∣∣∂2

iiL(x,y)
∣∣ ≤ (

1 + ‖x‖βi
)
u(y) (1 ≤ i ≤ d), (16)∣∣∂j1 · · ·∂jk

L(x,y)
∣∣ ≤ (

1 + ‖x‖γj1...jk

)
u(y) (1 ≤ k ≤ d;1 ≤ j1 < · · · < jk ≤ d) (17)

for some constants βi, γj1...jk
≥ 0, and a function u ∈ C(Rd−l ). The constants are assumed to fulfill γj + pi < 1 for

i 
= j and i = 1, . . . , l, j = 1, . . . , d . Then we have, for a fixed t > 0
√

n
(
Yn

t (H,X, l) − Yt (H,X, l)
)

st−→ V ′(H,X, l)t =
∑

k:Tk≤t

(
d∑

j=l+1

∫
[0,t]l

ρ∂j H (σu,�XTk) duRkj
+Ut (H,�XTk)

)
,

with U defined in (40). Both components of the limiting process are F -conditionally independent, which is why their
sum is F -conditionally centered Gaussian with variance

E
[(

V ′(H,X, l)t
)2|F] =

∑
s≤t

(
d∑

k=l+1

Ṽk(H,X, l,�Xs)

)2

σ 2
s +

∑
s1,s2∈(0,t]d−l

C(�Xs1,�Xs2), (18)

where the function C is given in (41) and

Ṽk(H,X, l, y) =
∑

sl+1,...,sk−1,sk+1,...,sd≤t

∫
[0,t]l

ρ∂kH (σu,�Xsl+1, . . . ,�Xsk−1, y,�Xsk+1, . . . ,�Xsd ) du.

Furthermore the F -conditional law of the limit does not depend on the choice of the sequence (Tk)k∈N.

Remark 4.4. The result coincides with the central limit theorem in Section 3 if l = 0, but under stronger assumptions.
In particular the assumed continuity of σ yields that the limit is always conditionally Gaussian. We further remark
that the theorem also holds in the finite distribution sense in t .

Example 4.5. Let us again relate the central limit theorem to results from [15] and discuss H(x1, x2) = |x1|p|x2|q
for p < 1, q > 3. According to Theorem 4.3, the limiting variable becomes

V ′(H,X, l)t =
∑

k:Tk≤t

(
q sgn(�XTk

)|�XTk
|q−1Rk

∫
[0,t]

|σu|p du +Ut (H,�XTk
)

)
,

and Ut (H,�XTk
) has the F -conditional covariance

C(�XTk
,�XTk

) = |�XTk
|2q

∫ t

0

(∫
R

|u|2pφσs (u) du −
(∫

R

|u|pφσs (u) du

)2

ds

)
. (19)
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Therefore, Ut (H,�XTk
) is equal in distribution to

Ut (H,�XTk
) = |�XTk

|q
√

m2p − m2
p

∫ t

0
|σu|p dW ′

u

for an independent Brownian motion W ′ on �′, and we finally obtain

V ′(H,X, l)t =
( ∑

k:Tk≤t

q sgn(�XTk
)|�XTk

|q−1Rk

)∫
[0,t]

|σu|p du

+
√

m2p − m2
p

∫ t

0
|σu|p dW ′

u

( ∑
k:Tk≤t

|�XTk
|q

)
.

On the other hand, it is known from [15] that

√
n
(
V (fp)nt − V (fp)t

) st−→
√

m2p − m2
p

∫ t

0
|σu|p dW ′

u,

and there exists a version of (12) involving both powers smaller than one and larger than three. Proceeding as in
Example 3.10, one then obtains the same form of the limiting variable V ′(H,X, l)t .

5. A statistical application

In this section we present a statistical application of the theoretical results demonstrated in Section 3. Let β ∈ R+
be a given number. We would like to test whether all jump sizes �Xs(ω) lie on a grid η + βZ for an unknown
η ∈ [0, β). Processes of this type find applications in situations where the dynamics are characterized by a fixed step
size parameter. A prototype of such a system is the quantum harmonic oscillator where jumps correspond to changes
of the energy level and the observed spectrum is subject to external or internal noise. Such time dependent harmonic
oscillators are crucial in various areas of physics, including quantum optics [11], cosmology [2], and condensed
matter physics [26]. Besides applications in physics, another field of interest are discrete random walks [28] with
noise, where the waiting times between jumps are larger than the characteristic time scale of the fluctuating position.
A similar situation is encountered in autonomous agent and multiagent systems [14] where the efficient learning
strategy may depend on a step size parameter changing with slowly varying external conditions.

Since the process X is observed only at discrete times and the jumps of X are “distorted” by the continuous part
of X, we need a statistical decision rule to test whether this hypothesis is true. For this purpose we set �′ := {ω ∈ � :
(Xs(ω))s∈[0,T ] contains jumps} and define the measurable sets

�0 := {
ω ∈ � : �Xs(ω) ∈ η + βZ for all s ∈ [0, T ] with �Xs(ω) 
= 0

} ∩ �′, �1 := �′ \ �0.

Hence, our null hypothesis is H : ω ∈ �0 while the alternative is K : ω ∈ �1. Note in particular that the null hypothesis
is automatically satisfied, if there is just a single jump.

In order to construct a first test statistic, we use the function

H1(x, y) = x6y4 sin

(
π(x − y)

β

)
.

As pointed out in Example 3.5, we obtain the convergence in probability

V (H1,X,2)nT
P−→ V (H1,X,2)T =

∑
s1,s2∈(0,T ]

|�Xs1 |6|�Xs2 |4 sin

(
π(�Xs1 − �Xs2)

β

)
,
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for any fixed T > 0. Obviously, we have V (H1,X,2)T = 0 whenever H holds true. In this case, we obtain from
Theorem 3.7 the stable convergence

√
nV (H1,X,2)nT

st−→ U(H1,X,2)T =
∑
k1,k2

2∑
j=1

∂jH1(�XTk1
,�XTk2

)Rkj

= π

β

∑
k1 
=k2

|�XTk1
|6|�XTk2

|4 cos

(
π(�XTk1

− �XTk2
)

β

)
(Rk1 − Rk2).

In most cases the limit is non-degenerate, even though one can construct non-trivial examples with U(H1,X,2)T = 0.
If �̃0 denotes the intersection of �0 with those ω leading to non-degenerate versions of U(H1,X,2)T , then according
to Remark 3.9 we deduce

P
(
Sn

T > c1−α

) → α conditionally on �̃0,

with Sn
T := √

nV (H1,X,2)nT /
√

Var(H1)
n
T and cγ being the γ -quantile of a standard normal distribution, whenever X

and σ have no common jumps (see Remark 3.9 for the definition of Var(H1)
n
T ).

Besides the existence of non-trivial cases with a degenerate central limit theorem under H , the most severe problem
with the afore-mentioned test statistic is that it is not able to detect all alternatives, as V (H1,X,2)T = 0 might hold
true even though the null hypothesis is not satisfied. More natural, therefore, is to use

H2(x, y) = x6y6 sin2
(

π(x − y)

β

)
,

for which V (H2,X,2)nT
P−→ V (H2,X,2)T as well and

V (H2,X, l)T (ω) = 0 if and only if ω ∈ �0.

However, U(H2,X,2)T is always degenerate under H , since ∂1H2(x, y) = ∂2H2(x, y) = 0 for all x, y ∈ η + βZ.
Thus, Theorem 3.7 cannot be applied to derive a feasible test. To avoid this problem we have to extend Theorem 3.7
to higher order asymptotics. In general, those types of results are hard to prove but in this specific case things remain
relatively simple. This mainly relies on the fact that under H the process X has only finitely many jumps and the
methodology of the proof is less advanced. It turns out that under H it holds that

nV (H2,X,2)nT
st−→ ST := π2

β2

∑
k1 
=k2

|�XTk1
|6|�XTk2

|6(Rk1 − Rk2)
2. (20)

We only give a short sketch of the proof of this result as it follows along the lines of the proof of Theorem 3.7, except
that it is much simpler due to finite activity of the jumps. We first observe that

n
(
V (H2,X,2)nT − V ∗(H2,X,2)nT

) P−→ 0,

where

V ∗(H2,X,2)nT :=
∑
k1,k2

H2
(
�XTk1

+ n−1/2R(n, k1),�XTk2
+ n−1/2R(n, k2)

)
,

and the random variable R(n, k) is defined in the beginning of Section 6.2. This is due to the fact that the continuous
part Xc of X fulfills E[|�n

i X
c|6] ≤ n−3 by Burkholder inequality and is therefore aymptotically negligible. In the next

step we apply a Taylor expansion to the statistic V ∗(H2,X,2)nT . We observe that, for all x, y ∈ η + βZ, it holds that

∂11H2(x, y) = ∂22H2(x, y) = −∂12H2(x, y) = 2π2

β2
x6y6.
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Thus, using the stable convergence (R(n, k))k∈N
st−→ (Rk)k∈N (cf. Lemma 6.4) and a Taylor expansion of order two,

we deduce (20).
We remark that the probabilistic result of stable convergence in (20) is not directly applicable to testing. Hence, in

the following we will describe how to estimate the (F -conditional) quantiles of the distribution of ST . The procedure
is similar to the methodology described in Remark 3.9: First, we define the local estimates

σ̂
2,+
i/n := n

kn

i+kn−1∑
j=i

∣∣�n
i X

∣∣21{|�n
i X|≤cn−q }, σ̂

2,−
i/n := n

kn

i−1∑
j=i−kn

∣∣�n
i X

∣∣21{|�n
i X|≤cn−q },

where c > 0, q ∈ (0,1/2) and kn satisfies kn → ∞ and kn/n → 0. Next, recalling the definition of the random variable
Rk in (9), we introduce the statistic

Sn
T := π2

β2

[nT ]∑
i,j=1

∣∣�n
i X

∣∣6∣∣�n
jX

∣∣6

× ((√
κi σ̂

−
i/nψi− + √

1 − κi σ̂
+
i/nψi+

) − (√
κj σ̂

−
j/nψj− + √

1 − κj σ̂
+
j/nψj+

))2
.

Obviously, the F -conditional law of Sn
T converges to the F -conditional law of ST . We remark however that it is

impossible to assess the unconditional distribution of ST . For a fixed level α, we now define the quantiles dn
α , dα via

P̃
(
Sn

T ≤ dn
α |F) = 1 − α, and P̃(ST ≤ dα|F) = 1 − α.

Notice that the conditional quantile dn
α can be simulated by generating the random variables κi , ψi+, ψi− and using the

definition of Sn
T . We have dn

α → dα in P-probability. Now, choosing the rejection region by Cn
α := {nV (H2,X,2)nT >

dn
α}, we obtain a test which asymptotically attains the level α in the following sense: Let A ⊂ �0, then we deduce by

properties of stable convergence

P
(
A ∩ Cn

α

) = P
(
A ∩ {

nV (H2,X,2)nT > dα

}) + o(1)

→ P̃
(
A ∩ {ST > dα}) = P(A)E

(
P̃
({ST > dα}|F)) = αP(A).

As, conditionally on �1, nV (H2,X,2)nT → ∞ in probability, we readily deduce that the test is consistent against any
fixed alternative.

6. Proofs

In the proofs we will assume that K (or A) is some generic constant which may change from line to line. Since all
theoretical results of this paper are stable under stopping, we may as well assume by a standard localization argument
(see [16, Section 4.4.1]) that all locally bounded processes are in fact bounded. For instance, in Theorem 3.7 we can
assume without loss of generality that∣∣bt (ω)

∣∣ ≤ A,
∣∣σt (ω)

∣∣ ≤ A,
∣∣Xt(ω)

∣∣ ≤ A,
∣∣δ(t, z)(ω)

∣∣ ≤ �(z) ≤ A

holds uniformly in (ω, t) for some constant A and a function � with∫
�(z)2λ(dz) ≤ A,

where the latter is due to condition (8). On the other hand, due to conditions (14) and (15), in Theorem 4.3 we may
assume by the same arguments that there is a function � :R→ R and a constant A such that δ(ω, t, z) ≤ �(z) and

sup
{∣∣Xt(ω)

∣∣, ∣∣bt (ω)
∣∣, ∣∣σt (ω)

∣∣, ∣∣σ−1
t (ω)

∣∣, ∣∣b̃t (ω)
∣∣, ∣∣σ̃t (ω)

∣∣, ∣∣ṽt (ω)
∣∣} ≤ A,
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uniformly in (ω, t). We may further assume that �(z) ≤ A for all z ∈R and∫
�(z)rλ(dz) < ∞.

6.1. Proof of Theorem 3.1

Let t > 0 be fixed. The proof will be divided into two parts. In the first one we will show that

ξn
t := 1

nd−l

∑
i∈Bn

t (d)

(
H

(
�n

i X
) − H

(
�n

i1
X, . . . ,�n

il
X,0

)) P−→ 0.

Then we are left with proving the theorem in the case l = d , which will be done in the second part.
Since the paths of X are càdlàg and therefore bounded on compacts by a constant At(ω) = sup0≤s≤t |Xs(ω)|, we

have the estimate∣∣ξn
t

∣∣ ≤ 1

nd−l

∑
i∈Bn

t (d)

∣∣�n
i1
X · . . . · �n

il
X

∣∣2
δL,At

(
max

(∣∣�n
il+1

X
∣∣, . . . , ∣∣�n

id
X

∣∣))

=
(�nt�∑

i=1

∣∣�n
i X

∣∣2

)l
1

nd−l

�nt�∑
il+1,...,id=1

δL,At

(
max

(∣∣�n
il+1

X
∣∣, . . . , ∣∣�n

id
X

∣∣)),
where

δL,At (ε) := sup
{∣∣L(x) − L(y)

∣∣|x,y ∈ [−2At,2At ]d ,‖x − y‖ < ε
}
, ε > 0

denotes the modulus of continuity of L.
We will now use the elementary property of the càdlàg process X, that for every ε > 0 there exists N ∈ N such that

for all n ≥ N the absence a jump of size bigger than ε on ( i−1
n

, i
n
] implies |�n

i X| < 2ε. Since the number of those
jumps is finite, we obtain for sufficiently large n the estimate

1

nd−l

�nt�∑
il+1,...,id=1

δL,At

(
max

(∣∣�n
il+1

X
∣∣, . . . , ∣∣�n

id
X

∣∣)) ≤ td−lδL,At (2ε) + K(ε)

n
.

Using the continuity of L, the left hand side becomes arbitrarily small, if we first choose ε small and then n large.
From [17] we know that

[X,X]nt :=
�nt�∑
i=1

∣∣�n
i X

∣∣2 P−→ [X,X]t =
∫ t

0
σ 2

s ds +
∑

0<s≤t

|�Xs |2, (21)

and thus we obtain ξn
t

P−→ 0.
For the second part of the proof, i.e. the convergence V (H,X, l)nt

P−→ V (H,X, l)t in the case l = d , we define the
functions gn

k : Rd−1 →R by

gn
k (x) =

�nt�∑
i=1

∣∣�n
i X

∣∣2
L

(
x1, . . . , xk−1,�

n
i X,xk, . . . , xd−1

)
−

∑
s≤t

|�Xs |2L(x1, . . . , xk−1,�Xs, xk, . . . , xd−1)
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and deduce∣∣V (H,X,d)nt − V (H,X,d)t
∣∣ =

∣∣∣∣ ∑
i∈Bn

t (d)

H
(
�n

i X
) −

∑
s∈(0,t]d

H(�Xs)

∣∣∣∣
=

∣∣∣∣∣
d∑

k=1

{ ∑
i∈Bn

t (k)

∑
s∈(0,t]d−k

H
(
�n

i X,�Xs
) −

∑
i∈Bn

t (k−1)

∑
s∈(0,t]d−k+1

H
(
�n

i X,�Xs
)}∣∣∣∣∣

≤
d∑

k=1

([X,X]nt
)k−1[X,X]d−k

t sup
‖x‖≤At

∣∣gn
k (x)

∣∣.
By using (21) again we see that it remains to show sup‖x‖≤At

|gn
k (x)| P−→ 0 for 1 ≤ k ≤ d . In the following we replace

the supremum by a maximum over a finite set and give sufficiently good estimates for the error that we make by doing
so.

For any m ∈N define the (random) finite set Am
t by

Am
t :=

{
k

m

∣∣∣k ∈ Z,
|k|
m

≤ At

}
.

Then we have

sup
‖x‖≤At

∣∣gn
k (x)

∣∣ ≤ max
x∈(Am

t )d−1

∣∣gn
k (x)

∣∣ + sup
‖x‖,‖y‖≤At

‖x−y‖≤1/m

∣∣gn
k (x) − gn

k (y)
∣∣ =: ζ n

k,1(m) + ζ n
k,2(m).

Since the sets Am
t are finite, we immediately get ζ n

k,1(m)
a.s.−→ 0 as n → ∞ from Remark 3.3.3 in [16] for any fixed m.

For the second summand ζ n
k,2(m) observe that

∣∣ζ n
k,2(m)

∣∣ ≤
(�nt�∑

i=1

∣∣�n
i X

∣∣2 +
∑
s≤t

∣∣�Xs

∣∣2

)
δL,At

(
m−1),

which implies

lim
m→∞ lim sup

n→∞
P
(∣∣ζ n

k,2(m)
∣∣ > ε

) = 0 for every ε > 0.

The proof is complete. �

6.2. Proof of Theorem 3.7

A common technique for proving central limit theorems for discontinuous semimartingales is to decompose the pro-
cess X for fixed m ∈ N into the sum of two processes X(m) and X′(m), where the part X′(m) basically describes the
jumps of X, which are of size bigger than 1/m and of whom there are only finitely many. Eventually one lets m go to
infinity.

So here we define Dm = {z : �(z) > 1/m} and (S(m, j))j≥1 to be the successive jump times of the Poisson process
1{Dm\Dm−1} ∗ p. Let (Sq)q≥1 be a reordering of (S(m, j)), and

Pm = {
p : Sp = S(k, j) for j ≥ 1, k ≤ m

}
, Pn

t (m) =
{
p ∈Pm : Sp ≤ �nt�

n

}
,

Pt (m) = {p ∈ Pm : Sp ≤ t}.
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Further let

R−(n,p) = √
n(XSp− − Xi−1

n
),

R+(n,p) = √
n(X i

n
− XSp),

R(n,p) = R−(n,p) + R+(n,p),

if i−1
n

< Sp ≤ i
n

. Now we split X into a sum of X(m) and X′(m), where X′(m) is the “big jump part” and X(m) is
the remaining term, by setting

b(m)t = bt −
∫

{Dm∩{z:|δ(t,z)|≤1}}
δ(t, z)λ(dz),

X(m)t =
∫ t

0
b(m)s ds +

∫ t

0
σs dWs + (δ1Dc

m
) ∗ (p− q)t ,

X′(m) = X − X(m) = (δ1Dm) ∗ p.

Further let �n(m) denote the set of all ω such that the intervals ( i−1
n

, i
n
] (1 ≤ i ≤ n) contain at most one jump of

X′(m)(ω), and∣∣X(m)(ω)t+s − X(m)(ω)t
∣∣ ≤ 2

m
for all t ∈ [0, T ], s ∈ [

0, n−1].
Clearly, P(�n(m)) → 1, as n → ∞.

Before we state the main result of this section we begin with some important lemmas. The first one gives useful
estimates for the size of the increments of the process X(m). For a proof see [16, (2.1.44) and (5.1.24)].

Lemma 6.1. For any p ≥ 1 we have

E
(∣∣X(m)t+s − X(m)t

∣∣p|Ft

) ≤ K
(
s(p/2)∧1 + mpsp

)
for all t ≥ 0, s ∈ [0,1].

As a simple application of the lemma we obtain for p ≥ 2 and i ∈ Bn
t (d) with i1 < · · · < id

E
[∣∣�n

i1
X(m)

∣∣p · . . . · ∣∣�n
id

X(m)
∣∣p] = E

[∣∣�n
i1
X(m)

∣∣p · . . . · ∣∣�n
id−1

X(m)
∣∣pE

[∣∣�n
id

X(m)
∣∣p|F id−1

n

]]
≤ K

(
1

n
+ mp

np

)
E

[∣∣�n
i1
X(m)

∣∣p · . . . · ∣∣�n
id−1

X(m)
∣∣p] ≤ · · · ≤ K(n,m)

nd

for some positive sequence K(n,m) which satisfies lim supn→∞ K(n,m) ≤ K for any fixed m. Consequently, for
general i ∈ Bn

t (d), we have

E
[∣∣�n

i1
X(m)

∣∣p · . . . · ∣∣�n
id

X(m)
∣∣p] ≤ K(n,m)n−#{i1,...,id }.

Since the number of elements i = (i1, . . . , id ) ∈ Bn
t (d) with #{i1, . . . , id} = k is of order nk , we obtain the useful

formula

E

[ ∑
i∈Bn

t (d)

∣∣�n
i1
X(m)

∣∣p · . . . · ∣∣�n
id

X(m)
∣∣p]

≤ K(n,m), (22)

and similarly

1√
n
E

[ ∑
i∈Bn

t (d)

∣∣�n
i1
X(m)

∣∣p · . . . · ∣∣�n
id−1

X(m)
∣∣p∣∣�n

id
X(m)

∣∣] ≤ K(n,m). (23)
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The next lemma again gives some estimate for the process X(m) and is central for the proof of Theorem 3.7.

Lemma 6.2. Let C > 0 be a constant. Assume further that f :R× [−C,C]d−1 →R is defined by f (x) = |x1|pg(x),
where p > 3 and g ∈ C(R× [−C,C]d−1) is twice continuously differentiable in the first argument. Then we have

E

(
1�n(m)

√
n

∣∣∣∣∣
�nt�∑
i=1

(
f

(
�n

i X(m), x2, . . . , xd

) −
∑

i−1
n

<s≤ i
n

f
(
�X(m)s, x2, . . . , xd

))∣∣∣∣∣
)

≤ βm(t)

for some sequence (βm(t)) with βm(t) → 0 as m → ∞, uniformly in x2, . . . , xd .

Proof. The main idea is to apply Itô formula to each of the summands and then estimate the expected value. For fixed
x2, . . . , xd this was done in [16, p. 132]. We remark that their proof essentially relies on the following inequalities:
For fixed z ∈ [−C,C]d−1 and |x| ≤ 1/m (m ∈ N) there exists βm(z) such that βm(z) → 0 as m → ∞ and∣∣f (x, z)

∣∣ ≤ βm(z)|x|3, ∣∣∂1f (x, z)
∣∣ ≤ βm(z)|x|2, ∣∣∂2

11f (x, z)
∣∣ ≤ βm(z)|x|. (24)

Further, for x, y ∈R, define the functions

k(x, y, z) = f (x + y, z) − f (x, z) − f (y, z), g(x, y, z) = k(x, y, z) − ∂1f (x, z)y.

Following [16] we obtain for |x| ≤ 3/m and |y| ≤ 1/m that∣∣k(x, y, z)
∣∣ ≤ Kβm(z)|x||y|, ∣∣g(x, y, z)

∣∣ ≤ Kβm(z)|x||y|2. (25)

Since f is twice continuously differentiable in the first argument and z lies in a compact set, the estimates under (24)
and (25) hold uniformly in z, i.e. we can assume that the sequence βm(z) does not depend on z, and hence the proof
in [16] in combination with the uniform estimates implies the claim. �

Now we start proving the assertion of Theorem 3.7. To simplify notations we will give a proof only for symmetric
L and p1 = · · · = pl = p for some p > 3. Note that in this case H is symmetric in the first l components, which
implies

∂jH(x1, . . . , xl,0, . . . ,0) = ∂1H(xj , x2, . . . , xj−1, x1, xj+1, . . . , xl,0, . . . ,0).

Therefore, we have for fixed j∑
k1,...,kl :Tk1 ,...,Tkl

≤t

∂kH(�XTk1
, . . . ,�XTkl

,0)Rkj

=
∑

k1,...,kl :Tk1 ,...,Tkl
≤t

∂1H(�XTkj
,�XTk2

, . . . ,�XTkj−1
,�XTk1

,�XTkj+1
, . . . ,�XTkl

,0)Rkj

=
∑

k1,...,kl :Tk1 ,...,Tkl
≤t

∂1H(�XTk1
, . . . ,�XTkl

,0)Rk1 ,

and thus the limit can be written as

U(H,X, l)t = ltd−l
∑

k1...,kl :Tk1 ,...,Tkl
≤t

∂1H(�XTk1
, . . . ,�XTkl

,0 . . . ,0)Rk1 .

Later we will prove
√

n(V (H,X, l) �nt�
n

− V (H,X, l)t )
P−→ 0 as n → ∞, so it will be enough to show the discretized

version of the central limit theorem, i.e.

ξn
t := √

n
(
V (H,X, l)nt − V (H,X, l) �nt�

n

) st−→ U(H,X, l)t . (26)
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For the proof of (26) we will successively split ξn
t into several terms and then apply Lemma A.2. As a first decompo-

sition we use

ξn
t = 1�n(m)ξ

n
t + 1�\�n(m)ξ

n
t .

Since P(�n(m)) → 1 as n → ∞, the latter term converges to 0 almost surely as n → ∞, so we can focus on the first
summand, which we further decompose into

1�n(m)ξ
n
t = 1�n(m)

(
ζ n(m) +

l∑
k=0

d−l∑
j=0

(
ζ n
k,j (m) − ζ̃ n

k,j (m)
) −

l∑
k=1

ζ n
k (m)

)
(27)

with

ζ n(m) = √
n

(
1

nd−l

∑
i∈Bn

t (d)

H
(
�n

i X(m)
) − �nt�

nd−l

d−l ∑
u1,...,ul≤ �nt�

n

H
(
�X(m)u1 , . . . ,�X(m)ul

,0
))

,

ζ n
k,j (m) =

√
n

nd−l

∑
p,q∈Pn

t (m)k×j

∑′

i∈Bn
t (l−k)

r∈Bn
t (d−l−j)

(
l

k

)(
d − l

j

)

× H

(
�XSp + R(n,p)√

n
,�n

i X(m),�XSq + R(n,q)√
n

,�n
rX(m)

)
,

ζ̃ n
k,j (m) =

√
n

nd−l

∑
p,q∈Pn

t (m)k×j

∑′

i∈Bn
t (l−k)

r∈Bn
t (d−l−j)

(
l

k

)(
d − l

j

)
H

(
1√
n
R(n,p),�n

i X(m),
1√
n
R(n,q),�n

rX(m)

)
,

ζ n
k (m) = √

n
�nt�
nd−l

d−l ∑
p∈Pn

t (m)k

∑
uk+1,...,ul≤ �nt�

n

(
l

k

)
H

(
�XSp ,�Xuk+1(m), . . . ,�Xul

(m),0
)
.

The prime on the sums indicates that we sum only over those indices i and r such that �n
i X′(m) and �n

rX′(m) are
vanishing, which in other word means that no big jumps of X occur in the corresponding time intervals.

The basic idea behind the decomposition is that we distinguish between intervals ( i−1
n

, i
n
] where X has a big jump

and where not. Essentially we replace the original statistic ξn
t by the same statistic ζ n(m) for the process X(m) instead

of X. Using the trivial identity∑
i∈Bn

t (d)

H
(
�n

i X
) =

∑
i∈Bn

t (d)

H
(
�n

i X(m)
) +

∑
i∈Bn

t (d)

(
H

(
�n

i X
) − H

(
�n

i X(m)
))

we can see that an error term appears by doing this. Of course, we have �n
i X(m) = �n

i X if no big jump occurs. In the
decomposition above, ζ n

k,j (m) − ζ̃ n
k,j (m) gives the error term if we have k big jumps in the first l coordinates and j

big jumps in the last d − l coordinates. In the same manner the term ζ n
k (m) takes into account that we might have big

jumps in k arguments of H(�Xu1, . . . ,�Xul
,0). All the binomial coefficients appear because of the symmetry of H

in the first l and the last d − l arguments. Note also that this decomposition is not valid without the indicator function
1�n(m).

In the Appendix we will prove the following claim.

Proposition 6.3. It holds that

lim
m→∞ lim sup

n→∞
P

(
1�n(m)

∣∣∣∣∣
l∑

k=0

d−l∑
j=0

(
ζ n
k,j (m) − ζ̃ n

k,j (m)
) −

l∑
k=1

ζ n
k (m) − (

ζ n
l,0(m) − ζ n

l (m)
)∣∣∣∣∣ > η

)
= 0

for all η > 0.
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So in view of Lemma A.2 we are left with considering the terms ζ n
l,0(m) − ζ n

l (m) and ζn(m), where the first one is
the only one that contributes to the limiting distribution. We will start with proving the three assertions

lim
m→∞ lim sup

n→∞
P
(
1�n(m)

∣∣ζ n
l,0(m) − ζ̂ n

l,0(m)
∣∣ > η

) = 0 for all η > 0, (28)

1�n(m)

(
ζ̂ n
l,0(m) − ζ n

l (m)
) st−→ U

(
H,X′(m), l

)
t

as n → ∞, (29)

U
(
H,X′(m)

)
t

P̃−→ U(H,X, l)t as m → ∞, (30)

where

ζ̂ n
l,0(m) :=

√
n

nd−l

∑
p∈Pn

t (m)l

∑
j∈Bn

t (d−l)

H

(
�XSp + R(n,p)√

n
,0

)
.

For (28) observe that we have

1�n(m)

∣∣ζ n
l,0(m) − ζ̂ n

l,0(m)
∣∣

≤ 1�n(m)

∑
p∈Pt (m)l

∣∣∣∣�XSp + 1√
n
R(n,p)

∣∣∣∣p √
n

nd−l

∑
j∈Bn

t (d−l)

d−l∑
k=1

sup
x∈[−2A,2A]l

y∈[−2/m,2/m]d−l

∣∣∂kL(x,y)
∣∣∣∣�n

jk
X(m)

∣∣
+ OP

(
n−1/2)

by the mean value theorem. The error of small order in the estimate above is due to the finitely many large jumps,
which are included in the sum over j now, but do not appear in ζ n

l,0(m) by definition. Clearly,

lim
M→∞ lim sup

m→∞
lim sup
n→∞

P

( ∑
p∈Pt (m)l

∣∣∣∣�XSp + 1√
n
R(n,p)

∣∣∣∣p > M

)
= 0,

and by Lemma 6.1 we have

E

( √
n

nd−l

∑
j∈Bn

t (d−l)

d−l∑
k=1

sup
x∈[−2A,2A]l

sup
y∈[−2/m,2/m]d−l

∣∣∂kL(x,y)
∣∣∣∣�n

jk
X(m)

∣∣)

≤ K
(
1 + mn−1/2) sup

x∈[−2A,2A]l
sup

y∈[−2/m,2/m]d−l

∣∣∂kL(x,y)
∣∣,

which converges to 0 if we first let n → ∞ and then m → ∞, since L ∈ Al(d) and [−2A,2A]l is compact. This
immediately implies (28).

For the proof of (29) we need another lemma, which can be found in [16, Proposition 4.4.10].

Lemma 6.4. For fixed p ∈ N the sequence (R(n,p))n∈N is bounded in probability, and(
R(n,p)−,R(n,p)+

)
p≥1

st−→ (Rp−,Rp+)p≥1

as n → ∞.

Then we have, by the mean value theorem, Lemma 6.4, the properties of stable convergence, and the symmetry of
H in the first l components

1�n(m)

(
ζ̂ n
l,0(m) − ζ n

l (m)
) = √

n1�n(m)

(�nt�d−l

nd−l

∑
p∈Pn

t (m)l

[
H

(
�XSp + 1√

n
R(n,p),0

)
− H(�XSp ,0)

])
st−→ U

(
H,X′(m), l

)
t
= ltd−l

∑
p∈Pt (m)l

∂1H(�XSp ,0)Rp1 as n → ∞,
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i.e. (29). For the proof of (30) we introduce the notation Pt = {p ∈ N|Sp ≤ t}. We then use the decomposition

U(H,X, l)t − U
(
H,X′(m), l

)
t

= ltd−l

l∑
k=1

∑
p∈Pk−1

t

∑
pk∈Pt\Pt (m)

∑
r∈Pt (m)l−k

∂1H(�XSp ,�XSpk
,�XSr,0)Rp1

=: ltd−l

l∑
k=1

ψk(m).

We have to show that, for each k, ψk(m) converges in probability to 0 as m → ∞. We will give a proof only for the
case k = 1, in which we work with

A(M) :=
{
ω ∈ �

∣∣∣∑
s≤t

(∣∣�Xs(ω)
∣∣p + ∣∣�Xs(ω)

∣∣2p + ∣∣�Xs(ω)
∣∣2p−2) ≤ M

}
, M ∈R+.

Then we have

P̃
(∣∣ψ1(m)

∣∣ > η
) ≤ P̃

(∣∣ψ1(m)
∣∣1A(M) > η/2

) + P
(
� \ A(M)

)
. (31)

By the continuity of L and ∂1L, and since the jumps of X are uniformly bounded in ω, we get

P̃
(∣∣ψ1(m)

∣∣1A(M) > η/2
) ≤ KE

(
1A(M)Ẽ

(
ψ1(m)2|F))

≤ KE

(
1A(M)

∑
q∈Pt\Pt (m)

( ∑
r∈Pt (m)l−1

∂1H(�XSq ,�XSr ,0, . . . ,0)

)2)

≤ KE

(
1A(M)

∑
q∈Pt\Pt (m)

(|�XSq |p + |�XSq |p−1)2
( ∑

r∈Pt (m)

|�XSr |p
)2(l−1))

≤ KM2(l−1)
E

(
1A(M)

∑
q∈Pt\Pt (m)

(|�XSq |2p + |�XSq |2p−2)) → 0 as m → ∞

by the dominated convergence theorem. Since the second summand in (31) is independent of m and converges to 0 as
M → ∞, we have

P̃
(∣∣ψ1(m)

∣∣ > η
) → 0 for all η > 0.

The proof for the convergence in probability of ψk(m) to 0 for 2 ≤ k ≤ l is similar.
It remains to show that

lim
m→∞ lim sup

n→∞
P
(
1�n(m)

∣∣ζ n(m)
∣∣ > η

) = 0 (32)

for all η > 0.
Again, we need several decompositions. We have

ζ n(m) = √
n

(
1

nd−l

∑
i∈Bn

t (d)

H
(
�n

i X(m)
) − �nt�

nd−l

d−l ∑
i∈Bn

t (l)

H
(
�n

i X(m),0
))

+ √
n

( �nt�
nd−l

d−l ∑
i∈Bn

t (l)

H
(
�n

i X(m),0
) − �nt�

nd−l

d−l ∑
u1,...,ul≤ �nt�

n

H
(
�X(m)u1 , . . . ,�X(m)ul

,0
))

=: �n
1 (m) + �n

2 (m).
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First observe that we obtain by the mean value theorem, and since X is bounded,

1�n(m)

∣∣�n
1 (m)

∣∣
=

√
n

nd−l
1�n(m)

∑
i∈Bn

t (d)

∣∣�n
i1
X(m) · · ·�n

il
X(m)

∣∣p∣∣L(
�n

i X(m)
) − L

(
�n

i1
X(m), . . . ,�n

il
X(m),0

)∣∣
≤ K1�n(m)

√
n

nd−l

∑
i∈Bn

t (d)

d∑
k=l+1

∣∣�n
i1
X(m) · · ·�n

il
X(m)

∣∣p∣∣�n
ik
X(m)

∣∣
= K(d − l)1�n(m)

√
n

nd−l

∑
i∈Bn

t (d)

∣∣�n
i1
X(m) · · ·�n

il
X(m)

∣∣p∣∣�n
il+1

X(m)
∣∣

≤ K(d − l)

m(p−2)l

1√
n
1�n(m)

∑
i∈Bn

t (l+1)

∣∣�n
i1
X(m) · · ·�n

il
X(m)

∣∣2∣∣�n
il+1

X(m)
∣∣.

By (23) and lim supn→∞ K(m,n) ≤ K we get

lim
m→∞ lim sup

n→∞
E

(
1�n(m)

∣∣�n
1 (m)

∣∣) = 0.

When showing that �n
2 (m) converges to 0 we can obviously restrict ourselves to the case l = d . We need further

decompositions:

�n
2 (m) = √

n

d∑
k=1

( ∑
i∈Bn

t (k)

∑
s∈(0,

�nt�
n

]d−k

H
(
�n

i X(m),�X(m)s
)

−
∑

i∈Bn
t (k−1)

∑
s∈(0,

�nt�
n

]d−k+1

H
(
�n

i X(m),�X(m)s
))

=:
d∑

k=1

�n
2 (m, k).

For a fixed k we have

�n
2 (m, k) =

∑
i∈Bn

t (k−1)

∣∣�n
i1
X(m) · · ·�n

ik−1
X(m)

∣∣p ∑
s∈(0,

�nt�
n

]d−k

∣∣�X(m)s1 · · ·�X(m)sd−k

∣∣p

× √
n

(�nt�∑
j=1

∣∣�n
jX(m)

∣∣pL
(
�n

i X(m),�n
jX(m),�X(m)s

)

−
∑

u≤ �nt�
n

∣∣�X(m)u
∣∣pL

(
�n

i X(m),�X(m)u,�X(m)s
))

,

where we denote the term in the second line by �n
k(m, i, s). What causes problems here is that �n

k(m, i, s) depends
on the random variables �n

i X(m) and �X(m)s and we therefore cannot directly apply Lemma 6.2. To overcome this
problem we introduce the function fy ∈ Cd+1(Rd−1) defined by

fy(x) = |y|pL(x1, . . . , xk−1, y, xk+1, . . . , xd).
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Then we have

�n
k(m, i, s) = √

n

(�nt�∑
j=1

f�n
j X(m)

(
�n

i X(m),�X(m)s
) −

∑
u≤ �nt�

n

f�X(m)u

(
�n

i X(m),�X(m)s
))

.

Now we replace the function fy according to Lemma A.1 by

fy(x) = fy(0) +
d∑

k=1

∑
1≤i1<···<ik≤d

∫ xi1

0
· · ·

∫ xik

0
∂ik · · ·∂i1fy

(
gi1,...,ik (s1, . . . , sk)

)
dsk · · · ds1.

Since all of the appearing terms have the same structure we will exemplarily treat one of them:

√
n

∣∣∣∣∣
�nt�∑
j=1

∫ �Xn
i1

(m)

0

∣∣�n
jX(m)

∣∣p∂1L
(
s1,0, . . . ,0,�n

jX(m),0, . . . ,0
)
ds1

−
∑

u≤ �nt�
n

∫ �Xn
i1

(m)

0

∣∣�X(m)u
∣∣p∂1L

(
s1,0, . . . ,0,�X(m)u,0, . . . ,0

)
ds1

∣∣∣∣∣
≤

∫ 2
m

− 2
m

√
n

∣∣∣∣∣
�nt�∑
j=1

∣∣�n
jX(m)

∣∣p∂1L
(
s1,0, . . . ,0,�n

jX(m),0, . . . ,0
)

−
∑

u≤ �nt�
n

∣∣�X(m)u
∣∣p∂1L

(
s1,0, . . . ,0,�X(m)u,0, . . . ,0

)∣∣∣∣∣ds1.

This means that we can bound |�n
k(m, i, s)| from above by some random variable �̃n

k(m) which is independent of i
and s and which fulfills

lim
m→∞ lim sup

n→∞
E

[
1�n(m)�̃

n
k(m)

] = 0 (33)

by Lemma 6.2. Using the previous estimates we have

∣∣�n
2 (m, k)

∣∣ ≤ �̃n
k(m)

(�nt�∑
j=1

∣∣�n
jX(m)

∣∣p)k−1( ∑
u≤ �nt�

n

∣∣�X(m)u
∣∣p)d−k

.

Clearly the latter two terms are bounded in probability and therefore (33) yields

lim
m→∞ lim sup

n→∞
P
(
1�n(m)

∣∣�n
2 (m)

∣∣ > η
) = 0,

which proves (32).
The last thing we have to show is

√
n
(
V (H,X, l)t − V (H,X, l) �nt�

n

) P−→ 0, (34)

e.g. in the case l = d . From [16, p. 133] we know that in the case d = 1 we have

√
n

∑
�nt�
n

<sk≤t

|�Xsk |p P−→ 0. (35)
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The general case follows by using the decomposition∣∣∣∣√n

( ∑
s1,...,sd≤t

H(�Xs1, . . . ,�Xsd ) −
∑

s1,...,sd≤ �nt�
n

H(�Xs1 , . . . ,�Xsd )

)∣∣∣∣
=

∣∣∣∣√n

d∑
k=1

( ∑
s1,...,sk−1≤t

∑
sk+1,...,sd≤ �nt�

n

∑
�nt�
n

<sk≤t

H(�Xs1, . . . ,�Xsd )

)∣∣∣∣
≤

d∑
k=1

∑
s1,...,sk−1≤t

∑
sk+1,...,sd≤ �nt�

n

|�Xs1 · · ·�Xsk−1�Xsk+1 · · ·�Xsd |p
(√

n
∑

�nt�
n

<sk≤t

|�Xsk |p
)

P−→ 0.

Hence the proof of Theorem 3.7 is complete. �

6.3. Proof of Theorem 4.1

By the standard localization procedure as described in the beginning of Section 6 we may assume that X and σ are
bounded by a constant A. We will start by proving the following two assertions:

sup
y∈[−2A,2A]d−l

∣∣∣∣ 1

nl

∑
i∈Bn

t (l)

g
(√

n�n
i X,y

) −
∫

[0,t]l
ρg(σu,y) du

∣∣∣∣ P−→ 0, (36)

sup
x∈[−A,A]l

∣∣∣∣ ∑
j∈Bn

t (d−l)

ρH

(
x,�n

j X
) −

∑
s∈(0,t]d−l

ρH (x,�Xs)

∣∣∣∣ P−→ 0, (37)

where g(x,y) = |x1|p1 · · · |xl |plL(x,y). The proofs mainly rely on the following decomposition for any real-valued
function f defined on some compact set C ⊂ R

k : If C′ ⊂ C is finite and for any x ∈ C there exists y ∈ C′ such that
‖x − y‖ ≤ δ for some δ > 0, then

sup
x∈C

∣∣f (x)
∣∣ ≤ max

x∈C′
∣∣f (x)

∣∣ + sup
x,y∈C

‖x−y‖≤δ

∣∣f (x) − f (y)
∣∣.

Now denote the continuous part of the semimartingale X by Xc. For the proof of (36) we first observe that for fixed
y ∈ R

d−l we have

1

nl

∑
i∈Bn

t (l)

(
g
(√

n�n
i X,y

) − g
(√

n�n
i X

c,y
)) P−→ 0.

We will not give a detailed proof of this “elimination of jumps” step since it follows essentially from the case l = 1 (see
[16, Section 3.4.3]) in combination with the methods we use in the proof of (38). Using the results of the asymptotic
theory for U-statistics of continuous Itô semimartingales given in [22, Proposition 3.2] we further obtain (still for
fixed y)

1

nl

∑
i∈Bn

t (l)

g
(√

n�n
i Xc,y

) P−→
∫

[0,t]l
ρg(σu,y) du.

To complete the proof of (36) we will show

ξn(m) := sup
x,y∈[−2A,2A]d−l

‖x−y‖≤ 1
m

1

nl

∣∣∣∣ ∑
i∈Bn

t (l)

(
g
(√

n�n
i X,x

) − g
(√

n�n
i X,y

))∣∣∣∣ P−→ 0 (38)
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if we first let n and then m go to infinity. The corresponding convergence of the integral term in (36) is easy and will
therefore be omitted.

Let ε > 0 be fixed such that max(p1, . . . , pl)+ ε < 2, and for all α > 0 and k ∈N define the modulus of continuity

δk(α) := sup
{∣∣g(u,x) − g(u,y)

∣∣|‖u‖ ≤ k,
∥∥(x,y)

∥∥ ≤ 2A,‖x − y‖ ≤ α
}
.

Then we have

ξn(m) ≤ K

(
δk

(
m−1) + sup

x,y∈[−2A,2A]d−l

‖x−y‖≤ 1
m

1

nl

∑
i∈Bn

t (l)

1{‖√n�n
i X‖≥k}

(∣∣g(√
n�n

i X,x
)∣∣ + ∣∣g(√

n�n
i X,y

)∣∣))

≤ K

(
δk

(
m−1) + 1

nl

∑
i∈Bn

t (l)

∣∣√n�n
i1
X

∣∣p1 · · · ∣∣√n�n
il
X

∣∣pl
|√n�n

i1
X|ε + · · · + |√n�n

il
X|ε

kε

)

P−→ K

(
δk

(
m−1) + 1

kε

l∑
j=1

l∏
i=1

∫ t

0
mpi+δij ε|σs |pi+δij ε ds

)
as n → ∞,

where mp is the pth absolute moment of the standard normal distribution and δij is the Kronecker delta (for a proof
of the last convergence see [15, Theorem 2.4]). The latter expression obviously converges to 0 if we let m → ∞ and
then k → ∞, which completes the proof of (36).

We will prove (37) in a similar way. Since ρH (x,y)/|y1 · . . . · yd−l |2 → 0 as y → 0, Theorem 3.1 implies∑
j∈Bn

t (d−l)

ρH

(
x,�n

j X
) P−→

∑
s∈(0,t]d−l

ρH (x,�Xs),

i.e. pointwise convergence for fixed x ∈ [−A,A]l . Moreover,

sup
x,y∈[−A,A]l
‖x−y‖≤ 1

m

∑
j∈Bn

t (d−l)

∣∣ρH

(
x,�n

j X
) − ρH

(
y,�n

j X
)∣∣

≤
(

d−l∏
i=1

�nt�∑
j=1

∣∣�n
jX

∣∣qi

)
sup

x,y∈[−A,A]l
‖x−y‖≤ 1

m

sup
‖z‖≤2A

∣∣ρg(x, z) − ρg(y, z)
∣∣.

The term in brackets converges in probability to some finite limit by Theorem 3.1 as n → ∞, and the supremum goes
to 0 as m → ∞ because ρg is continuous. By similar arguments it follows that

sup
x,y∈[−A,A]l
‖x−y‖≤ 1

m

∑
s∈(0,t]d−l

∣∣ρH (x,�Xs) − ρH (y,�Xs)
∣∣ P−→ 0,

if we let m go to infinity. Therefore (37) holds.
We will now finish the proof of Theorem 4.1 in two steps. First we have∣∣∣∣ 1

nl

∑
i∈Bn

t (l)

∑
j∈Bn

t (d−l)

H
(√

n�n
i X,�n

j X
) −

∑
j∈Bn

t (d−l)

∫
[0,t]l

ρH

(
σu,�n

j X
)
du

∣∣∣∣
≤

(
d−l∏
i=1

�nt�∑
j=1

∣∣�n
jX

∣∣qi

)
sup

y∈[−2A,2A]d−l

∣∣∣∣ 1

nl

∑
i∈Bn

t (l)

g
(√

n�n
i X,y

) −
∫

[0,t]l
ρg(σu,y) du

∣∣∣∣ P−→ 0
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by (36). From (37) we obtain the functional convergence(
(σs)0≤s≤t∑

j∈Bn
t (d−l) ρH (·,�n

j X)

)
P−→

(
(σs)0≤s≤t∑

s∈(0,t]d−l ρH (·,�Xs)

)
in the space D([0, t]) × C([−A,A]l ). Define the mapping

� : D([0, t]) × C
(
R

l
) → R, (f, g) �−→

∫
[0,t]l

g
(
f (u1), . . . , f (ul)

)
du.

This mapping is continuous and therefore we obtain by the continuous mapping theorem∑
j∈Bn

t (d−l)

∫
[0,t]l

ρH

(
σu,�n

j X
)
du

P−→
∑

s∈(0,t]d−l

∫
[0,t]l

ρH (σu,�Xs) du,

which ends the proof. �

6.4. Proof of Theorem 4.3

Before we state the central limit theorem for
√

n(Y n
t (H,X, l)−Yt (H,X, l)) we give a few auxiliary results. A typical

procedure in proofs of results such as Theorem 4.3 is to replace the scaled increments of X (for us: the terms in the
first l arguments) by the first order approximation αn

i := √
nσ i−1

n
�n

i W of the continuous part of X. In combination

with other simplifications, this procedure will lead to asymptotic equivalence of
√

n(Y n
t (H,X, l) − Yt (H,X, l)) with

∑
q:Sq≤t

(
1

nl

∑
i∈Bn

t (l)

d∑
k=l+1

∂kH
(
αn

i ,�XSq

)
R(n,qk) + √

n

(
1

nl

∑
i∈Bn

t (l)

H
(
αn

i ,�XSq

) −
∫

[0,t]l
ρH (σs,�XSq) ds

))
.

For now, consider only the term in brackets, with R(n,qk) ≡ 1 for simplicity. We can see that if �XSq was just a
deterministic number, we could derive the limit by using the asymptotic theory for U-statistics developed in [22]. For
the first summand we would need a law of large numbers and for the second one a central limit theorem. Since �XSq

is of course in general not deterministic, the above decomposition indicates that it might be useful to have the theorems
for U-statistics uniformly in some additional variables. As a first result in that direction we have the following claim.

Proposition 6.5. Let 0 ≤ l ≤ d and G : Rl × [−A,A]d−l → R be a continuous function that is of polynomial growth
in the first l arguments, i.e. |G(x,y)| ≤ (1 + ‖x‖p)w(y) for some p ≥ 0 and w ∈ C([−A,A]d−l ). Then

B
n
t (G,x) := 1

nl

∑
i∈Bn

t (l)

G
(
αn

i ,y
) P−→ Bt (G,y) :=

∫
[0,t]l

ρG(σs,y) ds

in the space C([−A,A]d−l ), where

ρG(x,y) := E
[
G(x1U1, . . . , xlUl,y)

]
for a standard normal variable U = (U1, . . . ,Ul).

Proof. This result follows exactly in the same way as (36) without the elimination of jumps step in the beginning. �

In addition to this functional law of large numbers we further need the associated functional central limit theorem
for

U
n
t (G,y) = √

n

(
1

nl

∑
i∈Bn

t (l)

G
(
αn

i ,y
) −

∫
[0,t]l

ρG(σs,y) ds
)

. (39)
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In order to obtain a limit theorem we will need to show tightness and the convergence of the finite dimensional
distributions. We will use that, for fixed y, an asymptotic theory for (39) is given in [22, Proposition 4.3], but under
too strong assumptions on the function G for our purpose. In particular, we weaken the assumption of differentiability
of G in the following proposition whose proof can be found in the Appendix.

Proposition 6.6. Let 0 ≤ l ≤ d and let G : Rd → R be a function that is even in the first l arguments and can be
written in the form G(x,y) = |x1|p1 · · · |xl |plL(x,y) for some function L ∈ Cd+1(Rd) and constants p1, . . . , pl ∈ R

with 0 < p1, . . . , pl < 1. We further assume that L fulfills the same assumptions as in Theorem 4.3. Then we have, for
a fixed t > 0(

U
n
t (G, ·), (R−(n,p),R+(n,p)

)
p≥1

) st−→ (
Ut (G, ·), (Rp−,Rp+)p≥1

)
(40)

in the space C([−A,A]d−l ) × R
N × R

N, where (Ut (G, ·), (Rp−,Rp+)p≥1) is defined on an extension (�̃, F̃, P̃) of
the original probability space, Ut (G, ·) is F -conditionally independent of (κk,ψk±)k≥1 and F -conditionally centered
Gaussian with covariance structure

C
(
y,y′) := E

[
Ut (G,y)Ut

(
G,y′)|F]

=
l∑

i,j=1

∫ t

0

(∫
R

fi(u,y)fj (u,y′)φσs (u) du

−
(∫

R

fi(u,y)φσs (u) du

)(∫
R

fj

(
u,y′)φσs (u) du

)
ds

)
, (41)

where

fi(u,y) =
∫

[0,t]l−1

∫
Rl−1

G(σs1v1, . . . , σsi−1vi−1, u, σsi+1vi+1, . . . , σsl vl,y)φ(v) dvds.

Remark 6.7. The proposition is stated for the approximations αn
i of the increments of X. We remark that the result is

still true in the finite dimensional distribution sense if we replace αn
i by the increments �n

i X. This follows by the same
arguments as the elimination of jumps step in Theorem 4.3 and Proposition 6.8.

In the first part of the proof we will eliminate the jumps in the first argument. We split X into its continuous part Xc

and the jump part Xd = δ ∗ p via X = X0 + Xc + Xd . Note that Xd exists since the jumps are absolutely summable
under our assumptions. We will now show that

ξn = √
n

(
1

nl

∑
i∈Bn

t (l)

∑
j∈Bn

t (d−l)

H
(√

n�n
i X,�n

j X
) − 1

nl

∑
i∈Bn

t (l)

∑
j∈Bn

t (d−l)

H
(√

n�n
i X

c,�n
j X

)) P−→ 0.

Observe that under our growth assumptions on L we can deduce

∣∣L(x + z,y) − L(x,y)
∣∣ ≤ Ku(y)

(
1 +

l∑
i=1

‖x‖γi

)
l∑

j=1

|zj |pj . (42)

This inequality trivially holds if ‖z‖ > 1 because ‖L(x,y)‖ ≤ u(y). In the case ‖z‖ ≤ 1 we can use the mean value
theorem in combination with |z| ≤ |z|p for |z| ≤ 1 and 0 < p < 1. Since we also have ||xi + zi |pi − |xi |pi | ≤ |zi |pi for
1 ≤ i ≤ l, we have, with q = (q1, . . . , qd−l), the estimate∣∣H(x + z,y) − H(x,y)

∣∣ ≤ Ku(y)|y|q
∑

m

Pm(x)|z|m,

where Pm ∈ P(l) (see (5) for a definition) and the sum runs over all m = (m1, . . . ,ml) 
= (0, . . . ,0) with mj either
pj or 0. We do not give an explicit formula here since the only important property is E[Pm(

√
n�n

i Xc)q ] ≤ K for all
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q ≥ 0, which directly follows from the Burkholder inequality. Because of the boundedness of X and the continuity of
u this leads to the following bound on ξn:

|ξn| ≤
(

K
∑

j∈Bn
t (d−l)

∣∣�n
j X

∣∣q
)(√

n

nl

∑
i∈Bn

t (l)

∑
m

Pm
(√

n�n
i Xc

)∣∣√n�n
i Xd

∣∣m
)

.

The first factor converges in probability to some finite limit, and hence it is enough to show that the second factor
converges in L1 to 0. Without loss of generality we restrict ourselves to the summand with m = (p1, . . . , pk,0, . . . ,0)

for some 1 ≤ k ≤ l. From [16, Lemma 2.1.7] it follows that

E
[∣∣�n

i X
d
∣∣q |F i−1

n

] ≤ K

n
for all q > 0. (43)

Let r := max1≤i≤l pi and bk(i) := #{i1, . . . , ik} for i = (i1, . . . , il). Note that the number of i ∈ Bn
t (l) with bk(i) = m

is of order nm+l−k for 1 ≤ m ≤ k. An application of Hölder inequality, successive use of (43) and the boundedness of
X gives

E

(√
n

nl

∑
i∈Bn

t (l)

Pm
(√

n�n
i Xc

)∣∣√n�n
i1
Xd

∣∣p1 · · · ∣∣√n�n
ik
Xd

∣∣pk

)

≤ n1/2+kr/2

nl

∑
i∈Bn

t (l)

(
E

[
Pm

(√
n�n

i X
c
) 4

1−r
]) 1−r

4
(
E

[(∣∣�n
i1
Xd

∣∣p1 · · · ∣∣�n
ik
Xd

∣∣pk
) 4r

3+r
]) 3+r

4

≤ K
n1/2+kr/2

nl

∑
i∈Bn

t (l)

n−bk(i)(3+r)/4 ≤ K
n1/2+kr/2

nl

k∑
j=1

n−j (3+r)/4nj+l−k = K

k∑
j=1

n(2−2k+(2k−j)(r−1))/4.

The latter expression converges to 0 since r < 1.
In the next step we will show that we can replace the increments �n

i X
c of the continuous part of X by their first

order approximation αn
i = √

nσ i−1
n

�n
i W .

Proposition 6.8. It holds that

ξ ′
n = √

n

(
1

nl

∑
i∈Bn

t (l)

∑
j∈Bn

t (d−l)

H
(√

n�n
i Xc,�n

j X
) − 1

nl

∑
i∈Bn

t (l)

∑
j∈Bn

t (d−l)

H
(
αn

i ,�n
j X

)) P−→ 0

as n → ∞.

We shift the proof of this result to the Appendix. Having simplified the statistics in the first argument, we now
focus on the second one, more precisely on the process

θn(H) = √
n

(
1

nl

∑
i∈Bn

t (l)

∑
j∈Bn

t (d−l)

H
(
αn

i ,�n
j X

) − 1

nl

∑
i∈Bn

t (l)

∑
s∈(0,t]d−l

H
(
αn

i ,�Xs
))

.

In the following we will use the notation from Section 3.2. We split θn(H) into

θn(H) = 1�n(m)θn(H) + 1�\�n(m)θn(H).

Since �n(m)
P−→ � as n → ∞, the latter term converges in probability to 0 as n → ∞. The following result will be

shown in the Appendix as well.
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Proposition 6.9. We have the convergence

1�n(m)θn(H) − 1

nl

∑
i∈Bn

t (l)

∑
q∈Pn

t (m)d−l

d∑
r=l+1

∂rH
(
αn

i ,�XSq

)
R(n,qr)

P−→ 0

if we first let n → ∞ and then m → ∞.

Using all the approximations, in view of Lemma A.2 we are left with a discussion of

�n
t (m) := 1

nl

∑
i∈Bn

t (l)

∑
q∈Pn

t (m)d−l

d∑
r=l+1

∂kH
(
αn

i ,�XSq

)
R(n,qr) +

∑
s∈(0,t]d−l

U
n
t (H,�Xs)

=
∑

q∈Nd−l

(
1Pn

t (m)d−l (q)

d∑
r=l+1

B
n
t (∂kH,�XSq)R(n, qr) +U

n
t (H,�XSq)

)
.

The remainder of the proof will consist of four steps. First we use for all k ∈ N the decomposition �n
t (m) =

�n
t (m,k) + �̃n

t (m, k), where

�n
t (m,k) :=

∑
1≤q1,...,qd−l≤k

1Pn
t (m)d−l (q)

d∑
r=l+1

B
n
t (∂rH,�XSq)R(n, qr) +

∑
q∈Nd−l

U
n
t (H,�XSq),

i.e. we consider only finitely many jumps in the first summand. We will successively show

lim
k→∞ lim sup

n→∞
P
(∣∣�̃n

t (m, k)
∣∣ > η

) = 0 for all η > 0, (44)

�n
t (m,k)

st−→ �t(m,k) as n → ∞, (45)

for a process �t(m,k) that will be defined in (48). Finally, with �t(m) defined in (49) we will show

�t(m,k)
P−→ �t(m) as k → ∞, (46)

�t(m)
P−→ V ′(H,X, l)t . (47)

For (44) observe that we have Pn
t (m) ⊂ Pt (m) and therefore

P
(∣∣�̃n

t (m, k)
∣∣ > η

) ≤ P
({

ω :Pt (m,ω) 
⊂ {1, . . . , k}}) → 0 as k → ∞,

since the sets Pt (m,ω) are finite for fixed ω and m. For (45) recall that g was defined by g(x,y) = |x1|p1 · · ·
|xl |plL(x,y). By Propositions 6.5 and 6.6 and from the properties of stable convergence (in particular, we need joint
stable convergence with sequences converging in probability, which is useful for the indicators below) we have(

U
n
t (g, ·), (Bn

t (∂jH, ·))d

j=l+1, (�XSp)p∈N,
(
R(n,p)

)
p∈N,

(
1Pn

t (m)(p)
)
p∈N

)
st−→ (

Ut (g, ·), (Bt (∂jH, ·))d

j=l+1, (�XSp)p∈N, (Rp)p∈N,
(
1Pt (m)(p)

)
p∈N

)
as n → ∞ in the space C[−A,A](d−l) × (C[−A,A](d−l))d−l × �2

A × R
N × R

N, where we denote by �2
A the metric

space

�2
A := {

(xk)k∈N ∈ �2; |xk| ≤ A for all k ∈N
}
.
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For k ∈ N we now define a continuous mapping on C[−A,A](d−l) × (C[−A,A](d−l))d−l × �2
A × RN × RN into the

real numbers via

φk

(
f, (gr)

d−l
r=1, (xj )j∈N, (yj )j∈N, (zj )j∈N

) =
k∑

j1,...,jd−l=1

zj1 · · · zjd−l

d∑
r=l+1

gr(xj1 , . . . , xjd−l
)yjr

+
∞∑

j1,...,jd−l=1

|xj1 |q1 · · · |xjd−l
|qd−l f (xj1, . . . , xjd−l

).

The continuous mapping theorem then yields

�n
t (m,k) = φk

(
U

n
t (g, ·), (Bn

t (∂rH, ·))d

r=l+1, (�XSp)p∈N,
(
R(n,p)

)
p∈N,

(
1Pn

t (m)(p)
)
p∈N

)
st−→ φk

(
Ut (g, ·), (Bt (∂rH, ·))d

r=l+1, (�XSp)p∈N, (Rp)p∈N,
(
1Pt (m)(p)

)
p∈N

)
=

∑
q1,...,qd−l≤k

1Pt (m)d−l (q)

d∑
r=l+1

Bt (∂rH,�XSq)R(n, qr ) +
∑

q∈Nd−l

Ut (H,�XSq) =: �t(m,k). (48)

For k → ∞ we have

�t(m,k)
a.s.−→ �t(m) :=

∑
q∈Nd−l

(
1Pt (m)d−l (q)

d∑
r=l+1

Bt (∂rH,�XSq)R(n, qr ) +
∑

q∈Nd−l

Ut (H,�XSq)

)
, (49)

i.e. (46). For the last assertion (47) we have

P
(∣∣�t(m) − V ′

t (H,X, l)
∣∣ > η

) ≤ KE
[(

�t(m) − V ′
t (H,X, l)

)2] = KE
[
E

[(
�t(m) − V ′

t (H,X, l)
)2|F]]

≤ KE

[ ∑
k∈Nd−l

d∑
r=l+1

(
1 − 1Pt (m)d−l (k)

)∣∣Bt (∂rH,�XSk)
∣∣2

]

≤ KE

[ ∑
k∈Nd−l

d∑
r=l+1

(
1 − 1Pt (m)d−l (k)

) d−l∏
i=1

(|�XSki
|qi + |�XSki

|qi−1)2

]
.

Since the jumps are absolutely summable and bounded the latter expression converges to 0 as m → ∞. �

Appendix

In this section we present some preliminary results. We start with the following two statements. The first lemma is a
generalization of the fundamental theorem of calculus, while the second lemma is a standard result on convergence of
double sequences formulated for stable convergence in law.

Lemma A.1. Consider a function f ∈ Cd(Rd). Then we have

f (x) = f (0) +
d∑

k=1

∑
1≤i1<···<ik≤d

∫ xi1

0
· · ·

∫ xik

0
∂ik · · ·∂i1f

(
gi1,...,ik (s1, . . . , sk)

)
dsk · · · ds1,

where gi1,...,ik :Rk →R
d with

(
gi1,...,ik (s1, . . . , sk)

)
j

=
{

0, if j /∈ {i1, . . . , ik},
sl, if j = il .



1036 M. Podolskij, C. Schmidt and M. Vetter

Proof. First write

f (x) = f (0) +
d∑

k=1

(
f (x1, . . . , xk,0, . . . ,0) − f (x1, . . . , xk−1,0, . . . ,0)

)
,

which yields

f (x) = f (0) +
d∑

k=1

∫ xk

0
∂kf (x1, . . . , xk−1, t,0, . . . ,0) dt.

Now we can apply the first step to the function gt (x1, . . . , xk−1) := ∂kf (x1, . . . , xk−1, t,0, . . . ,0) in the integral and
by doing this step iteratively we finally get the result. �

Lemma A.2. Let (Zn)n∈N be a sequence of random variables, where, for each m ∈ N, we have a decomposition
Zn = Zn(m) + Z′

n(m). If there is a sequence (Z(m))m∈N of random variables and a random variable Z with

Zn(m)
st−→

n→∞Z(m), Z(m)
P−→

m→∞Z, and lim
m→∞ lim sup

n→∞
P
(∣∣Z′

n(m)
∣∣ > η

) = 0 for all η > 0,

then

Zn
st−→ Z.

For a proof of this result see [16, Proposition 2.2.4].

A.1. Existence of the limiting processes

We give a proof that the limiting processes in Theorem 3.7 and Theorem 4.3 are well-defined. The proof will be
similar to the proof of [16, Proposition 4.1.4]. We restrict ourselves to proving that∑

k:Tk≤t

∫
[0,t]l

ρ∂l+1H (σu,�XTk) duRk1 (A.1)

is defined in a proper way, corresponding to Theorem 4.3. For l = 0 we basically get the result for Theorem 3.7, but
under slightly stronger assumptions. The proof, however, remains the same.

We show that the sum in (A.1) converges in probability for all t and that the conditional properties mentioned in
the theorems are fulfilled. Let Im(t) = {n : 1 ≤ n ≤ m,Tn ≤ t}. Define

Z(m)t :=
∑

k∈Im(t)d−l

∫
[0,t]l

ρ∂l+1H (σu,�XTk) duRk1 .

By fixing ω ∈ �, we further define the process Zω(m)t on (�′,F ′,P′) by Zω(m)t (ω
′) = Z(m)t (ω,ω′). The process

is obviously centered, and we can immediately deduce

E
′(Zω(m)2

t

) =
∑

k1∈Im(t)

( ∑
k∈Im(t)d−l−1

∫
[0,t]l

ρ∂l+1H (σu,�XTk1
,�XTk) du

)2

σ 2
Tk1

, (A.2)

E
′(eiuZω(m)t

) =
∏

k1∈Im(t)

∫
e
iu

∑
k∈Im(t)d−l−1

∫
[0,t]l ρ∂l+1H (σu,�XTk1

,�XTk ) duRk1 dP′. (A.3)

The processes X and σ are both càdlàg and hence bounded on [0, T ] for a fixed ω ∈ �. Let now m,m′ ∈ N with
m′ ≤ m and observe that Im(t)q \ Im′(t)q ⊂ Im(T )q \ Im′(T )q for all q ∈ N and t ≤ T . Since L and ∂1L are bounded
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on compact sets, we obtain

E
′[( sup

t∈[0,T ]

∣∣Zω(m)t − Zω
(
m′)

t

∣∣)2]
= E

′
[(

sup
t∈[0,T ]

∣∣∣∣ ∑
k∈Im(t)d−l\Im′ (t)d−l

∫
[0,t]l

ρ∂l+1H (σu,�XTk) duRk1

∣∣∣∣)2]

≤ E
′
[( ∑

k∈Im(T )d−l\Im′ (T )d−l

∫
[0,T ]l

∣∣ρ∂l+1H (σu,�XTk)
∣∣du|Rk1 |

)2]

≤ K(ω)

( ∑
k∈Im(T )d−l\Im′ (T )d−l

(|�XTk1
|q1−1 + |�XTk1

|q1
)|�XTk2

|q2 · · · |�XTkd−l
|qd−l

)2

→ 0 as m,m′ → ∞
for P-almost all ω, since

∑
s≤t |�Xs |p is almost surely finite for any p ≥ 2. Therefore we obtain, as m,m′ → ∞,

P̃

(
sup

t∈[0,t]

∣∣Z(m)t − Z
(
m′)

t

∣∣ > ε
)

=
∫

P
′( sup

t∈[0,T ]

∣∣Zω(m)t − Zω
(
m′)

t

∣∣ > ε
)

dP(ω) → 0

by the dominated convergence theorem. The processes Z(m) are càdlàg and contitute a Cauchy sequence in probability
in the supremum norm. Hence they converge in probability to some F̃t -adapted càdlàg process Zt . By the previous
estimates we also obtain directly that

Zω(m)t → Zt(ω, ·) in L2(�′,F ′,P′). (A.4)

As a consequence it follows from (A.2) that∫
Zt

(
ω,ω′)2

dP′(ω′) =
∑
s1≤t

( ∑
s2,...,sd−l≤t

∫
[0,t]l

ρ∂l+1H (σu,�Xs1,�Xs2, . . . ,�Xsd−l
) du

)2

σ 2
s1

.

Note that the multiple sum on the right hand side of the equation converges absolutely and hence does not depend on
the choice of (Tk). By (A.4) we obtain

E
′(eiuZω(m)t

) → E
′(eiuZt (ω,·)).

Observe that for any centered square integrable random variable U we have∣∣∣∣∫ (
eiyU − 1

)
dP

∣∣∣∣ ≤ EU2|y|2 for all y ∈ R.

Therefore the product in (A.3) converges absolutely as m → ∞, and hence the characteristic function and thus the law
of Zt(ω, ·) do not depend on the choice of the sequence (Tk). Lastly, observe that Rk is F -conditionally Gaussian. (In
the case of a possibly discontinuous σ as in Theorem 3.7 we need to require that X and σ do not jump at the same
time to obtain such a property.) So we can conclude that Zω(m)t is Gaussian, and Zt(ω, ·) as a stochastic limit of
Gaussian random variables is so as well.

A.2. Uniform limit theory for continuous U-statistics

In this chapter we will give a proof of Proposition 6.6. Mainly we have to show that the sequence in (39) is tight and
that the finite dimensional distributions converge to the finite dimensional distributions of Ut . For the convergence of
the finite dimensional distributions we will generalize Proposition 4.3 in [22]. The basic idea in that work is to write
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the U-statistic as an integral with respect to the empirical distribution function

Fn(t, x) = 1

n

�nt�∑
j=1

1{αn
j ≤x}.

In our setting we have

1

nl

∑
i∈Bn

t (l)

G
(
αn

i ,y
) =

∫
Rl

G(x,y)Fn(t, dx1) · · ·Fn(t, dxl).

Of particular importance in [22] is the limit theory for the empirical process connected with Fn, which is given by

Gn(t, x) = 1√
n

�nt�∑
j=1

(
1{αn

j ≤x} − �σ j−1
n

(x)
)
,

where �z is the cumulative distribution function of a standard normal random variable with variance z2. As a slight
generalization of [22, Proposition 4.2] and by the same arguments as in [16, Proposition 4.4.10] we obtain the joint
convergence(

Gn(t, x),
(
R−(n,p),R+(n,p)

)
p≥1

) st−→ (
G(t, x), (Rp−,Rp+)p≥1

)
.

The stable convergence in law is to be understood as a process in t and in the finite distribution sense in x ∈ R. The
limit is defined on an extension (�̃, F̃, P̃) of the original probability space. G is F -conditionally independent of
(κk,ψk±)k≥1 and F -conditionally Gaussian and satisfies

Ẽ
[
G(t, x)|F] =

∫ t

0
�σs (x) dWs,

Ẽ
[
G(t1, x1)G(t2, x2)|F

] − Ẽ
[
G(t1, x1)|F

]
Ẽ

[
G(t2, x2)|F

]
=

∫ t1∧t2

0
�σs (x1 ∧ x2) − �σs (x1)�σs (x2) − �σs (x1)�σs (x2) ds,

where �z(x) = E[V 1{zV ≤x}] with V ∼N (0,1).
As in the proof of Proposition 4.3 in [22] we will use the decomposition

U
n
t (G,y) =

l∑
k=1

∫
Rl

G(x,y)Gn(t, dxk)

k−1∏
m=1

Fn(t, dxm)

l∏
m=k+1

F̄n(t, dxm)

+ √
n

(
1

nl

∑
j∈Bn

t (l)

ρG(σ(j−1)/n,y) −
∫

[0,t]l
ρG(σs,y) ds

)

=:
l∑

k=1

Zn
k (G,y) + Rn(y),

where

F̄n(t, x) = 1

n

�nt�∑
j=1

�σ(j−1)/n
(x).
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From [22, Proposition 3.2] we know that both Fn and F̄n converge in probability to F(t, x) = ∫ t

0 �σs (x) ds for
fixed t and x. If G is symmetric and continuously differentiable in x with derivative of polynomial growth, [22,
Proposition 4.3] gives for fixed y

l∑
k=1

Zn
k (G,y)

st−→
l∑

k=1

∫
Rl

G(x,y)G(t, dxk)
∏
m 
=k

F (t, dxm) =:
l∑

k=1

Zk(G,y). (A.5)

We remark that the proof of this result mainly relies on the following steps: First, use the convergence of Fn and
F̄n and replace both by their limit F , which is differentiable in x. Then use the integration by parts formula for the
Riemann–Stieltjes integral with respect to Gn(t, dxk) plus the differentiability of G in the kth argument to obtain
that Zn

k (G,y) is asymptotically the same as − ∫
Rl ∂kG(x,y)Gn(t, xk)

∏
m 
=k F ′(t, xm)dx. Since one now only has

convergence in finite dimensional distribution of Gn(t, ·) to G(t, ·), one uses a Riemann approximation of the integral
with respect to dxk and takes limits afterwards. In the end do all the steps backwards.

From the proof and the aforementioned joint convergence of Gn and (R±(n,p))p≥1 it is clear that we can slightly
generalize (A.5) to((

Zn
k (G,y)

)
1≤k≤l

,
(
R−(n,p),R+(n,p)

)
p≥1

) st−→ ((
Zk(G,y)

)
1≤k≤l

, (Rp−,Rp+)p≥1
)
, (A.6)

where the latter convergence holds in the finite distribution sense in y and also for non-symmetric, but still con-
tinuously differentiable functions G. A second consequence of the proof of (A.5) is that the mere convergence

Zn
k (G,y)

st−→ Zk(G,y) only requires G to be continuously differentiable in the kth argument if k is fixed.
To show that (A.6) holds in general under our assumptions let ψε ∈ C∞(R) (ε > 0) be functions with 0 ≤ ψε ≤ 1,

ψε(x) ≡ 1 on [−ε/2, ε/2], ψε(x) ≡ 0 outside of (−ε, ε), and ‖ψ ′
ε‖ ≤ Kε−1 for some constant K , which is inde-

pendent of ε. Then the function G(x)(1 − ψε(xk)) is continuously differentiable in the kth argument and hence it is
enough to prove

lim
ε→0

lim sup
n→∞

P

(
sup

y∈[−A,A]d−l

∣∣Zn
k (Gψε,y)

∣∣ > η
)

= 0, (A.7)

lim
ε→0

P

(
sup

y∈[−A,A]d−l

∣∣Zk(Gψε,y)
∣∣ > η

)
= 0 (A.8)

for all η > 0 and 1 ≤ k ≤ l. For given k the functions ψε are to be evaluated at xk . We show (A.7) only for k = l.
The other cases are easier since F̄n is continuously differentiable in x and the derivative is bounded by a continuous
function with exponential decay at ±∞ since σ is bounded away from 0.

For k = l, some P ∈P(1), Q ∈ P(l − 1) and xl 
= 0, we have∣∣∂l

(
G(x,y)ψε(xl)

)∣∣ ≤ K
(
1 + |xl |p1−1)P(xl)Q(x1, . . . , xl−1) + K|x1|p1 · · · |xl |pl ε−1.

Since p1 − 1 > −1 the latter expression is integrable with respect to xl on compact intervals. Therefore the standard
rules for the Riemann–Stieltjes integral and the monotonicity of Fn in x yield

sup
y∈[−A,A]d−l

∣∣Zn
l (Gψε,y)

∣∣ = sup
y∈[−A,A]d−l

∣∣∣∣∫
Rl

G(x,y)ψε(xl)Gn(t, dxl)

l−1∏
m=1

Fn(t, dxm)

∣∣∣∣
= sup

y∈[−A,A]d−l

∣∣∣∣∫
Rl

−Gn(t, xl)∂l

(
G(x,y)ψε(xl)

)
dxl

l−1∏
m=1

Fn(t, dxm)

∣∣∣∣
≤

∫
Rl−1

∫ ε

−ε

K
∣∣Gn(t, xl)

∣∣(1 + |xl |p1−1)P(xl)Q(x1, . . . , xl−1) dxl

l−1∏
m=1

Fn(t, dxm)
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+
∫
Rl−1

∫ ε

−ε

K
∣∣Gn(t, xl)

∣∣|x1|p1 · · · |xl |pl ε−1 dxl

l−1∏
m=1

Fn(t, dxm)

=
∫ ε

−ε

K

(
1

nl−1

∑
i∈Bn

t (l−1)

Q
(
αn

i

))∣∣Gn(t, xl)
∣∣(1 + |xl |p1−1)P(xl) dxl

+
∫ ε

−ε

K

(
1

nl−1

∑
i∈Bn

t (l−1)

∣∣αn
i1

∣∣p1 · · · ∣∣αn
il−1

∣∣pl−1

)∣∣Gn(t, xl)
∣∣|xl |pl ε−1 dxl.

We have E|αn
i |q ≤ K uniformly in i for every q ≥ 0. From [22, Lemma 4.1] it further follows that E|Gn(t, x)|q ≤ K

for all q ≥ 2. Then we deduce from Hölder inequality

E

(
sup

y∈[−A,A]d−l

∣∣Zn
l (Gψε,y)

∣∣) ≤ K

∫ ε

−ε

(
1 + |xl |p1−1)P(xl) + |xl |pl ε−1 dxl,

which converges to 0 if we let ε → 0. We omit the proof of (A.8) since it follows by the same arguments.
So far we have proven that (A.6) holds under our assumptions on G. Furthermore, we can easily calculate the

conditional covariance structure of the conditionally centered Gaussian process
∑l

k=1 Zk(G,y) by simply using that
we know the covariance structure of G(t, x). We obtain the form in (41); for more details see [22, Section 5].

Next we will show that

sup
y∈[−A,A]d−l

∣∣Rn(y)
∣∣ P−→ 0 (A.9)

as n → ∞. Observe that ρG(x,y) is Cd+1 in the x argument. Therefore we get Rn(y)
P−→ 0 for any fixed y from [22,

Section 7.3]. Further we can write

Rn(y) = √
n

∫
[0,�nt�/n]l

(
ρG(σ�ns�/n,y) − ρG(σs,y)

)
ds

+ √
n

(∫
[0,t]l

ρG(σs,y) ds −
∫

[0,�nt�/n]l
ρG(σs,y) ds

)
. (A.10)

The latter term converges in probability to 0 and hence we can deduce (A.9) from the fact that E|Rn(y) − Rn(y′)| ≤
K‖y − y′‖, which follows because ρG(x,y) is continuously differentiable in y and E(

√
n|σ�nu�/n − σu|) ≤ K for all

u ∈ [0, t].
Therefore we have proven the convergence of the finite dimensional distributions((

U
n
t (G,yi )

)m

i=1,
(
R−(n,p),R+(n,p)

)
p≥1

) st−→ ((
Ut (G,yi )

)m

i=1, (Rp−,Rp+)p≥1
)
.

What remains to be shown in order to deduce Proposition 6.6 is that the limiting process is indeed continuous and that
the sequences Zn

k (G, ·) (1 ≤ k ≤ l) are tight. For the continuity of the limit observe that

E
[∣∣Ut (G,y) −Ut

(
G,y′)∣∣2|F]

=
∫ t

0

(∫
R

(
l∑

i=1

(
fi(u,y) − fi(u,y′)

))2

φσs (u) du −
(

l∑
i=1

∫
R

(
fi(u,y) − fi(u,y′)

)
φσs (u) du

)2

ds

)
.

Here we can use the differentiability assumptions and the boundedness of σ and σ−1 to obtain

E
[∣∣Ut (G,y) −Ut

(
G,y′)∣∣2] = E

[
E

[∣∣Ut (G,y) −Ut

(
G,y′)∣∣2|F]] ≤ K

∥∥y − y′∥∥2
.
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Since Ut (G, ·) is F -conditionally Gaussian we immediately get

E
[∣∣Ut (G,y) −Ut

(
G,y′)∣∣p] ≤ Kp

∥∥y − y′∥∥p

for any even p ≥ 2. In particular, this implies that there exists a continuous version of the multiparameter process
Ut (G, ·) (see [18, Theorem 2.5.1]).

The last thing we need to show is tightness. A tightness criterion for multiparameter processes can be found in
[5]. Basically we have to control the size of the increments of the process on blocks (and on lower boundaries of
blocks, which works in the same way). By a block we mean a set B ⊂ [−A,A]d−l of the form B = (y1, y

′
1] × · · · ×

(yd−l , y
′
d−l], where yi < y′

i . An increment of a process Z defined on [−A,A]d−l on such a block is defined by

�B(Z) :=
1∑

i1,...,id−l=0

(−1)
d−l−∑

j ij Z
(
y1 + i1

(
y′

1 − y1
)
, . . . , yd−l + id−l

(
y′
d−l − yd−l

))
.

We remark that if Z is sufficiently differentiable, then

�B(Z) = ∂1 · · ·∂d−lZ(ξ)
(
y′

1 − y1
) · . . . · (y′

d−l − yd−l

)
for some ξ ∈ B . We will now show tightness for the process Zn

l (G,y). According to [5] it is enough to show

E
[∣∣�B

(
Zn

l (G, ·))∣∣2] ≤ K
(
y′

1 − y1
)2 · . . . · (y′

d−l − yd−l

)2

in order to obtain tightness. As before we use the standard properties of the Riemann–Stieltjes integral to deduce

E
[∣∣�B

(
Zn

l (G, ·))∣∣2] = E

[(∫
Rl

�B

(
G(x, ·))Gn(t, dxl)

l−1∏
k=1

Fn(t, dxk)

)2]

= E

[(∫
Rl

�B

(
∂lG(x, ·))Gn(t, xl) dxl

l−1∏
k=1

Fn(t, dxk)

)2]

= E

[(∫
Rl

∂l∂l+1 · · ·∂dG(x, ξ)Gn(t, xl) dxl

l−1∏
k=1

Fn(t, dxk)

)2] d−l∏
i=1

(
yi − y′

i

)2

for some ξ ∈ B . As it is shown in [22] there exists a continuous function γ : R → R with exponential decay at ±∞
such that E[Gn(t, x)4] ≤ γ (x). Using the growth assumptions on L we further know that there exist P ∈ P(1) and
Q ∈P(l − 1) such that∣∣∂l∂l+1 · · ·∂dG(x, ξ)

∣∣ ≤ K
(
1 + |xl |pl−1)P(xl)Q(x1, . . . , xl−1)

and hence

E

[(∫
Rl

∂l∂l+1 · · ·∂dG(x, ξ)Gn(t, xl) dxl

l−1∏
k=1

Fn(t, dxk)

)2]

≤ KE

[∫
R2

(
1

nl−1

∑
i∈Bn

t (l−1)

Q
(
αn

i

))2(
1 + |xl |pl−1)(1 + ∣∣x′

l

∣∣pl−1)
P(xl)P

(
x′
l

)∣∣Gn(t, xl)Gn

(
t, x′

l

)∣∣dxl dx′
l

]
≤ K

by Fubini, the Cauchy–Schwarz inequality, and the aforementioned properties of Gn(t, x). The proof for the tightness
of Zn

k (G,y) (1 ≤ k ≤ l − 1) is similar and therefore omitted.
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A.3. Proofs of some technical results

Proof of Proposition 6.3. (i) For j > 0 consider the terms ζ n
k,j (m) and ζ̃ n

k,j (m), which appear in decomposition (27).
Since X is bounded and Pn

t (m) a finite set, we have the estimate

max
(∣∣ζ n

k,j (m)
∣∣, ∣∣ζ̃ n

k,j (m)
∣∣) ≤ K(m)

√
nn−j

∑
i∈Bn

t (l−k)

∣∣�n
i1
X(m)

∣∣p · · · ∣∣�n
il−k

X(m)
∣∣p.

By (22) we therefore obtain

E
(
1�n(m)

(∣∣ζ n
k,j (m)

∣∣ + ∣∣ζ̃ n
k,j (m)

∣∣)) → 0 as n → ∞.

In the case k > 0 we have∣∣ζ̃ n
k,j (m)

∣∣ ≤ K(m)
√

nn−j−k
p
2

∑
p∈Pn

t (m)k

∣∣R(n,p1)
∣∣p · · · ∣∣R(n,pk)

∣∣p ∑
i∈Bn

t (l−k)

∣∣�n
i1
X(m)

∣∣p · · · ∣∣�n
il−k

X(m)
∣∣p.

Since (R(n,p)) is bounded in probability as a sequence in n, we can deduce

1�n(m)

∣∣ζ̃ n
k,j (m)

∣∣ P−→ 0 as n → ∞.

Furthermore, in the case j = k = 0, we have ζ n
0,0(m) = ζ̃ n

0,0(m).
(ii) At last we have to show the convergence

lim
m→∞ lim sup

n→∞
P

(
1�n(m)

∣∣∣∣∣
l−1∑
k=1

(
ζ n
k,0(m) − ζ n

k (m)
)∣∣∣∣∣ > η

)
= 0 for all η > 0.

First we will show in a number of steps that we can replace �XSp + 1√
n
R(n,p) by �XSp in ζ n

k,0(m) without changing
the asymptotic behaviour. Fix k ∈ {1, . . . , l − 1}. We start with∣∣∣∣( l

k

)−1

ζ n
k,0(m) −

√
n

nd−l

∑
p∈Pn

t (m)k−1

pk∈Pn
t (m)

∑′

i∈Bn
t (d−k)

H

(
�XSp + 1√

n
R(n,p),�XSpk

,�n
i X(m)

)∣∣∣∣

=
∣∣∣∣ √

n

nd−l

∑
p∈Pn

t (m)k−1

pk∈Pn
t (m)

∑′

i∈Bn
t (d−k)

∫ R(n,pk)√
n

0
∂kH

(
�XSp + 1√

n
R(n,p),�XSpk

+ u,�n
i X(m)

)
du

∣∣∣∣

≤ K
∑

p∈Pt (m)k−1

pk∈Pt (m)

∣∣R(n,pk)
∣∣ sup
|u|,|v|≤ |R(n,pk)|√

n

(|�XSpk
+ u|p + |�XSpk

+ v|p−1) k−1∏
r=1

∣∣∣∣�XSpr
+ R(n,pr)√

n

∣∣∣∣p

×
∑

i∈Bn
t (l−k)

l−k∏
j=1

∣∣�n
ij
X(m)

∣∣p
=: K�n

1(m) × �n
2(m).

The first factor �n
1(m) converges, as n → ∞, stably in law towards

�1(m) =
∑

p∈Pt (m)k−1

pk∈Pt (m)

|Rpk
|(|�XSpk

|p + |�XSpk
|p−1) k−1∏

r=1

|�XSpr
|p.
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By the Portmanteau theorem we obtain

lim sup
n→∞

P
(∣∣�n

1(m)
∣∣ ≥ M

) ≤ P̃
(∣∣�1(m)

∣∣ ≥ M
)

for all M ∈ R+,

whereas, as m → ∞,

�1(m)
P̃−→

(∑
s≤t

|�Xs |p
)k−1 ∑

pk∈Pt

Rpk

(|�XSpk
|p + |�XSpk

|p−1).
So it follows that

lim
M→∞ lim sup

m→∞
lim sup
n→∞

P
(∣∣�n

1(m)
∣∣ ≥ M

) = 0.

Furthermore

lim
m→∞ lim sup

n→∞
E

(
1�n(m)�

n
2(m)

) ≤ lim
m→∞ lim sup

n→∞
K

m(l−k)(p−2)
E

( ∑
i∈Bn

t (l−k)

l−k∏
j=1

∣∣�n
ij
X(m)

∣∣2

)
= 0

by Lemma 6.1. We finally obtain

lim
m→∞ lim sup

n→∞
P
(
1�n(m)

∣∣�n
1(m)�n

2(m)
∣∣ > η

) = 0 for all η > 0.

Doing these steps successively in the first k − 1 components as well, we obtain

lim
m→∞ lim sup

n→∞
P

(
1�n(m)

∣∣∣∣( l

k

)−1

ζ n
k,0(m) − θn

k (m)

∣∣∣∣ > η

)
= 0 for all η > 0

with

θn
k (m) :=

√
n

nd−l

∑
p∈Pt (m)k

∑
i∈Bn

t (d−k)

H
(
�XSp ,�

n
i X(m)

)
.

By the same arguments as in the proof of the convergence 1�n(m)�
n
1 (m)

P−→ 0 (see (32) and below) we see that we
can replace the last d − l variables of H in 1�n(m)θ

n
k (m) by 0 without changing the limit. So we can restrict ourselves

without loss of generality to the case l = d now and have to prove

lim
m→∞ lim sup

n→∞
P
(
1�n(m)

∣∣�n
k(m)

∣∣ > η
) = 0 (A.11)

with

�n
k(m) := √

n
∑

p∈Pt (m)k

( ∑
i∈Bn

t (d−k)

H
(
�XSp ,�

n
i X(m)

) −
∑

s∈(0,
�nt�
n

]d−k

H
(
�XSp ,�X(m)s

))
.

Since ∑
q∈Pt (m)

|�XSq |p ≤
∑
s≤t

|�Xs |p

is bounded in probability, we can adopt exactly the same method as in the proof of 1�n(m)�
n
2 (m)

P−→ 0 to show
(A.11), which finishes the proof of Proposition 6.3. �
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Proof of Proposition 6.8. We will only show that we can replace
√

n�n
i X

c by αn
i in the first argument, i.e. the

convergence

ζn :=
√

n

nl

�nt�∑
k=1

∑
i∈Bn

t (l−1)

∑
j∈Bn

t (d−l)

(
H

(√
n�n

kX
c,

√
n�n

i Xc,�n
j X

) − H
(
αn

k ,
√

n�n
i Xc,�n

j X
)) P−→ 0. (A.12)

All the other replacements follow in the same manner. Define the function g : Rd → R by g(w,x,y) =
|w|p1L(w,x,y). In a first step we will show that, for fixed M > 0, we have

1√
n

sup
‖z‖≤M

�nt�∑
k=1

(
g
(√

n�n
kX

c, z
) − g

(
αn

k , z
)) P−→ 0, (A.13)

where z = (x,y) ∈ R
l−1 ×R

d−l . Note that our growth assumptions on L imply the existence of constants h,h′, h′′ ≥ 0
such that

w 
= 0 �⇒ ∣∣∂1g(w,x,y)
∣∣ ≤ Ku(y)

(
1 + ∥∥(w,x)

∥∥h)(1 + |w|p1−1), (A.14)

w 
= 0, |z| ≤ |w|/2 �⇒ ∣∣∂1g(w + z,x,y) − ∂1g(w,x,y)
∣∣

≤ Ku(y)|z|(1 + ∥∥(w,x)
∥∥h′ + |z|h′)(

1 + |w|p1−2), (A.15)∣∣g(w + z,x,y) − g(w,x,y)
∣∣ ≤ Ku(y)

(
1 + ∥∥(w,x)

∥∥h′′)|z|p1 . (A.16)

The first inequality is trivial, the second one follows by using the mean value theorem, and the last one can be deduced
by the same arguments as in the derivation of (42). In particular, for fixed x, y all assumptions of [16, Theorem 5.3.6]
are fulfilled and hence

1√
n

max
z∈Km(M)

�nt�∑
k=1

(
g
(√

n�n
kX

c, z
) − g

(
αn

k , z
)) P−→ 0,

where Km(M) is defined to be a finite subset of [−M,M]d−1 such that for each z ∈ [−M,M]d−l there exists z′ ∈
Km(M) with ‖z − z′‖ ≤ 1/m. In order to show (A.13) it is therefore enough to prove

1√
n

sup
‖(z1,z2)‖≤M

‖z1−z2‖≤1/m

∣∣∣∣∣
�nt�∑
k=1

(
g
(√

n�n
kX

c, z1
) − g

(
αn

k , z1
) − (

g
(√

n�n
kX

c, z2
) − g

(
αn

k , z2
)))∣∣∣∣∣ P−→ 0

if we first let n and then m go to infinity.
Now, let θn

k = √
n�n

kX
c −αn

k and Bn
k = {|θn

k | ≤ |αn
k |/2}. Clearly, g is differentiable in the last d − 1 arguments and

on Bn
k we can also apply the mean value theorem in the first argument. We therefore get

1Bn
k

(
g
(√

n�n
kX

c, z1
) − g

(
αn

k , z1
) − (

g
(√

n�n
kX

c, z2
) − g

(
αn

k , z2
)))

=
d∑

j=2

1Bn
k
∂1∂jg

(
χn

j,k, ξ
n
j,k

)(
z
(j)

2 − z
(j)

1

)
θn
k ,

where χn
j,k is between

√
n�n

kX
c and αn

k and ξn
j,k is between z1 and z2. z

(j)
i stands for the j th component of zi . We

have |∂1∂jg(w, z)| ≤ p1|w|p1−1|∂jL(w, z)| + |w|p1 |∂1∂jL(w, z)| and therefore the growth conditions on L imply
that there exists q ≥ 0 such that∣∣∂1∂jg(w, z)

∣∣ ≤ Ku(y)
(
1 + |w|p1−1)(1 + ∥∥(w,x)

∥∥q)
.
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On Bn
k we have |χn

j,k| ≤ 3
2 |αn

k |. From ‖z‖ ≤ M we find

1√
n
E

(
sup

‖(z1,z2)‖≤M

‖z1−z2‖≤1/m

∣∣∣∣∣
�nt�∑
k=1

1Bn
k

(
g
(√

n�n
kX

c, z1
) − g

(
αn

k , z1
) − (

g
(√

n�n
kX

c, z2
) − g

(
αn

k , z2
)))∣∣∣∣∣

)

≤ K(M)√
nm

�nt�∑
k=1

E
((

1 + ∣∣αn
k

∣∣p1−1)(
1 + ∣∣αn

k

∣∣q + ∣∣√n�n
kX

c
∣∣q)∣∣θn

k

∣∣).
By Burkholder inequality we know that E((1 + |αn

k |q + |√n�n
kX

c|q)u) ≤ K for all u ≥ 0. Since σ is a continuous

semimartingale we further have E(|θn
k |u) ≤ Kn−u/2 for u ≥ 1. Finally, because σ is bounded away from 0, we also

have E((|αn
k |p1−1)u) ≤ K for all u ≥ 0 with u(1 − p1) < 1. Using this results in combination with Hölder inequality

we obtain

K(M)√
nm

�nt�∑
k=1

E
((

1 + ∣∣αn
k

∣∣p1−1)(1 + ∣∣αn
k

∣∣q + ∣∣√n�n
kX

c
∣∣q)∣∣θn

k

∣∣) ≤ K(M)

m
,

which converges to 0 as m → ∞.
Now we focus on (Bn

k )C . Let 2 ≤ j ≤ d . Observe that, similarly to (42), by distinguishing the cases |z| ≤ 1 and
|z| > 1, we find that∣∣∂jL(w + z,x,y) − ∂jL(w,x,y)

∣∣ ≤ K
(
1 + |w|γj +γ1j

)|z|γj .

We used here that ‖(x,y)‖ is bounded and the simple inequality 1 + a + b ≤ 2(1 + a)b for all a ≥ 0, b ≥ 1. From this
we get∣∣∂jg(w + z,x,y) − ∂jg(w,x,y)

∣∣
≤ ∣∣|w + z|p1 − |w|p1

∣∣∣∣∂jL(w + z,x,y)
∣∣ + |w|p1

∣∣∂jL(w + z,x,y) − ∂jL(w,x,y)
∣∣

≤ K
(
1 + |w|q)(|z|γj +p1 + |z|γj

)
for some q ≥ 0. Recall that γj < 1 and γj + p1 < 1 by assumption. For some ξn

j between z
(j)

1 and z
(j)

2 we therefore
have

1√
n
E

(
sup

‖(z1,z2)‖≤M

‖z1−z2‖≤1/m

∣∣∣∣∣
�nt�∑
k=1

1(Bn
k )C

(
g
(√

n�n
kX

c, z1
) − g

(
αn

k , z1
) − (

g
(√

n�n
kX

c, z2
) − g

(
αn

k , z2
)))∣∣∣∣∣

)

= 1√
n
E

(
sup

‖(z1,z2)‖≤M

‖z1−z2‖≤1/m

∣∣∣∣∣
�nt�∑
k=1

d∑
j=2

1(Bn
k )C

(
∂jg

(√
n�n

kX
c, ξn

j

) − ∂jg
(
αn

k , ξn
j

))(
z
(j)

2 − z
(j)

1

)∣∣∣∣∣
)

≤ K(M)√
nm

�nt�∑
k=1

E
(
1(Bn

k )C
(
1 + ∣∣αn

k

∣∣q + ∣∣√n�n
kX

c
∣∣q)(∣∣θn

k

∣∣γ1 + ∣∣θn
k

∣∣γj +p1
))

≤ K(M)√
nm

�nt�∑
k=1

E

(
1(Bn

k )C
(
1 + ∣∣αn

k

∣∣q + ∣∣√n�n
kX

c
∣∣q)( |θn

k |
|αn

k |1−γ1
+ |θn

k |
|αn

k |1−(γj +p1)

))
≤ K(M)

m
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by the same arguments as before, and hence (A.13) holds. For any M > 2A we therefore have (with q =
(q1, . . . , qd−l))∣∣∣∣∣

√
n

nl

�nt�∑
k=1

∑
i∈Bn

t (l−1)

∑
j∈Bn

t (d−l)

1{‖√n�n
i Xc‖≤M}

(
H

(√
n�n

kX
c,

√
n�n

i Xc,�n
j X

) − H
(
αn

k ,
√

n�n
i X

c,�n
j X

))∣∣∣∣∣
≤

(
1

nl−1

∑
i∈Bn

t (l−1)

∑
j∈Bn

t (d−l)

∣∣√n�i1X
c
∣∣p2 · · · ∣∣√n�il−1X

c
∣∣pl

∣∣�n
j X

∣∣q
)

×
∣∣∣∣ 1√

n
sup

‖z‖≤M

�nt�∑
k=1

(
g
(√

n�n
kX

c, z
) − g

(
αn

k , z
))∣∣∣∣.

The first factor converges in probability to some finite limit, and hence the whole expression converges to 0 by (A.13).
In order to show (A.12) we are therefore left with proving

√
n

nl

�nt�∑
k=1

∑
i∈Bn

t (l−1)

∑
j∈Bn

t (d−l)

1{‖√n�n
i Xc‖>M}

(
H

(√
n�n

kX
c,

√
n�n

i Xc,�n
j X

) − H
(
αn

k ,
√

n�n
i Xc,�n

j X
)) P−→ 0,

if we first let n and then M go to infinity. As before we will distinguish between the cases that we are on the set Bn
k

and on (Bn
k )C . Let p̃ = (p2, . . . , pl). With the mean value theorem and the growth properties of ∂1g from (A.14) we

obtain for all M ≥ 1:∣∣∣∣∣
√

n

nl

�nt�∑
k=1

∑
i∈Bn

t (l−1)

∑
j∈Bn

t (d−l)

1{‖√n�n
i Xc‖>M}1Bn

k

(
H

(√
n�n

kX
c,

√
n�n

i Xc,�n
j X

) − H
(
αn

k ,
√

n�n
i Xc,�n

j X
))∣∣∣∣∣

≤ K

( ∑
j∈Bn

t (d−l)

∣∣�n
j X

∣∣q
)√

n

nl

�nt�∑
k=1

∑
i∈Bn

t (l−1)

∣∣√n�n
i Xc

∣∣p̃
1{‖√n�n

i Xc‖>M}

× (
1 + ∣∣αn

k

∣∣h + ∣∣√n�n
kX

c
∣∣h + ∥∥√

n�n
i Xc

∥∥h)(1 + ∣∣αn
k

∣∣p1−1)∣∣θn
k

∣∣
≤

(
K

∑
j∈Bn

t (d−l)

∣∣�n
j X

∣∣q
)(

1

nl−1

∑
i∈Bn

t (l−1)

1{‖√n�n
i Xc‖>M}

∣∣√n�n
i Xc

∣∣p̃∥∥√
n�n

i Xc
∥∥h

)

×
(

1√
n

�nt�∑
k=1

(
1 + ∣∣αn

k

∣∣h + ∣∣√n�n
kX

c
∣∣h)(1 + ∣∣αn

k

∣∣p1−1)∣∣θn
k

∣∣)
=: AnBn(M)Cn,

where we used M ≥ 1 and 1+a+b ≤ 2(1+a)b for the final inequality again. As before, we deduce that An is bounded
in probability and E(Cn) ≤ K . We also have E(Bn(M)) ≤ K/M and hence limM→∞ lim supn→∞ P(AnBn(M)Cn >

η) = 0 for all η > 0. Again, with (A.16), we derive for M ≥ 1∣∣∣∣∣
√

n

nl

�nt�∑
k=1

∑
i∈Bn

t (l−1)

∑
j∈Bn

t (d−l)

1{‖√n�n
i Xc‖>M}1(Bn

k )C
(
H

(√
n�n

kX
c,

√
n�n

i Xc,�n
j X

) − H
(
αn

k ,
√

n�n
i Xc,�n

j X
))∣∣∣∣∣

=
√

n

nl

�nt�∑
k=1

∑
i∈Bn

t (l−1)

∑
j∈Bn

t (d−l)

1{‖√n�n
i Xc‖>M}1(Bn

k )C

∣∣�n
j X

∣∣q∣∣√n�n
i Xc

∣∣p̃

× ∣∣g(
αn

k + θn
k ,

√
n�n

i Xc,�n
j X

) − g
(
αn

k ,
√

n�n
i Xc,�n

j X
)∣∣
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≤ K

( ∑
j∈Bn

t (d−l)

∣∣�n
j X

∣∣q
)(

1

nl−1

∑
i∈Bn

t (l−1)

1{‖√n�n
i Xc‖>M}

∣∣√n�n
i Xc

∣∣p̃∥∥√
n�n

i X
c
∥∥h′′

)

×
(

1√
n

�nt�∑
k=1

1(Bn
k )C

(
1 + ∣∣αn

k

∣∣h′′)∣∣θn
k

∣∣p1

)

≤ K

( ∑
j∈Bn

t (d−l)

∣∣�n
j X

∣∣q
)(

1

nl−1

∑
i∈Bn

t (l−1)

1{‖√n�n
i Xc‖>M}

∣∣√n�n
i Xc

∣∣p̃∥∥√
n�n

i X
c
∥∥h′′

)

×
(

1√
n

�nt�∑
k=1

(
1 + ∣∣αn

k

∣∣h′′)∣∣αn
k

∣∣p1−1∣∣θn
k

∣∣).

For the last step, recall that |θn
k |1−p1 ≤ K|αn

k |1−p1 on the set (Bn
k )C . Once again, the final random variable converges

to 0 if we first let n and then M to infinity. �

Proof of Proposition 6.9. We will give a proof only in the case d = 2 and l = 1. We use the decomposition

1�n(m)θn(H)

= 1�n(m)√
n

( �nt�∑
i,j=1

H
(
αn

i ,�n
jX(m)

) −
�nt�∑
i=1

∑
s≤ �nt�

n

H
(
αn

i ,�X(m)s
)) − 1�n(m)√

n

�nt�∑
i=1

∑
�nt�
n

<s≤t

H
(
αn

i ,�Xs

)

+ 1�n(m)√
n

�nt�∑
i=1

∑
p∈Pn

t (m)

{
H

(
αn

i ,�XSp + n−1/2R(n,p)
) − H

(
αn

i , n−1/2R(n,p)
)}

− 1�n(m)√
n

�nt�∑
i=1

∑
p∈Pn

t (m)

H
(
αn

i ,�XSp

)
=: θ(1)

n (H) − θ(2)
n (H) + θ(3)

n (H) − θ(4)
n (H).

In the general case we would have to use the decomposition given in (27) for the last d − l arguments. We first show
that we have

lim
m→∞ lim sup

n→∞
P
(∣∣θ(1)

n (H)
∣∣ > η

) = 0 for all η > 0. (A.17)

We do this in two steps.
(a) Let φk be a function in C∞(R2) with 0 ≤ φk ≤ 1, φk ≡ 1 on [−k, k]2, and φk ≡ 0 outside of [−2k,2k]2. Also,

let g̃ :R2 → R be defined by g̃(x, y) = |y|q1L(x, y) and set Hk = φkH and g̃k = φkg̃. Then we have

∣∣θ(1)
n (Hk)

∣∣ =
∣∣∣∣∣1�n(m)√

n

�nt�∑
i=1

∣∣αn
i

∣∣p1

(�nt�∑
j=1

g̃k

(
αn

i ,�n
jX(m)

) −
∑

s≤ �nt�
n

g̃k

(
αn

i ,�X(m)s
))∣∣∣∣∣

≤
∣∣∣∣∣1�n(m)√

n

�nt�∑
i=1

∣∣αn
i

∣∣p1

(�nt�∑
j=1

g̃k

(
0,�n

jX(m)
) −

∑
s≤ �nt�

n

g̃k

(
0,�X(m)s

))∣∣∣∣∣
+

∣∣∣∣∣1�n(m)√
n

�nt�∑
i=1

∣∣αn
i

∣∣p1

(�nt�∑
j=1

∫ αn
i

0
∂1g̃k

(
u,�n

jX(m)
)
du −

∑
s≤ �nt�

n

∫ αn
i

0
∂1g̃k

(
u,�X(m)s

)
du

)∣∣∣∣∣
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≤
(

1

n

�nt�∑
i=1

∣∣αn
i

∣∣p1

)(
√

n1�n(m)

∣∣∣∣∣
�nt�∑
j=1

g̃k

(
0,�n

jX(m)
) −

∑
s≤ �nt�

n

g̃k

(
0,�X(m)s

)∣∣∣∣∣
)

+
(

1

n

�nt�∑
i=1

∣∣αn
i

∣∣p1

)(
1�n(m)

∫ k

−k

√
n

∣∣∣∣∣
�nt�∑
j=1

∂1g̃k

(
u,�n

jX(m)
) −

∑
s≤ �nt�

n

∂1g̃k

(
u,�X(m)s

)∣∣∣∣∣du

)
,

which converges to zero in probability by Lemma 6.2, if we first let n → ∞ and then m → ∞, since

1

n

�nt�∑
i=1

∣∣αn
i

∣∣p1

is bounded in probability by Burkholder inequality.
(b) In this part we show

lim
k→∞ lim

m→∞ lim sup
n→∞

P
(∣∣θ(1)

n (H) − θ(1)
n (Hk)

∣∣ > η
) = 0 for all η > 0.

Observe that we automatically have |�n
i X(m)| ≤ k for some k large enough. Therefore,

∣∣θ(1)
n (H) − θ(1)

n (Hk)
∣∣ =

∣∣∣∣∣1�n(m)√
n

�nt�∑
i,j=1

(
H

(
αn

i ,�n
jX(m)

) − Hk

(
αn

i ,�n
jX(m)

))∣∣∣∣∣
≤ 1�n(m)√

n

�nt�∑
i,j=1

1{|αn
i |>k}

∣∣H (
αn

i ,�n
jX(m)

) − Hk

(
αn

i ,�n
jX(m)

)∣∣
≤ 1�n(m)√

n

�nt�∑
i,j=1

1{|αn
i |>k}

∣∣H (
αn

i ,�n
jX(m)

)∣∣
≤ K1�n(m)√

n

�nt�∑
i,j=1

1{|αn
i |>k}

∣∣(1 + ∣∣αn
i

∣∣p1
)(

�n
jX(m)

)q1
∣∣

≤ K√
n

(�nt�∑
i=1

1{∣∣αn
i

∣∣>k}
(
1 + ∣∣αn

i

∣∣p1
))(

1�n(m)

�nt�∑
j=1

∣∣�n
jX(m)

∣∣q1

)

≤ K

(�nt�∑
i=1

1{|αn
i |>k}

) 1
2
(

1

n

�nt�∑
i=1

(
1 + ∣∣αn

i

∣∣p1
)2

) 1
2
(

1�n(m)

�nt�∑
j=1

∣∣�n
jX(m)

∣∣q1

)
.

Now observe that we have(
1�n(m)

�nt�∑
j=1

∣∣�n
jX(m)

∣∣q1

)
P−→

∑
s≤t

|�Xs |q1 ,

if we first let n → ∞ and then m → ∞. Further we have

E

[
1

n

�nt�∑
i=1

(
1 + ∣∣αn

i

∣∣p1
)2

]
≤ K



U- and V-statistics for semimartingales 1049

by Burkholder inequality and finally

P

(∣∣∣∣∣
�nt�∑
i=1

1{|αn
i |>k}

∣∣∣∣∣ > η

)
≤ 1

η
E

(�nt�∑
i=1

1{|αn
i |>k}

)
≤

�nt�∑
i=1

E[|αn
i |2]

ηk2
≤ K

ηk2
→ 0,

as k → ∞. For θ
(2)
n (H) we have

∣∣θ(2)
n (H)

∣∣ ≤ 1√
n

�nt�∑
i=1

∑
�nt�
n

<s≤t

(
1 + ∣∣αn

i

∣∣p1
)|�Xs |q1u(�Xs)

≤
(

1

n

�nt�∑
i=1

(
1 + ∣∣αn

i

∣∣p1
))(√

n
∑

�nt�
n

<s≤t

|�Xs |q1

)
P−→ 0,

since the first factor is bounded in expectation and the second one converges in probability to 0 (see (35)). For the
second summand of θ

(3)
n (H) we get∣∣∣∣∣1�n(m)√

n

�nt�∑
i=1

∑
p∈Pn

t (m)

H
(
αn

i , n−1/2R(n,p)
)∣∣∣∣∣ ≤

(
1

n

�nt�∑
i=1

(
1 + ∣∣αn

i

∣∣p1
))(

1�n(m)

∑
p∈Pn

t (m)

∣∣∣∣R(n,p)q1

n
1
2 (q1−1)

∣∣∣∣) P−→ 0

as n → ∞ because the first factor is again bounded in expectation and since (R(n,p))n∈N is bounded in probability
and Pn

t (m) finite almost surely. The remaining terms are θ
(4)
n (H) and the first summand of θ

(3)
n (H), for which we find

by the mean value theorem

1�n(m)√
n

�nt�∑
i=1

∑
p∈Pn

t (m)

{
H

(
αn

i ,�XSp + n−1/2R(n,p)
) − H

(
αn

i ,�XSp

)}

= 1�n(m)

n

�nt�∑
i=1

∑
p∈Pn

t (m)

∂2H
(
αn

i ,�XSp

)
R(n,p)

+
(

1�n(m)

n

�nt�∑
i=1

∑
p∈Pn

t (m)

(
∂2H

(
αn

i ,�XSp + ξn
i (p)

) − ∂2H
(
αn

i ,�XSp

))
R(n,p)

)

for some ξn
i (p) between 0 and R(n,p)/

√
n. The latter term converges to 0 in probability since we have |∂22H(x,y)| ≤

(1 + |x|q)(|y|q1 + |y|q1−1 + |y|q1−2)u(y) for some q ≥ 0 by the growth assumptions on L. Therefore,∣∣∣∣∣1�n(m)

n

�nt�∑
i=1

∑
p∈Pn

t (m)

(
∂2H

(
αn

i ,�XSp + ξn
i (p)

) − ∂2H
(
αn

i ,�XSp

))
R(n,p)

∣∣∣∣∣
=

∣∣∣∣∣1�n(m)

n

�nt�∑
i=1

∑
p∈Pn

t (m)

∂22H
(
αn

i ,�XSp + ξ̃ n
i (p)

)
ξn
i (p)R(n,p)

∣∣∣∣∣
≤

(
1

n

�nt�∑
i=1

(
1 + ∣∣αn

i

∣∣p1
)) ∑

p∈Pn
t (m)

K
|R(n,p)|2√

n

P−→ 0,

where ξ̃ n
i (p) is between 0 and R(n,p)/

√
n. The last inequality holds since the jumps of X are bounded and |ξ̃ n

i (p)| ≤
|R(n,p)|/√n ≤ 2A. The convergence holds because R(n,p) is bounded in probability and Pn

t (m) is finite almost
surely. �
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