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Let G be a finitely generated group equipped with a finite symmetric
generating set and the associated word length function | - |. We study the be-
havior of the probability of return for random walks driven by symmetric
measures u that are such that Y p(|x|)u(x) < oo for increasing regularly
varying or slowly varying functions p, for instance, s — (1 + )%, @ € (0, 2],
or s — (1 +1log(l+5))¢, e > 0. For this purpose, we develop new relations
between the isoperimetric profiles associated with different symmetric prob-
ability measures. These techniques allow us to obtain a sharp L2-version of
Erschler’s inequality concerning the Fglner functions of wreath products. Ex-
amples and assorted applications are included.
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1. Introduction. Let G be a finitely generated group. The following nota-
tion will be used throughout this work. Let S = (s1, ..., sx) be a fixed generating
k-tuple and S* = {e, slil ey szc]} be the associated symmetric generating set. Let
| - | be the associated word-length so that |g| is the least m such that g =071 --- 0y,
with o; € S* (and the convention that |e| = 0, where e is the identity element in G).
Let B(r) ={g € G :|g| <r}andlet V be the associated volume growth function
defined by

V(iry=|{geG:lgl<r}

’

where |Q2] = #Q is the number of elements in Q C G. For r > 1, let u, be the
uniform probability measure on B(r) and set u = uy, that is,

1 1
1 and u=u; =
1B(r)| " 15%|

(1.1) u, = Tg+.

Given two functions f1, f; taking real values but defined on an arbitrary domain
(not necessarily a subset of R), we write f < g to signify that there are constants
c1, ¢z € (0,00) such that ¢y f1 < f» < ¢z f1. Given two monotone real functions
f1, fr, write f1 >~ f if there exists ¢; € (0, 00) such that ¢y fi(cat) < fo(t) <
c3 f1(cat) on the domain of definition of f1, f> (usually, fi, f> will be defined
on a neighborhood of 0 or infinity and tend to O or infinity at either O or infin-
ity. In some cases, one or both functions are defined only on a countable set such
as N). We denote the associated order by <. Note that the equivalence relation >~
distinguishes between power functions of different degrees and between stretched
exponentials exp(—t*) of different exponent o > 0 but does not distinguish be-
tween different rates of exponential growth or decay (e.g., 2"* >~ 5"). It is not hard
to verify that the volume growth functions associated with two finite symmetric
generating sets of a given group G are ~-equivalent.

Given an arbitrary probability measure ¢ on a group G, we let (S,,)g° denote the
trajectory of the random walk driven by ¢ (often started at the identity element e).
We let Py be the associated measure on GN with Sy = e and E, the corresponding
expectation Eé (F) = [gn F(0) dP;g (w). In particular,

Py (S, =x) =Ey(1:(Sp)) = o™ (x).

Here and in the rest of the paper, ¢ denotes the nth convolution power of ¢.

1.1. The random walk invariants ®¢ , and EIVDG, p- In[21],itis proved that, for
any finitely generated group G, there exists a function @ : N — (0, 0o) such that,
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if ; is a symmetric probability measure with generating support and finite second
moment, that is 3 |g|?11(g) < oo, then

w0 (e) =~ dg(n).

Further, [21] proves that ®¢ is an invariant of quasi-isometry. Throughout this
paper and referring to definition (1.1), we will use n — u(e) as our favorite
representative for @¢.

In [3], A. Bendikov and the first author considered the question of finding
lower bounds for the probability of return 13" (e¢) when p is symmetric and is
only known to have a finite moment of some given exponent lower than 2. Very
generally, let p : [0, 00) — [1, 00) be given. We say that a measure p has finite
p-moment if Y p(|g])u(g) < oo. We say that u has finite weak-p-moment if

(1.2) W(p, ) = sug{s,u({g:p(lgﬂ >s})} < o0.

DEFINITION 1.1 (Fastest decay under p-moment). Let G be a countable
group. Fix a function p : [0, 00) — [1, 00). Let Sg,, be the set of all symmetric
probability ¢ on G with the property that > p(|g))¢(g) <2p(0). Set

., n> Dgp(n) =inflp@(e) 1 ¢ € Sg., ).

In words, ®¢ , provides the best lower bound valid for all convolution powers
of probability measures in Sg,,. The following variant deals with finite weak-
moments and will be key for our purpose.

DEFINITION 1.2 (Fastest decay under weak- p—r~noment). Let G be a countable
group. Fix a function p : [0, 00) — [1, 00). Let Sg,, be the set of all symmetric
probability ¢ on G with the properties that W (p, ) <2p(0). Set

B inr> DG ,n) =inf{p®(e): ¢ € Sg.p).

REMARK 1.3. Assume that p has the property that p(s +1) < C(p(s) + p (1)),
0 <s,t < 0o. Under this natural condition ([3], Corollary 2.3) shows that ®¢ ,
and 56, p stay strictly positive. Further, ([3], Proposition 2.4) shows that, for
any symmetric probability measure p on G such that )" p(|g|)u(g) < oo [resp.,
W (p, n) < oo], there exist constants cy, c2 (depending on ) such that

w0 (e) = ¢ ®g.p(can)

[resp., w@(e) > 0156, o(con)]. This makes it very natural to consider not the
functions ®¢, , and ®¢ , themselves but their equivalence classes under the equiv-
alence relation ~~.
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REMARK 1.4. The reader may wonder why we are considering the weak-
moment variant &JG, o- The reason is that it appears to be the more natural version
of the two variants. For instance, when G = Z and p,(s) = (1 4 5)%, we do not
know what the behaV10r of ®z ,, is for a € (0, 2) whereas it is very well known
and easy to show that oy M) n —l/e 4 e(0,2).

When py (s) = (1 4 5)* with a > 0, the main result of [21] implies that
b6 = DG p, = DG p, &)G,pa for all o > 2.

This holds even so there are great many finitely generated groups G (indeed, un-
countably many), for which we do not know how @ behaves. For a group G of
polynomial volume growth with V (r) ~ rP, we know that (see [3, 16, 23] and the
references therein)

®G(n) ~n"P/2, ®¢.p, (n) =n=P/e, a€(0,2)

showing that the condition & > 2 cannot be relaxed.
Definitions 1.1-1.2 lead to the following problems.

PROBLEM 1. Let G, H be two finitely generated groups. Let p, 6 be two
(nice) increasing functions with 6 < p.

(1) Does &g =~ &g imply CI>G p= CTD Hp!

(2) Does d>G p = dDH p imply CDG e EDH 0?

(3) Fix a € (0, 2). Is it true that <I>G . Pa d>H o 18 equlvalent to g > dy?

(4) What is the behavior of QDG p, and, more generally, of CIJG .p When p is close
to t > 12?

In contemplating these questions, it is reasonable to make additional assump-
tions on the functions p, 6, for instance, one may want to assume that p, 6
are continuous increasing functions satisfying the doubling condition 3C > 0,
vVt >0, f(2t) < Cf(¢). Or one may even want to assume that p, 0 are taken from
a given list of functions such a

m
s> (1+5)% [ logf(s)
k=1
with o9 > 0 and a4, ..., o, € R (the first nonzero «; should be positive). Here
and in the rest of this paper, logp, is defined inductively by logy,(s) =1 +
log(logg;_1;(s)), log[;;(s) = 1 +log(1 + ). For instance, an interesting restricted
version of the first question is concerned with the case when p € {py : @ € (0, 2)}.

If G has polynomial volume growth of degree D > 0, then CTDG, o () = n—b/e,
a € (0,2) while [23, 25]

EISG,logfl] (n) ~ exp(_nl/(l+s))_
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So, CTDG,,X distinguishes between different degrees of growth whereas <T>G’1ngl] does
not (except between D =0 and D > 0).

From a heuristic point of view, there are reasons to believe that the slower the
function p grows, the coarser the group invariant CTDG, o 1s (modulo the equivalence
relation ~). The first two questions stated in Problem 1 relate to this heuristic and
ask if this conjectural picture is correct. Namely, if 6 < p, is it correct that the par-
tition one obtains by considering the classes of groups sharing the same &SG’Q are
obtained by lumping together classes corresponding to 50, »! The third question
in Problem 1 asks whether the classes of groups one obtains by considering ®¢
and CTDG, po [for some/any fixed a € (0, 2)] are all exactly the same. These questions
are difficult and none of them are solved in this paper although we make significant
progress in describing the behavior of &)G, o in a number of cases.

Question 4 is technically interesting because we do not have good techniques to
understand the subtle difference of behavior between CTDG, p, and ® ;. We obtain a
sharp answer for groups of polynomial volume growth (see Corollary 3.3) and for
some wreath products (see Theorem 5.3).

1.2. The spectral profiles Ag and KG, p- Given a symmetric probability mea-
sure ¢, consider the associated Dirichlet form

1
Ep(fi. ) =5 D (fiky) = fi(0))(faxy) = (1) ()
2

x,y€G
and set
AG.p(v) = Ap(v) =inf{Ag(Q) : 2 C G, |Q| < v},
where
(1.3) Lo (2) =inf{E (f, f) : support(f) C 2, || fll2 = 1}.

In words, 44 (£2) is the lowest eigenvalue of the operator of convolution by 8, — ¢
with Dirichlet boundary condition in 2. This operator is associated with the dis-
crete time Markov process corresponding to the ¢p-random walk killed outside €2.
The function v = Ay (v) is called the L2-isoperimetric profile or spectral profile
of ¢. See [6], Section 2.5, where the notion of L?-isoperimetric is introduced with
slightly different notation and where earlier references are discussed.

The L>2-isoperimetric profile of a group G is defined as the ~-equivalence class
A of the functions Ay associated to any symmetric probability measure ¢ with
finite generating support. In Section 2.1, we give a short review of the well-known
relations that exist between the behavior of n — ¢@"(¢) and v > Ay (v). It will
be useful to introduce the following definition analogous to Definition 1.2.

DEFINITION 1.5. Let p, Sg., be as in Definitions 1.1-1.2. Set
Ag,(v)=sup{As(v): ¢ €8s}, v>0.
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In words, AG p 1s the extremal spectral profile under the weak p-moment con-
dition. Upper bounds on AG o are tightly related to lower bounds on dDG » and
vice versa. See Section 2.1.

The Appendix provides examples of the computation Ay (and assorted
LP-variants) for radial stable-like probability measures defined in terms of the
word distance.

1.3. Main results. The goal of this work is twofold. First, we develop a new
approach to obtain lower bounds on ®¢ , and EIVDG’ p- This method is simpler than
the technique developed in [3] and is more generally applicable. In particular, the
technique in [3] fails badly when the function p grows too slowly (e.g., logarithmi-
cally). In contrast, the approach developed below provides good lower bounds on
®,, for any increasing slowly varying function p and any group G for which one
has a lower bound on . Second, we develop a method that allows us to obtain
sharp upper bounds on CT>G, o in the context of wreath products. Here, we make
essential use of earlier work of A. Erschler [13]. Our contribution is to develop a
technique that allows us to harvest the L '-isoperimetric results of Erschler in order
to bound the random walk invariants CTDG, o~ Both goals are attained by focusing on
the notion of isoperimetric profile (the L2-isoperimetric profile but also the L?”
versions, p > 1, especially p = 1).

Our main results regarding the spectral profile A4 and the extremal profile XG, 0
are stated in Theorems 2.13-2.15. Theorem 2.13 gives a general and easily appli-
cable upper bound on Ay in terms of Ag under weak-moment conditions on ¢.
Theorem 2.15 gives a completely satisfactory positive answer to a spectral profile
version of Problem 1(1) for a large class of slowly varying functions p includ-
ing all moment conditions of logarithm or iterated logarithm type. The following
statement captures the nature of these results.

THEOREM 1.6. Let G be a finitely generated group. Let p : [0, 00) — [1, 00)
be a continuous increasing function. The spectral profile functions Ag and Ag
satisfy
1UAG” s ds

p(s)
Further, if p(t) >~ (/> m) Usvhere € is a slowly varying function satisfying
L(t*) >~ £(¢) for all a > 0, we have
I 1
Gp~———.
7 p(1/Ag)

In particular, for any k > 1 and ¢ > 0, IN\leogfk] (v) =~ l/logfk](l/AG).

AG, < AG/(;
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The second part of this theorem indicates that, for slowly varying functions p of
the type described above, KG, o 18 determined by A . Given the tight connections
between n ¢(2”) (e) and v = Ay (v), this means that & determines 5)(;, p under
some a priori regularity conditions on these functions.

In Section 2.3, we derive a sublinear upper bound for the entropy H,(n) =
> gec(—log w™ ()™ (g) when the symmetric probability measure 4 has finite
p-moment and satisfies an appropriate L?-isoperimetric profile condition. For a
significant discussion of entropy in the context of random walk theory, see [17]
which contains earlier references, and also [11, 14].

The displacement L, (n) = p,(”) (] - ) is the average distance traveled by the ran-
dom walk at time n when distance is measure using the word length | - |. See, for
example, [4] and the references therein. For a discussions of some key relations
between entropy and displacement, see [11, 14]. We obtain the following interest-
ing result regarding entropy and displacement. Compare to [15], Theorem 1.4 and
Conjecture 1.5.

THEOREM 1.7. Let G be a finitely generated infinite group such that
P (n) 2 exp(—n”)

for some y € (0, %). Let p be a symmetric probability measure on G with finite
p-moment where p > 2y /(1 —vy) and p > 1. Then, for any fixed ¢ > 0,

H,(n) < (n(logn)1+8)2y/(p(1_y)).
In particular, if p =2, we have H,,(n) < (n(logn)'+&)7/0=) anq
LM(”) 5 nl/(z(l_y))(1Ogn)(1+8)7/(2(1_7’))'

The last conclusion follows from the entropy bound by [14], Corollary 1.1,
which gives the bound L, (n) < \/nH, (n) assuming that x is symmetric and has
finite second moment.

Section 3 describes applications of the spectral profile upper bound provided
by Theorem 2.13 to the problem of bounding CT)G, o from below. The main result is

Theorem 3.2 which gives sharp lower bounds on EIVDG’ p in terms of a lower bound on
®; for a wide variety of weak-moment conditions. One important feature of this
result (which distinguishes it from the results obtained in [3]) is that it is just as ef-
fective around the critical weak-moment condition of order 2 than for power weak-
moment conditions in the classical range (0, 2) (stable like moment-conditions)
and for moment conditions associated with slowly varying functions (including
positive powers of any iterated logarithms). Explicit statements are given in Corol-
laries 3.3, 3.4 and 3.6.

Section 4 is devoted to wreath products. These groups are important for many
reasons including the fact that they provide a class of groups of exponential vol-
ume growth in which a rich variety of different behaviors of &g occurs. Here, we



4140 L. SALOFF-COSTE AND T. ZHENG

provide sharp upper bounds on CT>G, p- More generally, we provide sharp two-sided
bounds on n > ¢>" (e) for a wide variety of measures ¢ on wreath products and
iterated wreath products. For instance, let G = Z, : H be the lamplighter group
with the usual binary lamps over a based group H which has polynomial volume
growth of degree d. In this simple case, we obtain the following estimates:

CT>G,p2 (n) ~ exp(—(nlogn)¥/@+2)),
®c.p, (n) = exp(—n?/@+), e 0.2),
56’1°gfkl (n) ~exp(—n/logj (),  k=1,2,....,e>0.

The first and last estimates appear to be new even for H = Z. When H = Z¢,
the second estimate can be derived from the celebrated Donsker—Varadhan large
deviation theorem on the number of visited point by a random walk that belongs to
the domain of attraction of a stable law. These results follow from the techniques
developed in Section 4 and are part of a large collection of illustrative examples
described in Section 5.

A key result concerning wreath products is Erschler’s isoperimetric inequality
[12, 13] which gives a lower bound on the Fglner function of G = Hj @ H; in terms
of the Fglner functions of H; and H,. Here, we use Erschler’s inequality and a
new comparison idea to obtain the following L?-version where Ag’l“ denotes the

right-continuous inverse of the L?-isoperimetric profile A Hop-

THEOREM 1.8. There exists a constant K > 0 such that, for any symmetric
probability measures y, and [y, on two finitely generated groups Hy and Ho,

the switch or walk measure q = %([L H, + WH,) on the wreath product Hy * Hp
satisfies
A;,;MH2 (5)/K

At Zs/K  foranyv< Ayl (s)

In the other direction,
1

_ Ay (), _
Appi,g(v) <s  forv> AHll,/Aﬂl (s) M2ty AH;,MHz ().

The only case where this result is far from sharp is when either H; = {e} is
trivial or H; is finite. In those cases, it is a simple matter to obtain the desired
sharp results by different arguments. Because of the detailed relations between the
L2—isoperimetric profile Ay and the behavior of n (b(z”)(e) (see Section 2.1),

the above theorem typically yields good bounds on ¢ (¢) in terms of bounds on

n> Mgln)(e) and n — ,ug;')(e).

2. The isoperimetric functions A, 4, p > 1.

2.1. @, A and the Nash profile. In this section, we quickly review Coulhon’s
results from [5] which, in the present context, relate the behavior of n +— (1)(2”) (e)
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to that of the spectral profile v — Ay (v). We refer the reader to [5] for references
to earlier related works, in particular, work by Grigor’yan in which the spectral
profile play a key role.

It is convenient to introduce the notion of Nash profile. Namely, define the Nash
profile /4 of a symmetric Markov generator A with associated Dirichlet form £4
by

1713
Ealf, f)

so that, for all f in the domain of the Dirichlet form &4,

1F113 < Na(LFIT/ 1 FI3)EA S, -

For our purpose, we can restrict ourselves to the case when A is convolution by
8. — ¢, for some symmetric probability measure ¢ on G. In this case, with some
abuse of notation, £4 = &y, Dom(£4) = L?(G) and we will write N for the Nash
profile of A = - % (8, — ¢). The following lemma relates the L?-isoperimetric pro-
file and the Nash profile.

NA(t):sup{ : f € Dom(&4) with 0 < ||f||%5z||f||§}

LEMMA 2.1 (Folklore). For any symmetric probability measure ¢ on a
(countable) group G, we have

1
Yo >0, —— <Np(v) <

A¢(v) A¢,(4v) '

PROOF. For any finite set 2 and any function f with support in €2,

1£13 <1901 £113-

Hence, the lower bound on N follows easily from the definitions of AN and Ag.
Conversely, the definition of Ay gives

113 < Ag([support(f)]) " E (£, f)-

For any r > 0, set f; = max{f — ¢, 0} and observe that, for any nonnegative f,
LF12 < (f)?+2tf and E(fy, f;) < E(S, f). It follows that, for any ¢ and f > 0,

1F13 < Ag(|{f = 83) T ECH )+ 20 f i

Picking ¢ such that 4 = || f||3/|| f |l and using |{f > #}| <¢~!|| £ 1, we obtain

1FI3 <2841 F13/1F13) 7 ECF 1)
The upper bound on Ny follows. [
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THEOREM 2.2 (Essentially, [5], Proposition II.1). We have
¢ (e) < 29/ (2n),
where ¥ : [0, +00) — [1, +00) is defined implicitly by

1/y (@) ds
= —_—.
/1 259 (45)

PROOF. It is convenient to observe that
@D (e) <2h%,(e) and hY () <e M+ ¢ (e),

where
5 00 tk ©
_—t
2.1 hf =e EO —k!d) .

See, for example, [21], Section 3.2. Convolution by h,d) defines the continuous
time semigroup associated with the continuous time random walk driven by ¢.
Lemma 2.1 gives us the Nash inequality

-1
IFI3 <285 (41FIT/1F13) 7 ECL 1),
Using this inequality in the proof of [5], Proposition II.1, gives h?(e) <y((). O

The following is a sort of converse of Theorem 2.2.

THEOREM 2.3 ([5], Proposition 11.2). Forv >1,

1
— log

Ag(v) > sup{zt e }
t

t>0

REMARK 2.4. Assume that ¥ is a continuous decreasing function with con-
tinuous derivative with the property that there exists & > such that for all # > 0 and
all s € (¢, 2t) we have

—¥'() _ ¥'(0)
& .
ZOIRT0

As noted in [5] and elsewhere, under this condition the functions

1 L,
xw(t)} and x|—>—;w o™ (x)

are ~-equivalent. Hence, under this regularity condition on v, n — qb(z”)(e) <y
is equivalent to A S Ag.

1
x> Alx) = SHP{Z log

t>0

The following lemma will be useful later.
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LEMMA 2.5. Assume that ¢ (e) > exp(—n/m(n)) where w : (0,00) —
(0, 00) is an increasing function satisfying w(t) < ct. Then there exists A such
that for all n we have

Ag(exp(An/m(n)) < = =

PROOF. Let  be defined in terms of Ay as in Theorem 2.2. By definition and
since Ay 1s a nonincreasing function, we have

_ log(1/y @)
T 2A/y(2))
which we rewrite as

log(1/y/(1))
g1/ (1) = =5,

By Theorem 2.2 and the hypothesis, for A large enough,
exp(—An/m(n)) < ¥ (n).

Hence,

Ao (exp(An/m(m)) < Ag(1/1 () = 3. =

REMARK 2.6. In most cases, n — An/m(n) is invertible and the lemma gives
an upper-bound on Ag.

COROLLARY 2.7 (Folklore). Let ¢ be a symmetric probability measure on G.

o If ¢\ (e) > exp(—n”). Then Ay (v) < Cllog(e + v)]~4=n/y,
o If¢™(e) > exp(—n/[logn]”). Then Ay(v) < C[log(e + log(e + v))]77.

2.2. The profiles A 5. The L2-isoperimetric profile A3 ¢ = Ay is naturally
related to the analogous L' -profile

1
A1,9 (V) =inf{5 Y| fGy) = f@)|p(y) : [support(f)] < v, [ fll1 = 1}-
Xy

Using an appropriate discrete co-area formula, A 4 can equivalently be defined
by

A1) =inf{|szr1 S 1o loa@ne () : 12l < v}.
X,y

If we define the boundary of €2 to be the set
IQ={(x,»))eGxG:xeQ,yeG\Q}
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and set ¢ (0Q2) = ergvxyeG\Q ¢ (y) then Ay 4(v) =inf{p(0€2)/]L2] : [R2] < v}.
From these definitions and remarks, it follows that
(2.2) IAT 5 < Aag < Avg.

The upper bound is very straightforward since it suffices to test the definition of
Aj 4 on functions of the type 1 to obtain it. The lower bound is obtained by
testing the definition of Ay g on functions of the form f 2, f >0, and using the
Cauchy—-Schwarz inequality. In fact, for any p > 1, set

1
Epo(H) =32 &) = fO ()
X,y

and

(2.3) Ap.¢(v) =inf{€, 4 (f) : [support(f)| < v, | fll, = 1}.
PROPOSITION 2.8 (Folklore). For1 < p <g < oo, we have

(2.4) c(p. DAL < Mgy < Cp.q)Apy.

PROOF. This is closely related but different from [9], Corollaire 3.2. The in-
equality c(p, q)AZ{ g <Ay, 1 < p =<q,whichis a form of Cheeger’s inequality,
is obtained by testing A , 4 on functions of the form f¢ /P, f >0, and using Holder
inequality. The inequality Ay ¢ < C(p,q)Ap ¢ can be proved as follows.

For any function f >0, set fr = (f — 2")+ A2k kel. By [1], Section 6, we
have

1/
2.5) (Z Ep s (fi)! P) <201+ PEpg( ).
k

This should be understood as an L” substitute for the L' co-area formula.
Now, if we assume that | support(f)| < v, we have

Ag oW filld < Eq.0(fo)-
Noting that f; > 2k on {f> 2"“} and that 0 < fk/2k <1, we obtain
Agp2M|{f = 2FH1) | <2Ka=Pg, (o).
This gives
(2.6) Agp2EFVP|[f =251 <278, 4 (fi).
It is easy to check that (see, e.g., [1], (4.2))

IF115 <27y 20+ Dr|{ f > okH 1),
k

Using (2.6) and (2.5), this yields

Ag g WIFIL <2(1+ p)APE, 4 (f).
Optimizing over all f implies that A, »(v) <2(1 + p)4P A, 4(v) as desired. []
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2.3. Entropy upper bounds using A, c upper bounds. Given a probability
measure p on G, its entropy function Hy, is defined by

Hy(m)="Y" —(logu™ ()™ (g).
geG

See, for example, [10, 11, 17]. Recall that u denotes the uniform probability mea-
sure on the symmetric generating set S* (by definition, $* contains the identity
element). Also, consider the displacement function

n> L) =Y lglu™(g).
geG

THEOREM 2.9. Assume that there exist p € (1,2], a € (0, 1) and an increas-
ing slowly varying function £ such that

£(log(e 4 v))
Apu(v) = W‘

For any symmetric probability measure | with a finite p-moment Y_ |g|’u(g) <
00, we have

2.7 Hy(n) < C(u, p, w)n”w(n)
for any increasing slowly varying function w such that
£(y*")*[log(e + y*M)]** < w(y)
for some n > 1 and € > 0. Further
2.8) Lu(n) < C(u, p, )nlG=P+a=0124 ) (0=D/2,
REMARK 2.10. Assume that the group G satisfies ®;(n) > exp(—n?) where
y € (0, 1). By Lemma 2.5, we have As g (v) < C[log(e + v)]~1=")/7 and

2y
ap=——"—
p(l—y)
Ify €(0,1/2),then2y/(1—y) <2.Forany p > 1,suchthat2y/(1—-y) < p <2,

we have a, =2y /(p(1 —y)) € (0, 1). Under these hypotheses, for any symmetric
measure y with finite p-moment, Theorem 2.9 gives

Ap.g(v) < C[log(e +v)] 7, ,pell,2]

H,(n) < C,n®r (logn)®r1+e)

for any & > 0. In particular, the entropy of u is sublinear and the entropy criteria
([17], Theorem 1.1) implies that bounded p-harmonic functions must be constant.
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REMARK 2.11. The lamplighter group G = Z; : Z* satisfies ®g(n) ~
exp(—nl/z) [equivalently, Ag(v) >~ log(e + v)~ 1] and Hy(n) ~ n/logn. See [11,
13, 22]. This example is just beyond the limit of application of our result. Kotowski
and Virag [18] describes a group G for which ®¢(n) > exp(—n'/2t°()) and for
which simple random walk has linearly growing entropy (the group has nontrivial
bounded harmonic functions).

REMARK 2.12. Theorem 2.9 is related to ([15], Theorem 1.4) and ([15], Con-
jecture 1.5) and some of the ingredients of the proof given below are similar to
those used in [15]. The hypothesis (OD) appearing in [15], Theorem 1.4, plays no
role in Theorem 2.9.

PROOF. The proof of (2.7) uses the embedding of G into a L? space intro-
duced in [30] together with [19], Theorem 2.1.

For each k, let ¢; be a function supported in a set Uy of size 22" and such that
k . 1 k
Apu(2”) = mf{5 DG = £y [Puey) : [support(f)] <27 I £l = 1}
x’y

is greater than

120y 196(x) = gr(xy)[Puly)
4 2x [P ()P '

Let B, (G) be the Banach space of sequences (wy){° of elements of £7(G) such
that 3" [lwk ||y < 0o equipped with the norm [[w|l, = (X llwe [15) /7.
Consider the embedding b of the group G into B, (G) defined by

W)m P — 1
Ep(p)'/P k=

- (L+htre’
where 7,(g) f : x — f(xg) is right translation by g and

b(g) = (ck

1
E(H =5 S ay) = £ uy).
X,y

By construction, this is a 1-cocycle, more precisely, an element of Z 1 (G, t,
B,(G)). Indeed, for each g € G, b(g) belongs to B, (G) because

(2.9) If =@ fI0 <1SHgl” > | f(xy) = f()| u(y)
X,y

and " c! < oo.
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Set Qo= and Q2 = [Uk U1~ Ul Ul] where Ul U; U (5*)'. Note that for
g ¢ Qp, the functions ¢ and 7, (g)¢r have disjoint supports and write

2
b2 =S e Aoy o)
1

5p(¢k)
(2.10) ~ .
>y el ———— 1o, 2 (8)-
Xl: kAp,u(sz) 1+1\ 2%
Set

o0
Zy = Zklgk\szk_l (Sn)
1

and write Hy,(n) < H,(S,|Z,) + H,(Z,). We have E,(Z,) < n(}_|glun(g))
which easily gives H,(Z,) < C(1 + logn). It will suffice to bound H,,(S,|Z,).
By a well-known convexity argument (see, e.g., [4], page 1148)

(e e]
H,(Su|Zy) <E, (Z log 12 \ Q—1llgay (Sn>).
1

By hypothesis,
£(2%
Apu(2¥)

Let F : [0, o0) — [0, o0) be a concave increasing function with F(0) = 0 and such
that

log(e + [Qk411) = 2° ~log(e + 1) <

at®w(t) < F@) < At°w(t),

where w is as in the statement of the theorem. As c,f = (1+k)~'~¢, one can check

that
€2* v
(—)k < CF<c—kk>
A pu(22)e Apu(2®)

from which it follows that (with a different constant C)

cp
log |2 SCF(—).
g2 1] TCES

Now, we have

o0
EIuL <Z IOg |Qk+1 |19k+1 \Qx (Sn))
1

=< CE (Z F /Ap G ))19k+1\9k (Sn))
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=CE, (F <Z el /Ap6 (27 a0 (Sn)>)
1

00 cP
S CF(EM (Z 1\1767]((2'2,()191(+1\Qk (Sn)))

1
< CF(Eu([b(SD]3)),

where the second to last inequality is Jensen’s inequality applied to the concave
function F. Finally, we appeal to [19], Theorem 2.1 and (2.9) to conclude that
(since 1 < p <2)
E.([6(Sn]}) < CpnEu(|b(SD]’) < C(p, S)n Y 1x1P u(x).
X

The statement in [19] is for simple random walk but the proof works for an ar-
bitrary symmetric measure pu with finite p-moment. Note that p > 1 is essential
here. This completes the proof of the entropy bound (2.7).

We now explain how (2.8) follows from (2.7). The statement in [14], Corol-

lary 5.2(i), gives the bound
L,(n)<C\/nH,(n)

under the assumption that the symmetric probability measure @ has finite second
moment. This follows from two bounds:

(@) [Ly(n+1)— Ly(n)| <CB(n) ([14], Corollary 5.2(1)),
(b) B(n) <C/H,(n+1) — H,(n) ([14], Lemma 5.1(ii))

where

Bn) = sup{ 3 |1 (gs) - u<"><g>|}.

seS geG

The hypothesis that x has second moment enters (a) but is not necessary for (b). If
we replace the hypothesis that u has finite second moment by the hypothesis that
as finite weak- p-moment W (p,, 1) < oo for some p € (1, 2], an easy modification
of the proof of (a) given in [14] gives:

@) |L,(n+1)—L,(m)] <CBm)P~L.
Setd =(p—1)/2 € (0, 1/2] and write

Ly()—Lu(G—=1) , .
L — M 13 p 1
=3 =2 0)

1-6 0
U (Lu(j) = Lu(j— DNV 2
5<Z( e ) 2P0

1

<Cn'PH,(n)? = CnC-P2H, (n)P~V/2,
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This shows that (2.8) follows from (2.7). 0O

2.4. Comparison of Ap g with Apy. By definition, we let A, ¢ be the
~-equivalence class of A, 4 when ¢ is a fixed symmetric measure with finite
generating support on G. Note that A, g does not depend on the choice of ¢. We
refer to this case as the classical case.

This subsection is devoted to a simple yet very useful result that provides upper
bounds for A ¢, p > 1 interms of A, ¢ and basic information on the probability
measure ¢. We can represent A, g by A,y where u is the uniform measure on
the fixed generating finite symmetric set S*.

For any increasing continuous function p : [0, c0) — [1, 00), set

—1 —1
@2.11) Mp,p(z):ﬂ’</0t ;p(s) ds) .

Note that we always have

My ,(t) < pp(t).

Further, when p is regularly varying of index a € [0, 00), we have M, , >~ p if
a €[0, p)and M, ,(t) ~tP if @ > p.Inthe case @ = p, explicit computations are
necessary. For instance, when p (1) = (1 +1)?, M), ,(t) >~ 1 +log(l +1).

The following theorem will be used to obtain good lower bounds on CT)G, ps 1IN
particular, when p is a slowly growing function.

THEOREM 2.13. Let ¢ be a symmetric probability measure satisfying the
weak moment condition

W(p,¢) =sup{sg({x:p(Ix]) >s})} < K.

s>0
Then for any v > 0 and p €[1, 00), we have

1 S*|sP
{— + '—'S)Ap,uw)}.

Aps() < C(p, p)K inf
p# s pls) My (s

>0

In particular,

C(p,p,|S*], K)
Ap7¢(v)§ By
Mp,p(Ap,u(v) P)

PROOF. Recall that

1
App0) = int] 3 31 ) = 0900 support()] < v. 171, = 1.
'x’y
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For any function f, write

Sy = f@Pe) =3 Y [fxy) = fF@[ o ()
*y * lyl=s

(2.12)
+3 Y [ fay) — fF@[ o).

X yl>s

Making use of the well-known (pseudo-Poincaré) inequality [9]

VyeG, YoIfGy) = @ < [SHIyIP Y f(x2) — f )| ulz)
X X,Z
the first right-hand term is bounded by

IS*l( > Iylp¢(y)> DOy = fF@)] uly).
X,y

ly|<s

Further,

S ylPe=p Y k+ D o({x x| > k})

[y|<s 0<k<s

(1+k)?
fp’ik% p (k)

<C(p,p)Ks?/Mp ,(s).

To bound the second term on the right-hand side of (2.12), we let

¢L() = ($({x : 1x] > 5)) PO L=y ()

and write
2K
SN @y = FOP () < d({x :x] > sHEy (f. f) < mllfll%-
X |yl>s

The desired inequality follows [with an adjusted constant C(p, p)]. U

2.5. Subordination. This section introduces notation and results regarding the
notion of subordination. We will use this notion in several important ways. For

more background and further references to the literature, see [2, 3].
Recall that a Bernstein function is a function f : (0, o0) — R such that

(2.13) f(s)=a+bs+/;0 )(1 —6_‘”)V(dt),

where a, b > 0 and v is a measure satisfying f(o,z) dv(dt) +f(1’oo) v(dt) < 00.The
measure v is called the Lévy measure of f. See [28] for details. For our purpose,
it suffices to consider the case a = b = 0. The most classic example of Bernstein

function is s > 5%, a € (0, 1), which has v(dt) = al'(« — 1)~ 1t~ dz.
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A complete Bernstein function is a function f of the form

f(S)=s2/0

where g is a Bernstein function. These are Bernstein functions and they are also
called operator monotone functions. See [28], Chapter 6.

Given a Bernstein function f, and a reversible Markov generator A, we can al-
ways form the operator f(A) which is also the generator of a reversible Markov
semigroup e~"F(4) ¢ > 0. In the case of interest to us here, A is the operator
of right-convolution by §, — ¢ on a group G where ¢ is a symmetric proba-
bility measure which is (minus) the generator of the continuous time semigroup
e'A = H? = . % h? with h? defined at (2.1). Similarly, assuming £(0) =a = 0
and f(1) =1, we have

o0

e Yg(t)dt,

SA) =% — py)
with

pr=> c(f,inp",
1

where the coefficients c(f, n) are given by the Taylor series 1 — f(1 — x) =
> Cc(f,n)x™ at x ~ 0. Equivalently and more explicitly (see [2]),

c(f,1)=b+ /oo te~"v(dp),
(2.14) 0

c(f,n) = /OOO e v(dt), n>1.

Obviously, the continuous time semigroup e /(4 is also the semigroup of right-

convolution by h?f . Further, because of the representation of f using the measure
v (see the definition of Bernstein function), assuming that a = 0, we have

f(A) =bA + /(O OO)(I — e " (dr).

The following elegant result gives a sharp inequality for the Nash profile of f(A),
that is, in our setting, the Nash profile of ¢ 7.

THEOREM 2.14 ([29], Theorem 1). Let f be a Bernstein function with
f(©0)=0, f(1) =1, and Lévy measure v. Referring to the above setting and nota-
tion, for any symmetric probability measure ¢ on G, the Nash profile Ny 5 satisfies

Vv > 0, Nq;f(v)S;.
F(1/NpQ2v))
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Further, for any function u such that ||u||%/||u ||% <v,

N¢ (2v)

gd)f w,u) v(s, 00)ds.

> 1 /
lull3 2N (2v) Jo

(2.15)

The second statement is obtained in the proof of the first inequality provided
in [29]. By Lemma 2.1, the Nash profile inequality stated above translates into the
L?-isoperimetric profile inequality

(2.16) f(Ap(8v)/2) <244, (v).

2.6. Extremal profile under a moment condition. In this subsection, we focus
on the L2-profile Az 4 = Ay and on symmetric probability measures ¢ with a
finite weak moment W (p, ¢) relative to a natural class of slowly varying func-
tions p. We show that, in this context, the upper bound of Theorem 2.13 is sharp
for any (amenable) group G. To make this important result precise, we need the
following notation.

Consider the set of all continuous increasing functions p : [0, co) — [1, 00)
such that

1 o=([" )

where ¢ is a continuous increasing regularly varying function £ : [0, c0) — [1, 00)
of index o > 0 and such that fooo (14:5% < 00. Under the condition « € [0, 1), [2],
Theorems 2.5-2.6, shows that p() < 1/ (1/¢) where ¥ is a complete Bernstein
function satisfying ¥ (0) =0,y (1) =1 and ¢ (s) ~ cf(‘; sz(d]ﬁ for some ¢ > 0.
Further, I — (1 —x) = > c¢(¢, n)x" with 0 > c¢(y, n) ~ Wl(n)'

Now, referring to (2.17), assume that « = 0 and that the slowly varying function
£ satisfies £(t%) >~ £(¢t) for any a > 0. Proposition 4.2 and Remark 4.4 of [2] show
that, on any group G, the symmetric probability measure

uy =Y ey, nu®
1

obtained by 1-subordination of u (recall that u is uniform on the fixed generating
set $* of G) satisfies

> 1
W(p,uy) >~ su (n) —t <400
e LYo
That is, uy, has finite weak p-moment.

THEOREM 2.15. Let G be a finitely generated amenable group. Let p :
[0, 00) — [1,00) be of the type (2.17) with £ slowly varying and satisfying
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L(t?) >~ L(t) for all a > 0. Let W be the associated complete Bernstein function de-
scribed above. There are constants ¢ = c(G, |S*|, p), C = C(G, |S*|, p) € (0, 00)
such that W (p,uy) < C < and

) P a—
p(1/Au(v)) p(1/Au(v))
Further, for any symmetric probability measure ¢ with W(p, ¢) < K

CK
p(1/Au(v))
In particular, the extremal profile KG, p satisfies

1

p(1/AG(v))

Ag(v) <

Ac.p(v) =~

PROOF.  Since the upper bounds are given by Theorem lower on Ay,,. This
follows easily from (2.16), that is, from Lemma 2.1 and Theorem 2.14 (i.e., [29],
Theorem 1). O

REMARK 2.16. Theorem 2.15 can be interpreted as an “almost positive” an-
swer to Problem 1(1) in the case where p is of the type (2.17) with £ slowly varying
and satisfying £(t%) >~ £(¢) for all @ > 0 (e.g., p(¢t) = [1 +log(1l + 1)]*, @ > 0).
Indeed, Theorem 2.15 says that Ag determines KG, p for such p and this result
can be transferred to the relation between ®; and CTDG, o to the extend that Theo-
rems 2.2-2.3 give tight relations between the A’s and the ®’s. See the next section
for more explicit statements.

REMARK 2.17. On Z or Z4, if Yp(s) = sh, B €(0,1), pa(s) = (1 +5),
o > 0, then W(pg, ul/,a/z) < 00 since, in fact, uy, (x) < (1 + |x)~#~<¢. However,
on a general amenable group G, it is not true that W (py, uy, /2) < 00. Indeed, the
optimal moment condition one should expect from uy, is a weak pg, -moment
were y € [1/2, 1] is the displacement exponent of simple random walk on G. See
[2] for details. Because of this, it is an open question whether A determines
KG’ pe for a € (0,2) and, in fact, the authors believe the answer to this open ques-
tion is likely to be negative.

3. Lower bounds on ®,. Together, Lemma 2.5 and Theorem 2.13 provide
an excellent way to obtain lower bounds on convolution powers of measures with
a given moment condition, that is, on the group invariants ®g ,, 5G, o of Defi-
nitions 1.1-1.2. This method is simpler than that of [3] and applies much more
generally (the techniques developed in [3] provides additional insight and comple-
mentary results when they apply).
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LEMMA 3.1 (see, e.g., [7], Proposition 2.3).  Referring to notation (1.3), there
are constants C, c € (0, 00) such that for any symmetric probability measure [

on G, any finite subset U C G,and anyn =1,2, ..., we have
—Cni,(U)
ce n
3.1) 1 (e) =
U]

PROOF. Inspection indicates that A, (U) is the lowest eigenvalue of the con-
tinuous time semigroup

where Ky, (x,y) = p(x~'y) 1y (x)1y(y). Let hY " (x, y) be the kernel of this
semigroup, that is,

n

o0
U, - Zf
hl‘ M(xsy):e ! ;K?/,M(X,Y)-
0 .

By elementary spectral theory,

e—t)nq)(U) — Sup{|

HY f |, support(f) C U, || fll2 = 1}.
Note also that hy’“(x, y) < hfb(x, y) forall x, y € U. Now, we have
2
1O (@) 2 hlie) and  hl'(e) = sup{ [/ f |21 £l = 1),
It follows that (see [7], Proposition 2.3), for any finite set U and f supported in U,

U, U,
115 I H" F15 1 13" f 1
IAIZ 113 ol 13

Taking the supremum of all f # 0 with support in U, we obtain that there are

constants ¢, C € (0, 0o) such that for any finite set U C G and any n, ,u(Z”)(e) >
ce_clg‘llt(l/ ) 0

hy(e) >

THEOREM 3.2. Let G be a finitely generated group equipped with a finite
symmetric generating set and the associated word-length. Let p : [0, 00) — [1, 00)
be an nondecreasing continuous function and set M(t) = t*/ I ; EI;) Let 1 be a

symmetric probability measure on G satisfying the weak moment condition

W(p, n) = §518{su({x co(lx]) > s})} < K.

o Assume that Ag(v) ~v=%/P [equivalently, ®g(n) ~ n=P/2). Then

@n)
ne) 2 TR

where M~ is the inverse function of M.
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e Let w:[0,00) — [1,00) be an nondecreasing function such that 7w (t) < ct for
some ¢ and assume that

&g (n) = exp(—n/m(n)).

Then there exist a, A € (0, 00) such that for any integers k,n we have

,u(z”)(e)>exp<—A< k + " >>
N m(k) = Mam(k)!/?)

PROOF. The first case follows straightforwardly from Lemma 3.1, Theo-
rem 2.13 and elementary computations. It is useful to note here that the first stated
estimate is not sharp when p is a slowly varying function. In this particular con-
text (polynomial volume growth and p slowly varying), the second stated result
provides a sharp estimate. See Corollary 3.3. Many of the results provided by this
first case are already covered in [3, 23, 25] by different methods but the case when
p is regularly varying of index 2 is new.

In the second case, referring to Lemma 2.5 applied to the measure u, that is, the
uniform measure of the generating set S, for any natural integer k, let U be a set
of volume ~~ to exp(Akm(k)). By Lemma 2.5, we then have

Ay(exp(Ak/m(k))) <

2 (k)
By Theorem 2.13, this gives
C(u, p,18*))
A Ak/m(k))) < ———~
IJ_(CXP( /7[( ))) = M(arr(k)l/z)

for some constant a > 0. Putting these estimates together yields

k n
(2n) _ /
e T exp ( (A <ot M(an(k)‘/2>>)

for some A’ € (0,00). O

The following corollaries of Theorem 3.2 illustrate the wide applicability and
the sharpness of the results this theorem provides. To state these results, let us con-
sider the set of all continuous increasing functions p : [0, co) — [1, 00) satisfying
(2.17), that is, such that p(¢) >~ (ftoo (H‘;%)_l where £ is a regularly varying

(1&% < 00. Under this

hypothesis, the function p is regularly varying (at infinity) of index « € [0, oc) and
the probability measure

function ¢ : [0, 00) — [1, o0) of index « > 0 with f0°°

1

Ge(g) =cp ) ———Ugu
XI:E(M) 4
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1 o roo ds
04k — 0 se(s)

is well defined because ) and satisfies

W(p, pe) = sug{sm({g :p(1gl) > s})}

< ngp{p(élk) [:O Sj(ss) } < +o00.

This makes ¢ a potential witness for the behavior of &)G, 0

COROLLARY 3.3. Let G be a finitely generated group with polynomial vol-

ume growth of degree D. Let p be as in (2.17) and set M (t) =t*/ fé ;(Lis).

1. Assume that o > Q. In this case,
®G.,(n) ~1/(M~(n))P.
2. Assume that p is slowly varying and satisfies
poexp(u) >~ u" i (u)

with y € (0, 00), k slowly varying at infinity and « (t%) ~ k (t) for any a > 0.
Then

5G,p(’1) ~ CXp(—[n//c(n)]V/(l-i—y))'

3. Assume that the function k = p o exp is slowly varying and satisfies sk~ (s) ~
k1 (s) at infinity. Then

&)G,p (n) ~exp(—n/k(n)).

PROOF. For statement 1, the lower bound follows obviously from the first
statement in Theorem 3.2. The upper bound is provided by [23], Theorem 1.5.

The proofs of the last two statements are similar and we give the details only
for statement (2). By the second statement in Theorem 3.2, we have

$G.p(n) > exp(—A(logk +n/p(k)))

because the hypotheses on p implies in particular that p(k/logk) ~ p(k). Pick k
as a function of n so that logkp (k) ~ n. We then have ¢¢ ,(n) > exp(—Ct) with
t = logk with 7p o exp(t) ~ n, that is, "*")/7 i (t) ~ n. Because of the assumed
property of «, this yields

12 (n/ic )" = (/i)

The matching upper bound can be derived from [25], Theorem 2.4, of by using the
subordination results of [2]. [
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EXAMPLE 3.1. To illustrate case 1, consider the case when p(s) = (1 + $)2.
Corollary 3.3 states implies that on a group with polynomial volume growth of
degree D, any symmetric measure p with finite second weak-moment satisfies
w® (e) > [nlogn]~P/%. This was not known and could not be proved by the

techniques of [3]. In [23], the authors prove that the measure ¢ (x) = R +|;|)2+D

(which has finite second weak-moment) gatisﬁes ¢£")(e) =~ [nlog n]~P/2. Hence,
¢2 provides a witness to the behavior of ®g 5.

The simplest illustration of case 2 is when p(s) = (1 + log(1 + s))*. In this
case, the result reads

c’BG,log‘[)‘l] (n) >~ eXp(_nl/(1+a) :

This was derived by a different method in [25].
The last case, case 3, is illustrated by taking p to be the power of an iterated
logarithm, p(s) = [log[k] ($)]%, k> 2, a > 0, in which case we obtain
&)G,log‘["k] (n) = exp(—n/[log_ nl%).
This result was also derived by a different method in [25].

COROLLARY 3.4. Assume that G is a finitely generated group with exponen-
tial volume growth and such that ®g(n) ~ exp(—n1/3). Let p be as in (2.17).

1. Assume that p is regularly varying of index 2. In this case

1/3
5G7p(n)2exp<—nl/3/n ﬂ)
0o p(s)

2. Assume that p(s) = (1 + )%, @ € (0, 2), Then
EIVDG,p(n) ~ exp(—nl/(l+a)).

3. Assume that p is slowly varying and satisfies p(s%) >~ p(s) for any a > 0. Then
5G,p(n) ~exp(—n/p(n)).

PROOF. Each lower bound follows easily from Theorem 3.2. In cases 2 and 3,
the upper bound can be obtained by the simple method of [3], Section 4.2. In
case 3, the upper bound can also be obtain by the subordination technique of [2].

0

REMARK 3.5. We note that [3] contains a complete proof of both the upper
and lower bound for case 2 but that it completely fails to cover the lower bound
in cases 1 and 3. These lower bounds (cases 1 and 3) are new. Proving a matching
upper bound in case 1 under the same hypotheses is an interesting open question.
It is proved below that the lower bound in case 1 is sharp in the case of the lamp-
lighter group Z, : Z. A matching upper bound for polycyclic groups of exponential
growth will be given elsewhere.
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COROLLARY 3.6. Assume that G is a finitely generated group and that there
exist 0 < y1 < y2 < 1 such that

exp(—n"?) < &g (n) Sexp(—n").

Let p be as in (2.17) and assume that p is slowly varying function satisfying
o) =~ p(t) for any a > 0. Then

&G, p(n) = exp(—n/p(n)).

EXAMPLE 3.2. For any group in the large class described in Corollary 3.6,
we have

E)G,log‘[’k] (n) > exp(—n/[log; n1*)
foreachk=1,2,...and o > 0.

PROOF. The lower bounds follows from Theorem 3.2 by inspection. The up-
per bound follows from the subordination technique in [2]. O

The same proof gives the following complementary result.

COROLLARY 3.7. Assume that G is a finitely generated group and that there
exist continuous positive increasing functions of slow variation 7w < m, such that
7w (t*) ~ 7 (t) for all a > 0 and

exp(—n/m1(n)) S P (n) S exp(—n/ma(n)).

Let p be as in (2.17) and assume that p is slowly varying function satisfying
o (%) >~ p(t) for any a > 0. Then

exp(—n/p(m1(n))) <@g, (n) Sexp(—n/p(r2(n))).

EXAMPLE 3.3. Let S, , be the free solvable group of solvable length d on r
generators. The behavior of ®g,  is described in [26]. In particular, for d > 2,

log;_11n\*/"
dg,  (n) exp(—n<m> )
’ logig_pn

For p as in (2.17), slowly varying and satisfying p(t%) >~ p(¢) for all a > 0, we
have

CTDSd’r,p(n) i~ exp(—n/,o(log[d_z] n)), d>2,r>1.

EXAMPLE 3.4. Consider the iterated wreath products (the factor Z is repeated
k times)

Wi(Z, 2 =72 (Z2 (- 22 (22 Z7) - - )
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and
WKZ,2%) = (--- (Z2Z)2---) 2 Z) 2 Z°.
From [13], we know that
log[k]n 2/d
P ~ exp( —n( —H—
wycz, 2 (1) exP( n<10g[k—1]”> >
and

q)Wk(szd)(l’l) ~ exp(_n(k+d)/(2+k+d) (logn)z/(2+k+d))‘

If p at (2.17) is slowly varying and satisfies p(#*) ~ p(¢) for all @ > 0, Corollaries
3.6-3.7 give
cDWk(Z,Zd),,O (l’l) ~ eXp(—n/,O (log[kil] n))

and
D@y (g, 74y, p (1) = exp(—n/p(n)).

4. Random walks on wreath products. This section is devoted to the com-
putations of the behavior of a variety random walks on wreath products.

First, we briefly review the definition of wreath products. Our notation follows
[22] and [24]. Let H, K be two finitely generated groups. Denote the identity
element of K by ex and identity element of H by ey. Let Kz denote the direct

sum:
Ky= Z K.
heH

The elements of K g are functions f : H — K, h — f(h) = kj,, which have finite
support in the sense that {h € H : f(h) = k, # ek} is finite. Multiplication on
Ky is simply coordinate-wise multiplication. The identity element of Ky is the
constant function ek : h — ex which, abusing notation, we denote by ex. The
group H acts on Ky by left translation:

u()f(h)=f(h~'n), kK eH.
The wreath product K @ H is defined to be semidirect product
K:H=Kg > H,

F (1) = (f -ud) ', hi).

In the lamplighter interpretation of wreath products, H corresponds to the base on
which the lamplighter lives and K corresponds to the lamp. We embed K and H
naturally in K : H via the injective homomorphisms

kt— k= (key,en), ke, (en) =k, key(h)=ex  ifh#en,
h+—— h=(eg,h).
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Let uy and wg be probability measures on H and K, respectively. Through the
embedding, u g and (g can be viewed as probability measures on K : H. Consider
the measure

V=LK *k JLH ¥ UK
on K : H. This is called the switch-walk-switch measure on K * H with switch-
measure g and walk-measure [t g.

We can also consider the measure (again, on K : H)

=%k + nn).
We will mostly work with this type of measure which is better adapted to the
techniques developed below. We note that it is obvious that

gp,v <C(un, MK)gp,u-

Conversely, if g, uy are symmetric and pg (ex) > 0, we also have

gp,v =< C/(MH, MK)gp,u-

So, for symmetric measures puy, g with ug(e) >0, we have A, ;, >~ A, on
K:1H.

4.1. Upper bounds for A on wreath products. We describe a general up-
per bound on A, gy H,,, in terms of A, g, 4, i = 1,2 when = %(Ml + o).

Throughout this work, A;IH .. denotes the right-continuous inverse of the nonde-
creasing function v —~ A, g (V).

THEOREM 4.1. Let u; be a symmetric probability measures on H;, i = 1,2.
The measure . = %(m + o) defined on Hy: Hy satisfies

Ap,szHlyli(v) =S

forall s,v > 0 such that
-1 A () -1
vz (AP»Hz,Mz(s)) S AP»HI,/M (),

where
A;}Hi,m (s) =inflv: Ap g, 4 (V) <s).

PROOF. For each s and i = 1,2, let v; be the smallest v such that
Ap p; (V) <s. Let ¢; be a test function on H; such that |support(¢;)| < v;
and

gp,u,- (¢l)

— o = ApHp (V).

p
i Il p
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Let U; be the support of ¢p;. Let W be the set of functions n : Hy — Hj whose
support is contained in U [i.e., n(y) is equal to the identity element in A when
y ¢ U1]. On Hy Hy, consider the function

Ha v Hy 5 (7, %) > $(n, x) = ( I ¢2(n(y)))¢1(X)1W(n)-
yeU;
This function is supported on a set of size
(WU | < vy'vy
and its £”-norm on H,: H; is given by

U
1B ller ety = 10115 i 10210t -

Next, we have

(0. 1), 2)) — $((n, 1)) = $((n. x2)) — B((1, 1))
- ( I ¢2(n(y)))(¢1 (x2) — 1)) Ly ()

el
and
¢((nvx)(1tel7 61)) - ¢((77’ x))
=¢((n17. x)) — ¢((n. x))
=< I1 ¢2(n(y))>(¢2(77(X)t)—¢2(77(X))¢1(X))1W(77)-
yeU\{x}
This gives
L Ep (@) Epu(d2) U1
£ _t(crm g 7l P
i) 2(” A ¢2”Z}(H2))n¢zng U 111

= 5”(15”517(1-1121{2)-
This is the desired result. [

4.2. Lower bounds on A on wreath products. 1In[12, 13], Erschler developed a
method to bound the Fglner functions of the wreath product H, : H; from below in
terms of the Fglner functions of H; and H,. This can be expressed as lower bounds
on A1, p,n, and yields good lower bounds on Aj g, 4, via the Cheeger inequal-
ity (2.2). We generalize this in order to study spread-out measures on wreath prod-
uct. Erschler [13], Theorem 1, which we recall below in a less general form, pro-
vides good lower bound for A1 g,,#,,, but, for spread-out measures, the Cheeger
inequality might fail to provide good lower bound on Aj g,,h,,,,. We combine
comparison arguments with the results of Erschler to provide a widely applicable
method to obtain satisfactory lower bounds on Az g, h, 4.
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Define the Fglner function Fglg , by
Fol() = inf{v : Ay g . (v) < 1/1}.

Note that Folg , (1) = Afé M(l /t) in the notation of Theorem 4.1. In the context
of random walks on groups, [13], Theorem 1, can be stated as follows.

THEOREM 4.2 ([13], Theorem 1). There exists a constant K > 1 such that
for any countable groups H; and symmetric probability measures (i, i =1, 2, the
measure |4 = %(m + o) defined on Hp : Hy satisfies

Al,ngHl,u(U) = S/K

forall s,v > 0 such that

_ Al 5)/K
v < (AL;Iz,Mz(S)) 1LHy .y 8/ ‘

Consider the following problem. On a finitely generated group G, given a vol-
ume v, find a symmetric probability measure {¢,, such that Aj G ¢, (v) > 1. For
instance, on any group G, if we let r(v) be the smallest radius of a ball of volume
greater than v, the uniform probability measure u,(2,) on the ball of radius r(2v)

satisfies

Al,G,llr(zv) (U) 2 1/2
For our purpose, we will need to consider the following question. Fix a sym-
metric probability measure p and fix ¢ > 0. Given a solution ¢ , to the previous
problem, what is the largest volume v(¢) such that
tgG»l/« 2 gGv{G,U(t)?

Solution to this problem can be obtained by using pseudo-Poincaré inequalities
involving &g ;. For example, if © = u is the uniform measure on our generating
set $*, we have the pseudo-Poincaré inequality

M1y = f@ < |S*|Iy1E6.u(f, -

It follows that for a given t we can choose v(¢) ~ Vi (+/1) to achieve

lgG,u = 8G,ur(2v(r))'

The following proposition is based on this circle of ideas and is stated in a form
that is suitable to treat iterated wreath products. See Theorems 4.5 and 5.1 below.

PROPOSITION 4.3. Let u; be a symmetric probability measures on H;, i =
1, 2. Fix § > 0. Assume that for each t > 0 we can find vf (t) > 0 and symmetric
probability measures ¢; , on H;, i =1, 2, such that

8
“4.1) [gHi’“ingi’gi,vf(t) and Al’Hi’{i,vl‘?(r)(vi (t))Z(S.
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Then, for the measure . = %(,ul + w2) on G = Hy Hy and any t > 0, we have
tEG,u > 5G7;U(1) and Al,G,{u(t) (U(l‘)) >46/K,

where t — v(t) and the probability measure ¢y on G are given by

b}
() = [B¥O]T% and §v(t)=%(§1,v‘f(n+§2,v§(r))-

In particular,

S 2
Ag.u(v() > ?(E) .

PROOF. The hypotheses on &, ,,; immediately imply that 1€ . > EG ¢, -
The lower bound on A1.G.ty for the given volume v(¢) follows from Erschler’s
result stated in Theorem 4.2. [

This proposition will allow us to treat a great variety of examples. To illustrate
how this proposition works, we treat two simple examples.

EXAMPLE 4.1. On Z, consider the measure o given by

1o () = ca(1+12)) 77

What is the behavior of u™ (e) if u = %(Moq + a,) on Z 2 Z where iy, 1S sup-
ported on the base and 114, on the lamp above the identity of the base?
As noted in the Appendix section, on Z and for any r > 0 we have

Eu, <Cor®Ey, and Ay z (r)>1/2.
In other words, for any ¢ > 0 and v; () =~ /% we have
Euyy S, and Ay 7z, (vi(2)) > 1/2.

By Proposition 4.3, on G = Z Z,

tgG,/L = SG,{U(,) and A],G,{'U(,) (U(t)) = ﬁ’

where
v(t) exp(tl/oz logr) and &G = %(uvl(t) Fyy))-
It follows that
A2z, (exp(at' /1 logt)) > 1/1,

equivalently

loglogt )“1

A >
2,72, (V) 2 < log!
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By Theorem 2.2, this gives
M(n) (e) < eXp(—nl/(H_o”)(logn)al/(l+al)).

Theorem 4.1 provides a matching lower bound (see also [24]).

It is instructive to see what happens in this example if one applies directly Er-
schler Fglner function results and Cheeger’s inequality to obtain lower bound on
A, and an upper bound on w™(e). By Theorem A.7, we know that at least for

a#1
R ~ v ifae(1,2),
I,Z,lloc (U) { U_Ol’ ifO[ € (07 1)’

By Theorem 4.2, if 0 < oy # 1, this implies [the value of s € (0,2) does not
matter]

logl
Oﬁ)g"f”, if oy € (1,2),
M 7.7,, (V) 2
L2 N oglog v
(OIgO;f”), ifa; €(0,1).

In fact, these lower bounds admit matching upper bounds. Now, a lower bound
on Aj 7,7, can be derived since A2 7,7, 2 A% L However, this produces a
lower bound that is significantly weaker than the one obtained above using Propo-
sition 4.3.

EXAMPLE 4.2. Consider the wreath product G = H : Z where H is a poly-
cyclic group of exponential volume growth. On this group, we consider the mea-
sure u = %(qﬁ + u) where ¢ is the measure on Z given by ¢(z) = c(1 + |z])73
and u is the uniform measure on a finite symmetric generating set in H contain-
ing the identity. Recall that &g (n) =~ exp(—n1/3), Ar g (v) = (log(e + v)) "2 and
A1,p(v) = (log(e + v))~!. Further, A1 H g, (V) = 1/2 and r(v) >~ logv since
the volume function on H has exponential growth. Also, by the universal pseudo-
Poincaré inequality for finitely supported symmetric measure and associated word-
length, we have

Cr(2v)25H,uH = EH,ur(zv) .

Next, note that the measure ¢ on Z sits in between the domains of attraction
of symmetric stable law with parameter o € (0,2) and the classical Gaussian
domain of attraction. It is well known (and it follows from Theorems 2.2—-A.7)
that ™ (0) = (nlogn) ™12, A2.7.4() = (1 + v)~%log(e + v) and Aj 7 4(v) =
(1 +v)~!. We also have N1 20,00 (V) = 1/2. Further, we have the pseudo-
Poincaré inequality

M f@y) = F o) < ClyP(logle + 1yD)) ' Ez.6(f, 1.

X€EZ
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Applying Proposition 4.3 with Hy = Z, u; = ¢, Hy = H, 115 = u, the above
data leads to

v1 (1) = (tlogr)~1/2, V(1) =~ exp(tl/z)
and
v(t) exp(t(logt)l/z).
This gives
(loglog v)!/2
Ao pu(v) > 2280 "
logv
For comparison, we note that Theorem 4.2, gives
A 2 .
161 W) 2 g2

These two lower bounds can be complemented by matching upper bounds using
Theorem 4.1.

It is worth noting that Proposition 4.3 admits a version that leads to good lower
bound for the p-isoperimetric profile A, on wreath products. The proof is the
same.

PROPOSITION 4.4. Let u; be a symmetric probability measures on H;, i =
1,2. Fix 6 > 0 and p € [1, 00). Assume that for each t > 0 we can find v?(t) >0
and symmetric probability measures ¢; ,; on H;, i = 1,2, such that

(4.2) tEp Hyus = Ep.tirc, 5, and Al,Hi,;l_,vé(t)(vf(t))z&

Then, for the measure |1 = %(,u] + w2) on G = Hy Hy and any t > 0, we have

tgp,G,/l. > SP’G,Cu(t) and Alstgv(t) (v(t)) >§/K,
where t — v(t) and the probability measure ¢y on G are given by

() /K

v(t) = [v3(1)] and Ly = %(Cl,uf(t) T80

We now state a theorem that uses the iterative nature of Proposition 4.3. Con-
sider a sequence (H;)7' of finitely generated groups. Since taking wreath prod-
uct is neither commutative nor associative, this sequence gives rise to many dif-
ferent iterated wreath product including H,,  (Hy,—1 2 (---(Ha * Hy)--+)) and
(- (HptHp—1)2--- Hy)  Hy. Let B be a symbol of length m describing a possible
bracketing and W (H,,, ..., Hy) be the corresponding wreath product. This can
be define inductively with (-) representing the bracketing of one single group, (2),
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representing the bracketing of groups (i.e., gives Hz : Hy). Inductively, if B, B>
are such symbols, then B = (28, : °B) is also such a symbol and

W%(Hn’h ML) Hl) = W%Q(Hn’lv L} Hm1+l) ¢ W%](Hmlv ML) Hl)

Note that the length of 98B is defined inductively as the sum of the length of 231, B,
and length of (-) equal 1. We can now introduce a similar operation on sequences
of numbers (v1, ..., v;) by setting

Wiy (v) = v, Wiy (v2, v1) = vgl/K

and, if B = (B, :*B ) as above,

W, (Vg seees K
W (W, ..., v1) = W, (U, oo o, Uy 41) By WO see V1) /K

Here, K is the constant provided by Erschler’s theorem, that is, Theorem 4.2.
Similarly, given probability measures u; on H;, 1 <i <m, and B = (25, :81)
define pos to be the probability measure on Wy (H,y,, ..., H1) define inductively
by
s = 3 (uss, + 13,

where p193, is understood as a probability measure on Weg(H,y,, ..., Hy) sup-
ported on the copy of Wy, (Hy, ..., Hy,+1) above the identity element of
W, (Hp,, ..., Hy) and pus, is a probability measure on Wy (H,y, ..., Hy) sup-
ported on Wes, (Hy,,, ..., Hy). For instance, given w;, H;, 1 <i <3 and B =
((-2)2(-)), usg is ameasure on (Hz : Hy) : Hy and is equal to

s = 3(3 (3 + w2) + wi),

where %(m + w>) is the measure on H3: H, considered in Theorem 4.1 and Propo-
sition 4.3. In some instance, it is useful to write

(4.3) MB = VB ...

to specify the measures used in the construction.

THEOREM 4.5. Let u; be a symmetric probability measures on H;, 1 <i <
m. Fix 8 > 0 and p > 1. assume that for each t > 0 we can find vf(t) > 0 and
symmetric probability measures ; y, on H;, 1 <i < m, such that

8
4.4) tgPaHi,Mi > gp’H"’gi,ués(/) and Al’Hi’gi,vés(z)(vi (l‘)) > 4.

Fix a symbol B of length m as above. Then, for any t > 0, the measure | = s
on G =Wxn(H,, ..., Hy) satisfies

tgp,G,Mng,G,Cv(z) and AI,G,{U(,)(U(I))ZS/Km,

where t — v(t) and the probability measure £,y on G are given by

0(0) = Was (v, (1), .., 0)(1))  and Goqy =VB.c, o ety oy
Um U1
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In particular,

(Lp)( 8 \*

EXAMPLE 4.3. Let p = 2. Assume that H; is a group of polynomial vol-
ume growth of degree d;, 1 <i <4. On H;, consider the measure u;(h) <
(1 + |h|)_°‘i_di, a; € (0,2), 1 <i <4. The symbols B of length four are 6| =
(C2)2) ), Ba=(C1(C2) ), Bz=((2)2(2)), Ba=(-2((-2-)2-)) and
Bs=(-2(-2(-2-))). Set vig = Wy (va, ..., v1). By inspection, we have

veg, (1) == exp(r@/o1td/eatds/es 100 1) v, (1) 2 exppy; (t%/*210g1),
v, (1) = exppy; (tdl/o‘1 logt), v, (1) ~ exppy (tdl/“1+d2/°‘2 log?),
and
v (1) = expps (t1/% ogr).

Here, expyg; denotes iterated exponentials so that exppy;(x) = exp(exp(x)). This
gives
lOg log v 1/(d2/ar+d3/a3)
AW%I,M%I (v) g (W) s
logloglogv >Olz/dz

loglogv

<log loglogv >a1 /d

loglogv ’
<log loglogv > 1/(di /a1 +da/a2)
loglogv

AW’Bz W, (v) ~ <

I l

AW933 LB (v)

I l

AW%4,M%4

’

and

loglogloglogv>°‘1/d'

A o~
W%5’“%5(v) ( logloglogv

4.3. Comparison measures and applications. The main theorems stated in the
previous sections require that, for any symmetric probability measure u, we ex-
hibit a collection ¢, v > 0, of spread-out symmetric probability measures with the
property that

4.5) A, (v) =8

for some fixed § € (0, 1) and such that we can control &, in terms of v and &.
The following two theorems show that we can always produce such a collection of
measures.
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The first of these two theorems applies to subordinated measures ¢ r. Namely,
given a Bernstein function with Lévy measure v and ¢ > 0, set

v (ds) = [v((t,00))] 1100 v(ds).
That is, the measures v, t > 0, are the normalized tail measures of v. Let
(4.6) ct, f,n)=c(fr,n)

be the coefficients associated by (2.14) with the Bernstein function

fi(s) = (_/(O,oo) e_fv,(dt)>s + (o,oo)(l — e ") (dr).
Note that £;(0) =0, f;(1) = 1.

THEOREM 4.6 (Spread-out measures for subordinated measures). Let ¢ be a
symmetric probability measure on a countable group G with Nash profile Ng. Let
f be a Bernstein function with Lévy measure v and such that f(0) =0, f(1) =1.

Then the measures {f =¢s, 1= N¢ 2v), v > 0, satisfy

(4.7) Al,gvf(v)zAz’{vf(v)z% and €y, > v((Ng(2v),00))E, /.

EXAMPLE 4.4. Assume that f(s) = bs + f(o,oo)(l — e )v(ds) is a complete
Bernstein with v(ds) = g(s)ds, f(1)=1and f'(s) —b ~ % at 0" where ¢ is
slowly varying at infinity and « € [0, 1]. By [2], (2.13), we have g(s) ~ 1/[I"(1 —
a)s!T2e(s)] at infinity which implies v((s, 00)) ~ cq f(1/s). This and Lemma 2.1
means that (4.7) is equivalent to the more explicit statement

A g A, W) =5 and > caf(Ap(80)/2)E ;.

PROOF.  Write f(s) =5 + [9,00)(1 — e SMv(dt). First, apply(2.15) to f;.

Since, by definition, g“vf = ¢y, and v,(/) = 0 if the interval [ is contained in
(0, /\/¢,(2v)), for any function u with finite support, we have

1 2
Sguf(u,u) > 5 lull3-

Thatis A/ (v) > 5.
Next, write A = - * (6, — ¢) (right-convolution by §, — ¢) and

Egvf(u,u)=f0

Since

oo

Te” v (dT)Ep (u, u) +/(0 )((I — e ™M) u, ulv, (d7).

o0
/ e Ty (dt) < e "v(dr),
0

1 /OO .
V(N (2v), 00)) Jo
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and

/( o = ) <

it follows that

1

_ ,—TA
V(N (2v), 00)) (0,oo)<(l e "Mu, upv(dr)

ey (usu) = (u, u). 0

1
Eyp,
v((Np(2v), 00) "
EXAMPLE 4.5. Consider the Bernstein function fy(s) = s%, o € (0, 1]. In this
case, vy (dt) = ﬁt‘“‘l. The construction above yields spread-out measures
{¢]*} such that
AOES
and (using Lemma 2.1 for the last inequality)
N¢(2v)*°‘
> T & >N (8V)¥Er .
¢fa = F(l —Ol) & Z Ca 2,¢7( U) es

The next result apply to any symmetric probability measure ¢. For any fixed
a € (0,1) and t > 0, consider the Lévy measure

v (ds) = k(@ Dlgon(s)s @ ds, k(e t)=a(l —27%) 71

and b = k(1) [* e “u~*"" du. Denote by f¢ the Bernstein function
FE@ =0+ [ (1=
(0,00)

and note that, by construction, f,*(0) =0, f*(1) = 1. The Bernstein function f~*
is a localized version of the classical Bernstein function s — 5%, o € (0, 1). For
the applications we have in mind, using any arbitrary fixed value of & € (0, 1) in
the following theorem will be adequate.

THEOREM 4.7 (Spread-out measures for ¢). Let ¢ be a symmetric probability
measure on a countable group G with L*-isoperimetric profile Ag. Fixa € (0,1).
Then the measures ¢} = Gro b= N¢, (2v), v > 0, satisfy

(4.8) Are(v) = Aape(v) =5 and Ep > cahy(8v)Ew.

PROOF. The proof of the first inequality in (4.8) is the same as in the case
of (4.7). For the Dirichlet form comparison, write again A = - * (§, — ¢) and re-
call that +=' (1 — e™"4)u, u) is an increasing function of ¢ with limit Ep(u,u). It
follows that

Ega(u,u) = b Ey(u, u) —i—/ (I — e ™) u, uhp®(dr)
(0,00)

< (bf‘ + /(0 » rvf‘(dt))é’q;(u, u).
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l—«a
Since b* < e and [5° Tv¥(dT) = %t and 7 > 1, this gives

5;3 < cut 5¢.
The desired result (with a different ¢, ) follows since, by Lemma 2.1,

t = Ny(2v) <2/A4(8v). O

Theorem 4.7 turns the statements of Section 4.2 into very effective results by
providing the needed hypotheses. In particular, Theorem 1.8 stated in the Intro-
duction follows immediately from Proposition 4.3 and Theorem 4.7. Similarly, the
case p =2 of Theorem 4.5 and Theorem 4.7 yields the following statement.

THEOREM 4.8. Let u; be symmetric probability measures on H;, 1 <i <m.
Fix a symbol B of length m as in Theorem 4.5. Then, for any v, s > 0, the measure
w=usps on G=Wx(Hy,,..., H) satisfies

Ao () >s/K™  foranyv < W%(Az_,lﬂl,m ().t AZ_,}Vm,um (5)).

5. Spread-out random walks on wreath products. This section provides a
host of explicit examples where the behavior of random walks associated with
spread-out measures on wreath products can be computed. In particular, we obtain
a variety of sharp estimates for ®¢ , when G is a wreath product (or an iterated
wreath product) and p is a moment function.

5.1. Groups where Ag is controlled by volume growth. We say that Ag is
controlled by volume growth if Ag =~ Waz where Wg (v) =inf{r : Vg(r) > v}. It
is always true that Ag(v) 2 W(_;Z (this follows from the L2-version of the argu-
ment in [9]; see the Appendix for variations). Groups quasi-isometric to polycyclic
groups satisfy Ag >~ Waz and Tessera ([31], Theorem 4) describes a large class of
groups of exponential volume growth (Geometrically Elementary Solvable or GES
groups) which satisfy Ag =~ WC_;Z. In all these cases, the volume growth func-
tion is of type Vg (r) ~r? or Vg (r) ~ exp(r) and Ag(r) ~ v~%/¢ [equivalently
&G (n) ~n~4?]or Ag(v) =~ (log(1 4+ v)) "2 [equivalently ®¢ (n) ~ exp(—n'/3)],
respectively.

THEOREM 5.1. Let (H;), 1 <i < m be groups for which Ay, ~ WI;Z. For
each i, 1 <i <m,let pui(h) =c; y.{° 4""']‘qu. 4%y with o; € (0, 2). Referring to
the notation of Theorem 4.5, fix a wreath product symbol B of length m and
consider the measure |ty = Vg ;... u, defined at (4.3) on the wreath product
W (Hp, ..., Hy). Then the >~-class of A, can be computed and is described by
Theorem 4.8. In particular, when m =2 and (. = ju(.,.y on Hy 2 Hy:

o If Vy, is exponential and H nontrivial, w® (e) ~ exp(—n/[logn]®).
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o IfVp (r) = rét and Vi, (r) >~ réa,
M(ZH)(e) ~ exp(—nd1/<a1+d1)[logn]al/(a1+d1)).

o If Vi, (r) = r? and Vi, (r) =~ exp(r),
’u(2n) (e) =~ exp(_n(a1+a2dl)/(a1+azd1 +0610£2)).

Let K be a finitely generated group which will be either finite, of polyno-
mial volume growth or of exponential volume growth and such that &g (n) ~
exp(—n'/3). For instance, K could be any polycyclic group. Let H be a group
of polynomial volume growth. In any of these cases, ®k,p is known (thanks to
the results of [13, 22]). In the first case (K finite) @ g,y (n) =~ exp(—nd/(2+d)).
In the second case, ® g,z (n) =~ exp(—n?/ @+ (1ogn)>C+49) and in the third
case, P, (n) ~ exp(—n1+D/G+Dy 1 particular, Corollary 3.6 applies to these
groups and gives that for any slowly varying function p as in (2.17) such that
o (%) >~ p(t) for each a > 0, we have

O x,p(n) = exp(—n/p(n)).

The following two theorems provide the behavior of Dk, H,p for p(s) = pa(s) =
(14 5)*, @ € (0,2) and for p(s) regularly varying of index 2.

THEOREM 5.2. Let H be a group of polynomial volume growth of degree d.
1. If K # {ek} is finite, we have

111, p, (1) = exp(—nd/@FD),

2. If K is not finite and has polynomial volume growth, we have
S k11,p, (1) = exp(—n?/ @+ (log n)®/ @),

3. If K has exponential growth and satisfies ®x (n) ~ exp(—nl/ 3), we have
&I)KZH,,OO{ (l’l) ~ exp(—n(d+1)/(a+d+1)).

PROOF. The lower bounds are already derived in [3]. They also follow from
Theorem 3.2. The upper bounds follow from Theorem 1.8 and known results on
K, H. Consider, for instance, the case when K has exponential volume growth. To
obtain an upper bound on ® g,y ,,, consider the measures

(0,0}
Wi« (h) < (1+ Ihl)_a_d on H and pg q(k) =< 24_“ku4k on K.
1

They satisfy W (poq, LH.o) < 00 and W(py, ik o) < 00 and this immediately im-
plies W(py, ) < 00 where u = %(u H.a + K. o) 1s understood as a probability
measure on K : H. By Theorems A.2-A.7, A2 g . (v) = (log(e 4+ v))™* and
A2 H oy, (V) 22 ™4 Theorem 1.8, Lemma 2.1 and Theorem 2.2 give the de-
sired result. [
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THEOREM 5.3. Let H be a group of polynomial volume growth of degree d.
Let p be a regularly varying function of index 2 and set M (t) = s>/ fé /S)% Assume

that 6(t) = fé ;(—dss) satisfies 0(t*) >~ 0(t) for each a > 0.

1. If K # {ek} is finite, we have

- nogds\4/2+d)
dDKzH,p(n):exp(—(n/O %) )

2. If K is not finite and has polynomial volume growth, we have
F n sds\4/CHD
D xm,p(n) :exp(_<n(logn)2/d/ _) )

0 p(s)

3. If K satisfies g (n) > exp(—n'/?), we have

= n g s\ d+D/d+3)
q’KzH,p(")ZeXp(—(n(logn)z/(d“)/o _) )

p(s)
PROOF. The lower bounds follow from Theorem 3.2. The upper bounds fol-

low from Proposition 4.3. Note that the upper bound is missing in the last case. We
outline the upper-bound argument in case 2. Consider the measures

1
(1+1gh*re(t + Igl)
for G = H and G = K. By Proposition A.4, we have

r2

EG’ur S C%gﬂG,p

PLG,,o(g) =

for G = H, K. This allows us to verify the hypotheses of Proposition 4.3 with

Hy=H, H, =K, & v;t) =W Qu)), F' (Vi) = v1/4i and v; (1) ~ (t9(t))di/2), where

di =d and d is the degree of polynomial volume growth of K. In the notation of

Proposition 4.3, this gives v(t) >~ exp([t@(t)]d/ 2 log¢) which translates into

(loglog v)?/46 (log v)
(log v)2/d

AKzH,u(U) Z

’

where the measure . on K H is given by y = %(Mﬂ,p + 1k, p). With this estimate
in hand, Theorem 2.2 gives 1®"(e) < ¥ (n) where ¥ is given implicitly as a
function of ¢ by

1y (logv)*/¢
_/1 [log(e + logv)]*/96(logv)

A somewhat tedious computation shows that this equality gives

i~ [log(1/y)]+/d
" [loglog(1/y)1¥46 (log(1/))
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or, equivalently,
log(1/v) ~ (¢ (log 1)*/46 (1)) .

Note that the assumed property that 8(t%) >~ 6(¢) for a > 0 has been used repeat-
edly in these computations. This gives the desired upper bound on ;*?(¢) and
thus on ® g,y , as well. [

REMARK 5.4. In the third statement of Theorem 5.3, even if we assume
in addition that K has exponential volume growth [in which case ®g(n) =~
exp(—n'/3)], we would still not be able to state a matching upper bound. The rea-
son is that we do not have at our disposal the appropriate pseudo-Poincaré inequal-
ity on K (in the case when K has polynomial volume growth, we used Proposi-
tion A.4). However, consider the special case when K = F: Z with F # {e} finite.
This group has exponential volume growth and satisfies ®g (n) >~ exp(—nl/ 3.
Further, Proposition 4.3 applied with Hy = K, Hy = F provides us with a mea-
sure (g , on K (and accompanying measures ¢,) which is a good witness for
51(,/) and can be used to apply Proposition 4.3 with Hy = H, Hb =K = F 17
W1 = [LH,p as above and uy = g , (the measure just obtained on K = FZ). Af-
ter elementary but tedious computations, Proposition 4.3 implies that the measure
M= %(Ml + u2) on K H = (F7Z) H satisfies

n g s\ @+D/@+3)
1@ (e) fexp(—<n(logn)2/(d+l)/ —) >
0 p(s)

This shows that
sds )(d+l)/(d+3)
p(s) )

In particular, the lower bound stated in Theorem 5.3 is sharp in this case. We
conjecture that it is also sharp when K is polycyclic of exponential volume growth.

n
D rznH,p(n) = eXp<_ (n(logn)z/(dﬂ) /O

5.2. Anisotropic measures on nilpotent groups. This section is concerned with
special cases of the following problem raised and studied in [27]. Given a group
G generated by a k-tuple S = (sq, ..., Sx), study the behavior of the random walks
driven by the measures

15.a(8) = ZZ (1+| )1+a 1 (g),

where a = (a1, ..., ax) € (0,00)F and ¢; = Qo7+ Im|)~1=%)~1 In words, to
take a step according to (s 4, pick one of the k generators, say s;, uniformly at
random. Independently, pick an integer m € Z according to the power law giving
probability ¢; (1 + |m|)~! % to m. Then multiply the present position (on the right)
by s/".
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It is of interest to investigate the behavior of M(Sni (e) and to understand how,
given the generating k-tuple S, this behavior depends on the choice of a =
(a1, ...,ax). Here, we use the results of [27] and the technique of the present
paper to prove the following result.

We consider two groups H = H; and K = Hj. The group H is assumed to be
nilpotent generated by the S = (s1, ..., 5p). On this nilpotent group, we considered
the measures wpy 5, with a = (ay, ..., o)) € (0,2)”. The group K will be either
finite or nilpotent. If it is finite, we let g be the uniform measure on K. If K is
nilpotent, generated by a given tuple 7 = (11, ..., 1;), we consider the measures
wg,r.p Withb = (B1,..., By) € (0,2)4.

Next, we consider the wreath product G = K * H. When K is nilpotent, the
generating sets S and 7 (for H and K, resp.) together produce a generating set

¥ =(01,...,0k),k=p+gq,of K:H where oy, ..., 0, corresponds to sy, ..., s,
and generates H inside K : H and the generators 01, ..., 0,44 correspond to
t1, ...,y and generate the copy of K in K : H which seats at ey. Similarly, set

c=W.., ) withy;=a;, 1 <i<pandy; =Bi—p,i=p+1,....,p+qg=k.
By elementary Dirichlet form comparison arguments, we know that the measures

pw=3(nsa+mkrs) and pxpse onG=KiH

satisfy 1" (e) =~ M(zznc) (e).

THEOREM 5.5. Let H, S, p and a € (0,2)? be as above. Let d(a) be the real
given by [27], Theorem 1.8, and such that M(Sn>a (e) ~n—d@,
1. Assume that K # {e} is finite. Then the measure © = %(,ug,a +ug)on K H
satisfies

1 () ~ exp(—nd@/(+d@)),

2. Assume that K is nilpotent (infinite) and T, g and b € (0,2)? are as described
above. Then, on G = K @ H equipped with the generating set ¥ define above,
the measure |y, . satisfies

1) (e) = exp(—nd@/1+4@) (gg )1/ (+d@))

PROOF. This follows from Theorem 1.8 because [27], Theorem 1.8 shows
— — 1 (}’l) ~ —da;
that the measures ©1 = uy,s.q« and py = g 1,p satisfy p;”’(e) ~n where
dy =d(a), d» = db) are the real described in [27], Theorem 1.8 [recall that these
estimates are equivalent to Ay ,; (v) 2~ v=2/diy. O

5.3. Local time functionals. Let H be a group equipped with a symmetric
measure . Let £(x, n) be the number of visits to x up to time n. More precisely,
let (X,) denotes the trajectory of a random walk driven by p on H and set

I(n,x)=#0<k <n:X,=x}.
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It is well known that the behavior of the probability of return of the switch-walk-
switch random walk on the lamplighter group (Z/27Z) : H is related to certain
functionals of the local times (£(x, n))xcx . More precisely and more generally, let
K be a finitely generated group (possibly finite). Let g be a symmetric measure
on K satisfying pug(ex) > 0. Let ¢ = g * u * ug be the switch-walk-switch
measure on K : H (see, e.g., [24] for details). With this notation, we have

0™ ((ex, 1)) = EM< I v(2’<"vx>><e1<)1{xn:h}),
xeH

where E;, and (X,,) refers to the random walk on H driven by 1.
Set

Fx(n) := —logv® (ex)
so that, for any h € H,

(5.1 C](n)((eK, h)) ~ E(e—Z_er FK(l(n’x))l{X,,=h})-
Assume next that, for each R > 0 there is a set Ur C of H and « > 1 such that
(5.2) |Ug| < R* and u"(H\Ug)<Cn“(1+ R/n)~"¥.

We note that the second condition follows easily from the tail condition
(5.3) W(H\Up) < C(1+R)~*

when Ug = {h: N(h) > R} where N : H — [0, c0) satisfies N(h1hy) < N(hy) +
N (hy). Indeed, under such circumstances, we have

p ™ (H\ Ug) <nu(H \ Ury) < Cn(1+ R/m)~ /%
Writing
E, (¢~ Tren Fr )

_ EM( T o Teen Pk (l(n’x))l{Xn:h})
heUg

+ Eu( > e henls (l("’x))l{xn=h})
heH\URr
< |Urlq ™D (ex i) + 1™ (H \ Ug)

shows that, under assumption (5.2) and assuming that q(”)(e KH) = exp(—w(n))
with w(n) regularly varying of index in (0, 1], we can conclude that

(5.4) E, (™ Lxen Fx(00)) ~ exp(—w (n))

as well.
This technique and remarks, together with Theorems 5.2-5.3, suffice to prove
the following results.
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COROLLARY 5.6. Let H be a group of polynomial volume growth of degree
d. Let ug(h) < (1+ |h|)_“_d, o > 0. Let R, be the number of visited point up to
time n. For any fixed k > 0:

° ]fOl > 2 then E,ua (e_KRn) ~ exp(_nd/(Z—i-a’))‘
o Ifa =2 then By, (e7*Rn) = exp(—(nlogn)/C+D),
b Ifa € (0, 2) then E/La (e_KRn) ~ eXp(—nd/(“"'d)).

REMARK 5.7. Note that the second case, « = 2, may be new even in the case
when H = Z. It gives the behavior of E(e %) for the walk on Z driven by the
measure u(z) = c(1 + |z|)_2 for which there is no classical local limit theorem
and to which the classical Donsker—Varadhan theorem does not apply.

COROLLARY 5.8. Let H be a group of polynomial volume growth of degree
d. Let R, be the number of visited point up to time n. Consider the random walk
driven by ps ., witha = (aq, ..., o) € (0, 2)K. Let d(a) be the real given by [27],

Theorem 1.8, and such that /Lgn)a (e) >~ n=4@  For any fixed k > 0, we have

EMS (e_KR") ~ exp(_nd(a)/(l-l—d(a)))'

Given a measure p such as pq or s, on H, and fixed k > 0 and y € (0, 1),
we can determine the behavior of

n > E(e™ 2 LTy,
Indeed, it suffices consider the wreath product Z : H with a measure ¢ on Z such

that v (0) ~ exp(—n?). The choice ¢ (x) =< (1 + |x|)~'[1 4+ log(1 + |x]~ /7
fulfills these requirements (see [25]).

COROLLARY 5.9. Let H be a group of polynomial volume growth of degree d.
Fixx >0and y € (0,1) Let £(n, x) be the number of visits to x € H up to time n.
Let ug(h) < (1 + |h|)_°‘_d, a€(0,2), or p=pusq with a = (a1,...,0) €
(0, 2)%. In the second case, let d(a) be the real given by [27], Theorem 1.8, and
such that Mgni () ~n=4D and set g =d(a). We have

E, (e XH L’(n,h)”) ~ exp(_n(ay+d(1—y))/(a+d(1—y))).

REMARK 5.10. If u(h) < (14]h))"> % or u = ps.o witha = (2, ...,2), one
gets

E, (e Zn €007y~ exp(—pQr+d(=y)/@+d(=p)[1og p]d(1=1)/@+d(1=yD)).

APPENDIX: RADIAL POWER LAWS ON GROUPS

In this Appendix, we compute the L”-profiles A, o for radial “power law”
probability measures on certain groups.
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A.1. Norm-radial power laws. Let G be a countable group. Let N : G —
[0, 00) be such that N(e) =0, N(x~') = N(x) and N(xy) < Cny(N(x) + N(y)).
Set

Vn(r)=|{xeG:N(x) <r}

, By(m)={x € G:N(x) <m}

and v, = VN(m)_IIB(m). For o > 0, set
o0
0 =Ca ) 4%, =4 —1)/(4*-2).
1

It is obvious that
Vr = 4k,

(A.1)
Y1fay) = FO () Scar® D | F) = £ o ().
X,y X,y

Let Wy be the inverse function of the modified volume function defined by
V() = V@) if 48 < r < 451 that is, Wy () = inf{s : Yy (s) > t}. Note
that Uy >~ Vy.

PROPOSITION A.1. Referring to the setup introduced above, for any o > 0
and p € [1,00), we have
1

A L —
P (V) ey 2P0y

PROOF. The argument is well known and is given here for convenience of the
reader. See also [9, 20]. Consider a function f > 0 with | support(f)| < v. For any
A > 0, write

=2 < {If = vl =22} + {1f vl = 2/2)|

and note that || f * v, [leo < Vv () "2 £ 1.

Recall the notation fy = (f — 25)* A 2% and observe that || fx|l, < 2kv!/7. Tt
follows that || fi % vy |lee < 28V (r)~1/Pv!/P Pick r so that Vi (r) > 2Pv and pick
) = 2K We have

e =2 < [{If = f ol =272} <2779 D, 4 (fiO.
Recall that |{ f > 25T1}| = |{f > 2¥}| and write

IF15 <8Py 2P=D|{f > 2ty
k

< ca87r* Y " Ep gy (fi) < a8 r¥Ep g, (),
k
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where, for the last step, we have used (2.5). Given the choice of r as a function
of v, this gives

Ap.g, (V) > ¢ ' 87PN (2Pv)

which is the desired inequality. [

In the case when N = |- |y is the word-length associated with a finite symmetric
generating set S, write Y for the inverse function of the volume growth V = V.
Proposition A.1 gives

Ap g, Z2WE, p>1,a>0.

However, these inequalities compete with those deduced in a similar way from

(A2)  Vr>0, IIf=fI5<Cp.S,arP Y | f(x) = fFay)| ¢u(y).
X,y

This inequality is an immediate consequence of the well-known pseudo-Poincaé
inequality

Vr>0,  |If = f15<Cp, Hr’ Y | f(x) — ey uy)
X,y

which follows from the definition of the word length and a simple telescoping sum
argument. See, for example, [9, 20].
It follows that we have
w-e, ifa € (0, pl,
A >
p’¢“N{W_1’, ifa > p.
In fact, because of the Dirichlet form comparison &4, 2 &, which holds for o > 2
(see, e.g., [21]), we must have Ay, ~ A for a > 2. Similarly, for « > p, we have

Vi Y@y = F@) () = Y Fxy) = F)[Puly)
X,y X,y

and thus A, 4, >~ A . Inthe case p = 1, this implies that Jy, >~ Jg foralla > 1.
This discussion is captured in the following result.

THEOREM A.2. Let G be a finitely generated group equipped with a fi-
nite symmetric generating set and associated word-length. Set ¢o = > 7° 4_k0‘u4k
where W, is the uniform measure on the ball of radius r in G. Let W be the inverse
Sfunction of the volume growth function of G.

e Forl<p<a<oo,Apy, =Npc.
e Fora € (0, p), we always have W™ S Ap ¢, S AZ{Z.
o Iffora given p € [1,00) we have A, G = W™F then

Va € (0, p), Ap g, =W
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Note that the case o = p is excluded from this statement. Note also that the
wreath product construction provides many examples of groups for which A, ¢ %
WP,

PROOF OF THEOREM A.2. The case when o > p is explained above as well
as the lower bounds when « € (0, p]. The upper bound for « € (0, p) follows from
Theorem 2.13. [

EXAMPLE A.1. Polycyclic groups satisfy A, ¢ >~ W™? for each p € [1, 00).
The lower bound follows from the argument of [9] as explained above. The upper
bound is best derived from the existence of adapted Fglner couples, a technique
developed and explained in [8]. Other groups for which A, ¢ >~ W™" include
the Baumslag solitar groups BS(1,m) = (a, b : aba~! = b™) and the lamplighter
groups F 1 Z with F finite. Romain Tessera ([31], Theorem 4) describes a large
class of groups of exponential volume growth (Geometrically Elementary Solvable

or GES groups) which satisfy A, ¢ >~ W™P. Note that what Tessera denotes by

. 1
Jp,G 18 I/AP{Z.

REMARK A.3. Recall the two-sided Cheeger inequality (2.4), that is,

c(p. DAY < Mgy <C(p.@Apg.  1<p=q<oo.

Let G be a group such that A, 6 W™, p> 1 and fix a € (0, 00). By Theo-
remA2,if pell,a), Apy, W Pbutif p>a, Ay g, =W % Inparticular, if
p.q >a,then Ap 4, = Ag.g, but, if p,g €[1, ) then A%{g >~ Ap . In the case
1 < p <o < g < o0, neither of the two sides of the Cheeger inequality is optimal.

A.2. Word-length power laws on group with polynomial volume growth.
We now focus on the case when N (x) = |x|s is the word-length of x with respect
to a finite symmetric generating set S on a group of polynomial volume growth.
Dropping the reference to the set S, we set V(r) = |{x : |x| <r}| and assume that
V(r) ~rP, that is, we assume that the group G has polynomial volume growth of
degree D. In this case, we can use a more refined version of the measure ¢, by
setting

o0 o0
¢0[ = Cqy Zk_a_llIk, C(;l ZZk_l_a.
1 1

It is easy to use an Abel summation argument to check that
VxeG,  Gax)=<(1+x]) "

(the same holds true for the measure ¢/, 3"5° 4= %u).
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PROPOSITION A.4. Let G be a group with polynomial volume growth. Then,
foreach p>1andr >s>1,we have

D@y = F@Pur(y) < CG, p)(r/s)P Y| f(xy) — f0)] us ().
X,y X,y

PROOF. For any 1 <s < s¢, this follows from the usual Dirichlet argument
using paths. So, we can assume s > 3 and let s” be the largest integer smaller than
s/3. For any y € G, write y = ygy1---yx with yo = e, |y;| <s’, 1 <i <k, and
k <9|y|/s. For any finite supported function f, &1,...,&—1 € G and |y| <r, we
have

k
|fxy) = F7 <96 /)P 7' | flxzo -+ 2i) — fxzo- - zie
1
where z; = 5,'__11 vi&; with &g = & = e. Summing over x € G gives

k
Ylfay) = fOF <9/9)P~ Y 3| Fxgvik) — f@)|”
X 1 x

We now average this inequality over

(éo,fl,...,ék_l,ék) S {e} X B(S/) X oo X B(s/) X {e}
This gives

SIIfy) = f@” <90 /s)P~ 1( NS vie) = F0”

X lE|=ss’
ZZ Yoo fxETyie) = ff
i=2 X £,reB(s)
TN 1 reE ) —f(x)l”).
X |E|<s’

Obviously, we have

YD fand) - f)|f < V(s)Z\f(xz) F@)[ ug(2)

rolEl=s

and

YN fET ) = @ <V Y| fxz) — fF@)|uy(2).

*olEl=s
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Similarly, we have

Yoo fEET) - @ =V Y Y| — f0)] us)

* §.0€B(s) §€B(s") X2
<V()V(s Zlf(xz) f @) uy(2).
Since k < 9(r/s), putting these inequalities together yields
2Ny = f@I7 =9V V(sH]w/s)P Z|f(xz> f@[ u@).
Averaging over y € B(r) gives the desired inequality. [l

COROLLARY A.5. On group with polynomial volume growth, for p > 1 and
o > 0 there exists a constant C(G, p, o) such that

If = f*ullh <C(G, p.a)Qpa(r) Y | f(xy) — f(¥)|"¢a(2),

where
re, ifa > p,
Opa(r)y=1rP/logle+r), ifa=p,
re, ifa < p.

PROOF. Only the case « = p needs a proof. This case follows immediately
from the previous proposition and the definition of ¢. [J

REMARK A.6. Fix a continuous increasing function £ such that £(2¢) < C£(t)

and [ SZAS < 00. Let ¢ be a symmetric probability measure on the group G

(which we assume to have polynomial volume growth of degree D) and such that

1 kZ(k)

Proposition A.4 immediately gives
&u, <C(G, ,Zr(/ ds) Ep.
u, (G,p,0) . 1) )

This covers the different cases of Corollary A.5. When ¢ is slowly varying, this
estimate is often not sharp and a sharp version is provided in [25].

THEOREM A.7. On a group with polynomial volume growth of degree D and
forany 1 < p < 00, we have

vP/P, ifa > p,
AP»¢0¢ (U) = vip/D log(e + U), l:fO( =P,
v/, if0<a<p.
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PROOF. The lower bounds on A, 4, follow easily from the previous corollary
and the argument in [9] as explained in the previous section. The upper bounds on
A p ¢, follows from Theorem 2.13. For instance, in the case o = 1, Theorem 2.13
gives

1
A17¢1 (U) S (log(e + S))ALG(U) + ;

This is optimized by the choice s = 1/A1 ¢(v) and we know that Ay g(v) =~

(v)~

(1]
(2]
(3]
(4]
(5]

(6]

(7]
(8]

9]
(10]
(11]
[12]

[13]

[14]
[15]
[16]

[17]

/D Hence, A1, (V) S v /Plog(e+v). O
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