The Annals of Probability

2016, Vol. 44, No. 3, 2349-2425

DOI: 10.1214/15-A0P1023

© Institute of Mathematical Statistics, 2016

BULK UNIVERSALITY FOR DEFORMED WIGNER MATRICES

BY J1 OON LEE®!, KEVIN SCHNELLI"2?,
BEN STETLER¥3 AND HORNG-TZER YAU®+3

KAIST*, IST Austria’ and Harvard University*

We consider N x N random matrices of the form H = W 4V where W is
a real symmetric or complex Hermitian Wigner matrix and V is a random or
deterministic, real, diagonal matrix whose entries are independent of W. We
assume subexponential decay for the matrix entries of W, and we choose V
so that the eigenvalues of W and V are typically of the same order. For a large
class of diagonal matrices V, we show that the local statistics in the bulk of
the spectrum are universal in the limit of large N.

1. Introduction. A prominent class of random matrix models is the Wigner
ensemble, consisting of N x N real symmetric or complex Hermitian matrices,
W = (w;;), whose matrix entries are random variables that are independent up
to the symmetry constraint W = W*. The first rigorous result about the spectrum
of random matrices of this type is Wigner’s global semicircle law [60], which
states that the empirical distribution of the rescaled eigenvalues, (1;), of a Wigner
matrix W is given by

1
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as N — oo, in the weak sense. The distribution ps. is called the semicircle law.

Let p{}l, (A1, ...,An) denote the joint probability density of the (unordered)
eigenvalues of W. If the entries of the Wigner matrix W are i.i.d. (independent
and identically distributed) real or complex Gaussian random variables, the joint
density of the eigenvalues, pl, = pY, is given by
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with 8 =1, 2, for the real, complex case, respectively. The normalization Zé’ =
Z g (B) in (1.2) can be computed explicitly. The real and complex Gaussian ma-
trix ensembles so defined are known as the Gaussian orthogonal ensemble (GOE,
B =1) and Gaussian unitary ensemble (GUE, 8 = 2), respectively, and as noted
above we denote the corresponding joint densities as pg instead of p%.

The n-point correlation functions are defined by

oWty oo hy) o= /RH Pwis A2, oo AN) dhgr dhgga -+ di,

1 <n < N. Using orthogonal polynomials the correlation functions of the GUE
and GOE have been explicitly computed by Dyson, Gaudin and Mehta; see, for
example, [44]. For the Gaussian unitary ensemble, their results assert that the lim-
iting behavior on small scales at a fixed energy E in the bulk of the spectrum, that
is, for | E| < 2, satisfies

L o (E+0‘71 E+—22 E+O‘7”)
13 [psc(E)" ™" pse(EYN™ 7 pse(E)N" 77 7 p(E)N
' —> det(K (0 — ;)

n
i,j=1°
as N — oo, where K is the sine-kernel

K(x,y) = %

Note that the limit in (1.3) is independent of the energy E as long as E is in the
bulk of the spectrum. The rescaling by a factor 1/N of the correlation functions
in (1.3) corresponds to the typical separation of consecutive eigenvalues, and we
refer to the law under such a scaling as local statistics. Similar but more compli-
cated formulas were also obtained for the Gaussian orthogonal ensemble; see, for
example, [1, 44] for reviews. Note that the limiting correlation functions do not
factorize, reflecting the fact that the eigenvalues remain strongly correlated in the
limit of large N.

The Wigner—Dyson—Gaudin—Mehta conjecture, or bulk universality conjecture,
states that the local eigenvalue statistics of Wigner matrices are universal in the
sense that they depend only on the symmetry class of the matrix, but are otherwise
independent of the details of the distribution of the matrix entries. The bulk uni-
versality can be formulated in terms of weak convergence of correlation functions
or in terms of eigenvalue gap statistics. This conjecture for all symmetry classes
has been established in a series of papers [22-24, 28, 31, 33]. After this work
began, parallel results were obtained for complex Hermitian matrices and certain
symmetric matrices in [55, 56]; see [30] for a more detailed review.

In the present paper, we consider deformed Wigner matrices. A deformed
Wigner matrix, H, is an N x N random matrix of the form

(1.4) H=V+W,
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where V is a real, diagonal, random or deterministic matrix and W is a real sym-
metric or complex Hermitian Wigner matrix independent of V. The matrices are
normalized so that the eigenvalues of V and W are order one. If the entries, (v;),
of V are random we may think of V as a “random potential”’; if the entries of V
are deterministic, matrices in the form of (1.4) are sometimes referred to as Wigner
matrices with external source.

Assuming that the empirical eigenvalue distribution of V,

1
/U\:ZNZ(SUI-,

i=1

converges weakly, respectively, weakly in probability, to a nonrandom measure,
v, it was shown in [46] that the empirical distribution of the eigenvalues of H
converges weakly in probability to a deterministic measure. This measure depends
on v and is thus in general distinct from pgs.. We refer to it as the deformed semi-
circle law, henceforth denoted by pg.. There is no explicit formula for pf. in terms
of v. Instead, pr. is obtained as the solution of a functional equation for its Stielt-
jes transform; see (2.9) below. It is known that pg. admits a density [6]. Depending
on v, pse may be supported on several disjoint intervals. For simplicity, we assume
below that v is such that py is supported on a single bounded interval. Further, we
choose v such that all eigenvalues of H remain close to the support of pg; that is,
there are no “outliers” for N sufficiently large.

If W belongs to the GUE, H is said to belong to the deformed GUE. The de-
formed GUE for the special case when V has two eigenvalues +a, each with equal
multiplicity, has been treated in a series of papers [2, 8, 9]. In this setting the
local eigenvalue statistics of H can be obtained via the solution to a Riemann—
Hilbert problem; see also [17] for the case when V has equispaced eigenvalues.
Bulk universality for correlation functions of the deformed GUE with rather gen-
eral deterministic or random V has been proved in [51] by means of the Brezin—
Hikami/Johansson integration formula.

In the present paper, we establish bulk universality of local averages of correla-
tion functions for deformed Wigner matrices of the form H =V + W, where W
is a real symmetric or complex Hermitian Wigner matrix and V is a determinis-
tic or random real diagonal matrix. We assume that the entries of W are centered
independent random variables with variance 1/N whose distributions decay sub-
exponentially; see Definition 2.1. If V is random, we assume for simplicity that its
entries (v;) are i.i.d. random variables. We assume that U converges weakly, respec-
tively, weakly in probability, to a nonrandom measure v; see Assumption 2.2. We
further assume that the corresponding deformed semicircle law pr. is supported on
a single compact interval and has square root decay at both endpoints. Sufficient
conditions for these assumptions to hold have appeared in [52] and are rephrased in
Assumption 2.3. Under these assumptions, our main results in Theorem 2.5 and in
Theorem 2.6 assert that the limiting correlation functions of the deformed Wigner
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ensemble are universal when averaged over a small energy window. Note that our
results hold for complex Hermitian and real symmetric deformed Wigner matrices.

Before we outline our proofs, we recall the notion of S-ensemble or log-gas
which generalizes the measures in (1.2). Let U be a real-valued potential, and
consider the measure on RY defined by the density

1 _ N (52 )
(15)  uyOds. dn) = [ i = aj|Pe PN Zima B2 UGN,
Ui<j

where 8 > 0 and Z {}’ =7 LA,' (B) is anormalization. Bulk universality for 8-ensemb-
les asserts that the local correlation functions for measures in the form of (1.5) are
universal (for sufficiently regular potentials U) in the sense that for each value of
B > 0 they agree with the local correlation functions of the Gaussian ensemble
with U = 0.

For the classical values g € {1, 2, 4}, the eigenvalue correlation functions of ,u?]’
can be explicitly expressed in terms of polynomials orthogonal to the exponential
weight in (1.5). Thus the analysis of the correlation functions relies on the asymp-
totic properties of the corresponding orthogonal polynomials. This approach, ini-
tiated by Dyson, Gaudin and Mehta (see [44] for a review), was the starting point
for many results on the universality for S-ensemble with g € {1,2, 4} [7, 18-20,
37,42,43,49].

For general § > 0, bulk universality of S-ensembles has been established
in [10-12] for potentials U € C*. Recently, alternative approaches to bulk univer-
sality for B-ensembles with general 8 have been presented in [50] and [4] under
different conditions on U.

We emphasize at this point that the eigenvalue distributions of the deformed
ensemble in (1.4) are in general not of the form (1.5), even when W belongs to the
GUE or the GOE.

Returning to the random matrix setting, we recall that the general approach to
bulk universality for (generalized) Wigner matrices in [24, 28, 33] consists of three
steps:

(1) establish a local semicircle law for the density of eigenvalues;

(2) prove universality of Wigner matrices with a small Gaussian component by
analyzing the convergence of Dyson Brownian motion to local equilibrium;

(3) compare the local statistics of Wigner ensembles with Gaussian divisible en-
sembles to remove the small Gaussian component of step (2).

For an overview of recent results and this three-step strategy, see [30]. Note that
the “local equilibrium” in step (2) refers to measure (1.2), with 8 = 1, 2, respec-
tively, in the real symmetric, complex Hermitian case.

For deformed Wigner matrices, the local deformed semicircle law, the analogue
of step (1), was established in [39] for random V. However, when V is random,
the eigenvalues of V + W fluctuate on scale N ~'/2 in the bulk (see [39]), but their
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gaps remain rigid on scale N~!. To circumvent the mesoscopic fluctuations of the
eigenvalue positions, we condition on V, considering its entries to be fixed. The
methods of [39] can be extended, as outlined in Section 3, to prove a local law
on the optimal scale for “typical” realizations of random as well as deterministic
potentials V.

Our corresponding version of step (2), a proof of bulk universality for deformed
Wigner ensembles with small Gaussian component, is the main novelty of this
paper. The local equilibrium of Dyson Brownian motion in the deformed case is
unknown but may effectively be approximated by a “reference” S-ensemble that
we explicitly construct in Section 4. In Section 5, we analyze the convergence
of the local distribution of the deformed Wigner ensemble under Dyson Brownian
motion to the “reference” 8-ensemble. However, since the “reference” S-ensemble
is not given by the invariant GUE/GOE, it also evolves in time. Using the rigid-
ity estimates for the deformed ensemble established in step (1) and the rigidity
estimates for general S-ensembles established in [12], we obtain, in Section 5,
bounds on the time evolution of the relative entropy between the two measures
being compared. The idea to estimate the entropy flow of the Dyson Brownian
motion with respect to the “global equilibrium state” given by the GUE/GOE was
initiated in [28] and [29]. On the other hand, the idea to use “time dependent lo-
cal equilibrium states” to control the entropy flow of hydrodynamical equations
was introduced in [61]. There it is observed that the change of relative entropy is
negligible provided that the time dependent local equilibrium is chosen in agree-
ment with the density predicted by the hydrodynamical equations. In this paper,
we combine both methods to yield an effective estimate on the entropy flow of the
Dyson Brownian motion in the deformed case. This global entropy estimate is then
used in Section 6 to conclude that the local statistics of the locally-constrained de-
formed ensemble with small Gaussian component agree with those of the locally-
constrained reference B-ensemble. Relying on the main technical result of [31],
we further conclude that the local statistics of the locally-constrained reference
B-ensemble agrees with the local statistics of the GUE/GOE. Once this conclu-
sion is obtained for the locally-constrained ensembles, it can be extended to the
nonconstrained ensembles. This completes step (2) in the deformed case.

In Sections 7 and 8, we outline step (3) for deformed Wigner matrices; the proof
is similar to the argument for Wigner matrices in [32]. The main technical input is
a bound on the resolvent entries of H on scales N~!~¢ that can be obtained from
the local law in step (1). In Section 8, we then combine steps (1)—(3) to conclude
the proof of our main results, Theorems 2.5 and 2.6.

We remark that our arguments in step (2) do not rely on V being diagonal.
Step (3) depends only on the deformed local semicircle law of step (1); in principle,
step (3) is independent of whether or not V' is diagonal, as long as a deformed local
semicircle law is given. Currently, our proof for the deformed local semicircle law
uses that V is diagonal.
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In Section 9, we prove that, in addition to bulk universality, the edge universal-
ity also holds for our model, that is, that the local statistics at the spectral edges are
given by the Tracy—Widom—Airy statistics. From the main technical result of [12],
the proof of the edge universality follows the same three-step program as the proof
of bulk universality. A detailed discussion of our edge universality result, Theo-
rem 2.10, and related results can be found in Section 2.4.

In the Appendix, we collect several technical results on the deformed semicircle
law and its Stieltjes transform. Some of these results have previously appeared
in [52] and [39, 40].

2. Assumptions and main results. In this section, we list our assumptions
and our main results.

2.1. Definition of the model. We first introduce real symmetric and complex
Hermitian Wigner matrices.

DEFINITION 2.1. A real symmetric Wigner matrix is an N x N random ma-
trix, W, whose entries, (w;;) (1 <i, j < N), are independent (up to the symmetry
constraint w;; = w ;) real centered random variables satisfying

2 1
2.1) Ewi:N, Ew?j=ﬁ (i # ).
In case (w;;) are Gaussian random variables, W belongs to the Gaussian orthogo-
nal ensemble (GOE).
A complex Hermitian Wigner matrix is an N x N random matrix, W, whose
entries, (w;;) (1 <1i,j < N), are independent (up to the symmetry constraint
w;j = w;;) complex centered random variables satisfying

(2.2) Ewi:l, E|w,-j|2=l, Ew? =0 (i # )).

N N g
For simplicity, we assume that the real and imaginary parts of (w;;) are inde-
pendent for all i, j. This ensures that Ewizj =0 (@ # j). In case (Rew;;) and

(Imw;;) are Gaussian random variables, W belongs to the Gaussian unitary en-
semble (GUE).
Irrespective of the symmetry class of W, we assume that the entries (w;;) have
a subexponential decay, that is,
1/6

(2.3) P(VN|wij| > x) < Coe™ ",

for some positive constants Cp and 6 > 1. In particular,

ép)"
(2.4) Elwij|” < C—7s

(p =3).
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Let V =diag(v;) be an N x N diagonal, random or deterministic matrix, whose
entries (v;) are real-valued. We denote by v the empirical eigenvalue distribution
of the diagonal matrix V = diag(v;),

1 N
2.5 Vi=— Sy, -
(2.5) v N; v;

ASSUMPTION 2.2. There is a (nonrandom) centered, compactly supported
probability measure v such that the following holds:

(1) If V is a random matrix, we assume that (v;) are independent and identi-
cally distributed real random variables with law v. Further, we assume that (v;) are
independent of (wj;).

(2) If V is a deterministic matrix, we assume that there is ag > 0, such that for
any fixed compact set D C C* (independent of N) with dist(D, suppv) > 0, there
is C such that
2.6) max / dv(v) _ / dv(v)

z€D vV—2Z vV—1Z

<CN™%,

for N sufficiently large.

Note that (2.6) implies that D converges to v in the weak sense as N — 00. Also
note that condition (2.6) holds for large N with high probability for 0 < og < 1/2
if (v;) are i.i.d. random variables.

2.2. Deformed semicircle law. The deformed semicircle can be described in
terms of the Stieltjes transform: for a (probability) measure w on the real line we
define its Stieltjes transform, m,, by

Mmy(2) = / deo(v) (zeCH).

V—2

Note that m,, is an analytic function in the upper half plane and that Imm(z) >
0, Imz > 0. Assuming that w is absolutely continuous with respect to Lebesgue
measure, we can recover the density of @ from m,, by the inversion formula

2.7 w(E) = lim l Imm,(E +1in) (E e R).
n\O0 T

We use the same symbols to denote measures and their densities. Moreover, we
have

lim R (E 4+ in) ][w(v)dv
im Rem in) =
1\0 @ 7 v—E

(E €eR),
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whenever the left-hand side exists. Here the integral on the right is understood as
principal value integral. We denote in the following by Rem,(E) and Imm,,(E)
the limiting quantities

Rem,(E) = lim Rem, (E + in),
n™\0

(2.8)
Imm,(E) = lim Imm(E + in),
U

E € R, whenever the limits exist.

Choosing w to be the standard semicircular law pg, the Stieltjes transform
m . = mg can be computed explicitly, and one checks that m satisfies the rela-
tion

-1

msc(2) + 2 '

The deformed semicircle law is conveniently defined through its Stieltjes trans-
form. Let v be the limiting probability measure of Assumption 2.2. Then it is well
known [46] that the functional equation

Mgc(2) = Immg(z) >0 (Z € (C+)

dv(v
09 me@=[ "V mmz0  (eC),
v—2z—mie(2)
has a unique solution, also denoted by my., that satisfies, for all £ € R,
lim SUpP,\ 0 Imm¢ (E 4+ in) < oo. Indeed, from (2.9), we obtain that
dv(v) Imms.(2)

(2.10) = <1 zeCH),
lv—z—m(@)?> Immg(z)+ 7 ( )

thus |m(z)| <1, forallz e CT.
The deformed semicircle law, denoted by pr., is then defined through its density

1
Pic(E) :=1lim — Immg.(E +in) (E e R).
N0 T

The measure pg. has been studied in detail in [6]. For example, it was shown there
that the density pg. is an analytic function inside the support of the measure.

The measure pg is also referred to as the additive free convolution of the semi-
circular law and the measure v. More generally, the additive free convolution of
two (probability) measures w; and w;, usually denoted by w; H w», is defined
as the distribution of the sum of two freely independent noncommutative random
variables, having distributions w1, w», respectively; we refer, for example, to [1,
59] for reviews. Similar to (2.9), the free convolution measure w; H w; can be de-
scribed in terms of a set of functional equations for the Stieltjes transforms; see
[5, 16].

Our second assumption on v guarantees (see Lemma 3.5 below) that pg is sup-
ported on a single interval and that pg. has a square root behavior at the two end-
points of its support. Sufficient conditions for this behavior have been presented
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in [52]. The assumptions below also rule out the possibility that the matrix H has
“outliers” in the limit of large N.

ASSUMPTION 2.3. Let [, be the smallest interval such that suppv C I,,. Then
there exists @ > 0 such that

(2.11) i [P g
. mn .
xel, (v —X)2 o “

Similarly, let /5 be the smallest interval such that suppV C I5. Then:

(1) for random (v;), there is a constant t > 0, such that

i
(2.12) IP’( imf [ zzr) >1-N",
xelkJ) (v—x)2

for N sufficiently large;
(2) for deterministic (v;),

(2.13) inf [y
. m s
xelh) (v—x)%2 @

for N sufficiently large.

We give two examples for which (2.11) is satisfied:

(1) Choosing v = %(S_Q +684), a >0, we have I, = [—a, a]. For a < 1, one
checks that there is a @w = @ (a) such that (2.11) is satisfied and that the deformed
semicircle law is supported on a single interval with a square root type behavior at
the edges. However, for a > 1, the deformed semicircle law is supported on two
disjoint intervals; for further details, see [2, 8, 9].

(2) Let v be a centered Jacobi measure of the form

(2.14) v =Z 7 - D~ )P d)L-11 ),

where d € C'([—1,1]),d(v) > 0, —1 < a, b < oo and Z, a normalization constant.
Then for a, b < 1, there is w > 0 such that (2.11) is satisfied with I, =[—1, 1].
However, if a > 1 or b > 1, then (2.3) may not be satisfied. In this setting the
deformed semicircle law is still supported on a single interval; however, the square
root behavior at the edge may fail. We refer to [39, 40] for a detailed discussion.

LEMMA 2.4. Let v satisfy (2.11) for some w > 0. Then there are L_, L,
with L_ < —=2,2 < L, such that supp ptc = [L_, L+]. Moreover, ps. has a strictly
positive density in (L_, Ly).

Lemma 2.4 follows directly from Lemma 3.5 below.

2.3. Results on bulk universality. Recall that we denote by Qz,n the n-point
correlation function of H =V + W, where V is either a real deterministic or real
random diagonal matrix. We denote by Qg’ ,, the n-point correlation function of the
GUE, respectively, the GOE.
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A function O :R" — R is called an n-particle observable if O is symmetric,
smooth and compactly supported. Recall from Lemma 2.4 that we denote by L
the endpoints of the support of the measure pg.. For deterministic V we have the
following result.

THEOREM 2.5. Let W be a complex Hermitian or a real symmetric Wigner
matrix satisfying the assumptions in Definition 2.1. Let V be a deterministic real
diagonal matrix satisfying Assumptions 2.2 and 2.3. Set H=V + W. Let E, E’
be two energies satisfying E € (L_, Ly), E' € (=2,2). Fixn € N, and let O be
an n-particle observable. Let § > 0 be arbitrary, and choose b = by such that
N=%>by > N~ Then

lim doy - do, O(ay, ..., ay)
N—oo JRn

[ bl o+ )
— _ X+—— 0 xt—
o1s) 26 Jeob LoeE) " T pe(E)N pre(E)N

_;QN (E/+L E/+a4n):|
[psc(EN)]n=C" psc(ENN’ " psc(E")N
— 0,

where pg. denotes the density of the deformed semicircle law and py. denotes the
density of the standard semicircle law. Here, Qg’n denotes the n-point correlation
Sfunction of the GUE in case W is a complex Hermitian Wigner matrix, respectively,
the n-point correlation function of the GOE in case W is a real symmetric Wigner
matrix.

For random V we have the following result.

THEOREM 2.6. Let W be a complex Hermitian or a real symmetric Wigner
matrix satisfying the assumptions in Definition 2.1. Let V be a random real diago-
nal matrix whose entries are i.i.d. random variables that are independent of W and
satisfy Assumptions 2.2 and 2.3. Set H =V +W. Let E, E' be two energies satisfy-
ing E€(L_,Ly), E'€(—=2,2).Fixn €N, and let O be an n-particle observable.
Let § > 0 be arbitrary, and choose b = by such that N=3>py> N~V Then

lim doap---do, O(ay, ..., ay)
N—oo JRn

1 pE+0 dx N o oy,
x[—/ 7QHH(X+7,...,X+7)
(2.16) 2b JE-b [pee(E)]" prec(E)N pic(E)N

_;QN <E’+L E/+a—n>]
[psc (EN]" . psc(E")N T psc(E")N
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where pg. denotes the density of the deformed semicircle law and ps. denotes the
density of the standard semicircle law. Here, Qg’n denotes the n-point correlation
function of the GUE in case W is a complex Hermitian Wigner matrix, respectively,
the n-point correlation function of the GOE in case W is a real symmetric Wigner
matrix.

REMARK 2.7. Theorem 2.5 and Theorem 2.6 show that the averaged local
correlation functions of H = V + W are universal in the limit of large N in the
sense that they are independent of the diagonal matrix V and also independent of
the precise distribution of the entries of W. Both theorems hold for real symmet-
ric and complex Hermitian matrices. For the former choice, Qé’,n stands for the
n-point correlation functions of the GOE. For the latter choice, an stands for the
n-point correlation functions of the GUE.

Note that we can choose by of order N4 § > 0, for deterministic V in
Theorem 2.5, while we have to choose by of order N /245§ = 0, for random V
in Theorem 2.6. The latter condition is technical and not optimal. It is related to
our next comment.

For random V with (v;) i.i.d. bounded random variables, the eigenvalues of H
fluctuate on scale N~Y/2 in the bulk [39]. Yet, under the assumptions of Theo-
rem 2.6, the eigenvalue gaps remain rigid over small scales so that the universal-
ity of local correlation functions, a statement about the eigenvalue gaps, is unaf-
fected by these mesoscopic fluctuations. We thus expect Theorem 2.6 to hold with
by > N~!. Relying on explicit integration formulas in the complex Hermitian
setting, we suppose that the averaging over an energy window can be dropped; cf.
the results for the deformed GUE in [51].

REMARK 2.8. The main ingredient of our proofs of Theorem 2.5 and The-
orem 2.6 is an entropy estimate; see Proposition 5.3. Once such an estimate is
obtained, the method in [31] also implies the single gap universality in the sense
that the distribution of any single gap in the bulk is the same (up to a scaling) as
the one from the corresponding Gaussian case. More precisely, fix o > 0, and let
k € Nbe such that N <k < (1 —a)N. Let O be an n-particle observable. Then
there are x > 0 and C such that

IE7 O ((Npte.k) ke — ks1)s (NPte k) Ak — 2kt2)s - -+ » (NPt k) Ak — en)
— E*C O((Npse,r) (A — Akt1)s (Npse k) Mk — Ak42), -+ -,
(Npse.i) (hie — hitn))|
<CN7*,

for N sufficiently large, where 11 is the standard GOE or GUE ensemble, depend-
ing on the symmetry class of H. Here pg. x stands for the density of the measure
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pre at the classical location, g, of the kth eigenvalue defined through

k—1/2

Yk
2.17) [ ) dr = ==,

Similarly, ps x stands for the density of the standard semicircle law pg. at the
classical location of the kth eigenvalue of the Gaussian ensembles.

REMARK 2.9. To conclude, we mention two extensions of the above results.
In Theorem 2.6 we may relax the assumption that (v;) are independent among
themselves: our results can be extended to dependent random variables provided
that (v;) satisfy (2.6), (2.11) and (2.12) for some constants «g, @, t > 0, and pro-
vided that (v;) are independent of (w;;). In such a setting the required lower bound
on by depends on «y.

The assumption that V is diagonal can be relaxed by assuming in turn that W
belongs to the GUE/GOE. Then using the invariance of W, we can diagonalize
V and apply our approach for diagonal potentials. For W a Wigner matrix and V
a nondiagonal matrix, we expect that similar results hold by slowly changing W to
a GUE/GOE. This, however, involves many more technical steps.

2.4. Results on edge universality. In this subsection, we show that our model
also satisfies the edge universality. Edge universality states that the statistics of
the extremal eigenvalues of many random matrix ensembles are universal: let Ay
denote the largest eigenvalue of a Wigner matrix W. The limiting distribution of
Ay was identified for the Gaussian ensembles by Tracy and Widom [57, 58]. They
proved that

(2.18)  lim P(N?(hy —2) <s) = Fz(s) (Be{l,2,4),

s € R, where the Tracy—-Widom distribution functions Fg are described by
Painlevé equations. The edge universality can also be extended to the k largest
eigenvalues, where the joint distribution of the k largest eigenvalues can be written
in terms of the Airy kernel, as first shown for the GUE/GOE in [34]. These results
also hold for the k smallest eigenvalues.

Edge universality for Wigner matrices was first proved in [54] (see also [53])
for real symmetric and complex Hermitian ensembles with symmetric distribu-
tions. The symmetry assumption on the entries’ distribution was partially removed
in [47, 48]. Edge universality was proved in [55] under the condition that the distri-
bution of the matrix elements has subexponential decay, and its first three moments
match those of the Gaussian distribution; that is, the third moment of the entries
vanish. The vanishing third moment condition was removed in [33]. Finally, edge
universality for generalized Wigner matrices was proved only recently in [12].

Edge universality for the deformed GUE was obtained for the special case
when V has two eigenvalues +a, each with equal multiplicity, via a Riemann—
Hilbert approach in [2, 8]. For general V, the joint distribution of the eigenvalues
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of the deformed GUE can be expressed explicitly by the Brezin—Hikami/Johansson
formula that may be used to prove the edge universality various choices and ranges
of V; see [14, 36, 51].

Our result on the edge universality for real symmetric and complex Hermitian
deformed Wigner matrices is as follows.

THEOREM 2.10. Let W be a complex Hermitian or a real symmetric Wigner
matrix satisfying the assumptions in Definition 2.1. Let V be either a random real
diagonal matrix whose entries are i.i.d. random variables that are independent
of W, or a deterministic real diagonal matrix. Assume that V satisfies Assumptions
22and?23.Set H=V + W.

Then there are » > 0, x > 0, co > 0 such that the following result holds for any
fixed n € N. For any n-particle observable O and for A C [1, N*]], respectively,
A C[[N — N*, NJ|, with |A| =n, we have

B 0N (15 = 7)) en) ~ EHC O((N* 130 = 7))
(2.19)
<CoN~*,

for N sufficiently large, for some constant C o (depending on O), where g is the
standard GUE/GOE, depending on the symmetry class of W. Here, the constant cq
is a scaling factor so that the eigenvalue density at the edge of H can be compared
with the Gaussian case. It only depends on v. Further, y;, y; denote here the
classical locations of the jth eigenvalue with respect to the measure py. introduced
in (3.8) below, respectively, with respect to the standard semicircle law pq.

Theorem 2.10 shows that the local statistics of the k largest, respectively, small-
est, eigenvalues of our model are given by the Tracy—Widom—Airy statistics.

The measure or. depends solely on the empirical eigenvalue distribution, v,
of V, and so do the classical locations (7). The scaling factor cg in (2.19) may be
computed explicitly [51].

Theorem 2.10 is proved in a similar way to Theorems 2.5 and 2.6. Using the
Dirichlet form bound obtained in Proposition 5.3 below, we invoke the edge uni-
versality result for localized S-ensembles, Theorem 3.3 of [12], and follow the
same strategy as for the bulk universality. The proof of Theorem 2.10 is given in
Section 9.

To conclude, we mention that Theorem 2.10 has recently been proved in [41]
using a completely different approach based on the Green function comparison
theorem; see, for example, [32] for earlier ideas of using the Green function com-
parison for edge universality.

2.5. Notation and conventions. In this subsection, we introduce some more
notation and conventions used throughout the paper. For high probability estimates
we use two parameters £ =&y and ¢ = gy we let

(2.20) ap < & < Agloglog N, ¢ = (log N)“1,
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for some constants ag > 2, Ag > 10, C; > 1.

DEFINITION 2.11. We say an event E has (£, v)-high probability if
P(E°) <evleM' (5 (),
for N sufficiently large. We say an event 2 has ¢-exponentially high probability if
P(E)<e™  (¢>0),

for N sufficiently large. Similarly, for a given event E¢ we say an event E holds
with (&, v)-high probability, respectively, ¢-exponentially high probability, on Eg,
if

P(E°NEg) <e MM’ (1,50), PENE)<e ™  (¢>0),

respectively, for N sufficiently large.

For brevity, we occasionally say an event holds with exponentially high prob-
ability, when we mean ¢-exponentially high probability. We do not keep track of
the explicit value of v or ¢ in the following, allowing v and ¢ to decrease from
line to line such that v, ¢ > 0.

We use the symbols O(-) and o(-) for the standard big-O and little-o notation.
The notation O, 0, <, >, refers to the limit N — oo, if not indicated otherwise.
Here a < b means a = o(b). We use ¢ and C to denote positive constants that do
not depend on N. Their value may change from line to line. We write a ~ b if
there is C > 1 such that C~!|b| < |a| < C|b|, and occasionally we write for N-
dependent quantities ay < by if there exist constants C, ¢ > 0 such that |ay| <
Cpn) by

Finally, we abbreviate

) N

Y O=)"0),
i =l
j#i

and we use double brackets to denote index sets, that is,
[n1,n2]l:=[n1,n2]NZ,
for ni,nye R.
3. Local law and rigidity estimates. Recall the constant & > 0 in Assump-

tion 2.3. Set @’ := @ /10. In this section we consider the family of interpolating
random matrices

(3.1) H? =9V 4+W, 9e0,:=[0,14+o']
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where V and W are chosen to satisfy Assumptions 2.2 and 2.3, respectively,
the assumptions in Definition 2.1. Here ¥ has the interpretation of a possibly
N-dependent positive “coupling parameter.”

We define the resolvent or Green function, G? (2), and the averaged Green func-
tion, m? (z), of H” by
(32 G'()=(G}():= m, m¥(z) = %TrGﬁ(z),

z € C*. Frequently, we abbreviate G” = G? (z), m% = m%(z), etc.

To conveniently cope with the cases when (v;) are random, respectively, de-
terministic, we introduce an event €2 on which the random variables (v;) exhibit
“typical” behavior. Recall that we denote by my and m,, the Stieltjes transforms
of U, respectively, v.

DEFINITION 3.1. Let Q = Q(N) be an event on which the following holds:

(1) There is a constant oy > O such that, for any fixed compact set D C C*
(independent of N) with dist(D, suppv) > 0, there is C such that

(3.3) [mo(z) —my(2)| < CN™*,

for N sufficiently large.
(2) Recall the constant o > 0 in Assumption 2.3. We have
dv(v) / dv

34 inf >1 inf
34) el (v—x)2 "~ o vel, (v —x)2

> 14w,
for N sufficiently large.

In case (v;) are deterministic, €2 has full probability for N sufficiently large by
the Assumptions in 2.2.

Similar to the definition of my., we define m?; and n?lgc as the solutions to the
equations

dv(v)

: Imm2.(z) >0 zeCt
S _Z_mfl%(z) fc ( )

(3.5 ml@z) = /
and

6o o= [ ww)

v —z — b (2)

Imiil(z) > 0, (zeCH),

respectively. Following the discussion of Section 2.2, mli’; and ﬁ%’; define two prob-
ability measures pfi and /’)\f'jc through the densities

1
(3.7) P2 (E) :=lim —Imml(E +in)  (E €R)
N\O T
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and
1
(3.8) PU(E) :=lim —Imml(E +in)  (E €R);
N0 T

cf. (2.7). More precisely, we have the following result which follows directly from
the proofs of Lemmas 3.5 and 3.6 below. Recall the definition of ®, in (3.1).

LEMMA 3.2. LetV and v satisfy the Assumptions 2.2 and 2.3. Then, for any
¥ € O4 and N € N, equations (3.5) and (3.6) define, through the inversion formu-
las in (3.7) and (3.8), absolutely continuous measures pf’i and ﬁt’% Moreover, the
measure ,01?0 is supported on a single interval with strictly positive density inside
this interval. The same holds true on 2 for the measures ,(’)}l»z, for N sufficiently
large.

Note that if (v;) are random, then so are ﬁi?c, respectively, @i As noted above,
we use the symbol ~ to denote quantities that depend on the empirical distribution
v of the (v;), while we drop this symbol for quantities depending on the limiting
distribution v of (v;).

We denote by LY, respectively, Li, the endpoints of the support of ﬁfi, respec-
tively, ,of’z. Let Eg > 1 + max{|L|, LL}, and define the domain

(3.9) Dy :={z=E+ineC:|E| < Eo, (pn)" < Ny <3N},

with L = L(N), such that L > 12&; see (2.20).
The following theorem is the main result of this section.

THEOREM 3.3 (Strong local deformed semicircle law). Let H” =9V + W,
¥ € Of [see (3.1)], where W is a real symmetric or complex Hermitian Wigner
matrix satisfying the assumptions in Definition 2.1 and V is a deterministic or
random real diagonal matrix satisfying Assumptions 2.2 and 2.3. Let

Ao+ o(1
(3.10) £ = %‘)() loglog N.

Then there are constants v > 0 and c1, depending on the constants Eg in (3.9),
ag in (3.3), Ao, ag, C1 in (2.20), 0, Cq in (2.3) and the measure V such that the
following holds for L > 40&. For any z € Dy, and any ¥ € O, we have

|
(3.11) im%,(z) — Mg (2)] < (qu)“fN—n,

with (&, v)-high probability on 2.
Moreover, we have, for any 7z € Dy, any v € Oy and any i, j € [[1, N]],

R . Imn’iﬁc(z) 1
(3.12) |Gl () = 8187 (2)] < (o) @(\/N:§7+ N—n)
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with (&, v)-high probability on 2, where we have set
1
PV — 2 — Mp(2)

(3.13) ()=

The study of local laws for Wigner matrices was initiated in [25-27]. For more
recent results, we refer to [23]. For deformed Wigner matrices with random poten-
tial, a local law was obtained in [39].

Denote by AV =Y, Ag AU )“11{1) the eigenvalues of the random matrix H v =
vV + W arranged in ascending order. We define the classical location, )7;9, of the
eigenvalue A? by

74 i —(1/2
(3.14) / Amdr="—32 G oiowy.

o N
Note that ()71-19) are random in case (v;) are too. We have the following rigidity
result on the eigenvalue locations of H”:

COROLLARY 3.4. Let HY =9V + W, O € O, where W is a real sym-
metric or complex Hermitian Wigner matrix satisfying the assumptions in Def-
inition 2.1, and V is a deterministic or random real diagonal matrix satisfying
Assumptions 2.2 and 2.3. Let & satisfy (3.10). Then there are constants v > 0 and
c1, ¢2, depending on the constants Eq in (3.9), ag in (3.3), Ao, ag, C1 in (2.20), 6,
Cy in (2.3) and the measure V, such that

(3.15) W =97 < (pn) ———%  (1<i<N),
1 1 N2/3&ll/3
N 1
(3.16) S =) < (o),
i=1

with (£, v)-high probability on 2, for all ¥ € O, where we have abbreviated
; :=min{i, N —i +1}.

In the rest of this section we sum up the proofs of Theorem 3.3 and Corol-
lary 3.4.

3.1. Properties of m?c and n’i?c. In this subsection, we discuss properties of
the Stieltjes transforms m}’; and n’i?c. We first derive the desired properties for m}’;
(Lemma 3.5 and Corollary A.2 in the Appendix) and then show in a second step
that mz: is a good approximation to n’iz: so that n’i}’; also shares these properties;
see Lemma 3.6.

For Eg as in (3.17), we define the domain, D', of the spectral parameter z by

(3.17) D' :={z=E+in:E € [—Eo, Eol, n € (0, 3]}.
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The next lemma, whose proof is postponed to the Appendix, gives a qualitative

description of the deformed semicircle law ,of’z and its Stieltjes transform mlf’;.

LEMMA 3.5. Let v satisfy Assumption 2.3, for some @w > 0. Then the fol-
lowing holds true for any © € ®. There are LY, Li eR, with L? <0 < Li,

such that supp ,ofﬁC =[L?, Li], and there exists a constant C > 1 such that, for all
D€ Ofy,

(3.18) CUKkE<pl(E)<Cyxg  (E€[L”,LY)),
where kg denotes the distance of E to the endpoints of the support of pfﬂc, that is,

(3.19) kg :=min{|E — LY

NE- L))
The Stieltjes transform, m'gc, of ,ofli has the following properties:
(1) forallz=E +ineD,
(e Eelt)
(3.20) Immg.(z) ~ n Ee [le’ Li]c?

NIES

(2) there exists a constant C > 1 such that for all z € D' and all x € I,

(3.21) Cl<|px —z—-ml(x)|<C.

Moreover, the constants in (3.18), (3.20) and (3.21) can be chosen uniformly in
T EBOy.

Next, we argue that n’i};’c behaves qualitatively in the same way as m?c on 2 for N
sufficiently large. Lemma 3.6 below is proven in the Appendix.

LEMMA 3.6. Let V satisfy Assumptions 2.2 and 2.3, for some @w > 0. Then
the following holds for all ¥ € O and all sufficiently large N on 2. There
are LV, Zi eR, with L? <0 < Zi such that suppﬁf’Z =[L?, Zi]. Let kg :=
min{|E — Z’Zl, |E — Zi|}. Then (3.18), (3.20) and (3.21) of Lemma 3.5, hold true
on Q, for N sufficiently large, with m?; replaced by ﬁig, pf’z replaced by ﬁf’z, etc.
Moreover, the constants in these inequalities can be chosen uniformly in ¥ € O
and N, for N sufficiently large.

Further, there is ¢ > 0 such that for all z € D' we have

(3.22) 2. (z) — ml(z)| < N~°@0/2 L% — Y| < N~

on 2 for N sufficiently large and all ¥ € O .
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3.2. Proof of Theorem 3.3 and Corollary 3.4. The proof of Theorem 3.3 fol-
lows closely the proof of Theorem 2.10 in [39]. The difference between Theo-
rem 3.3 of the present paper and Theorem 2.10 in [39] is that we presently con-
dition on the diagonal entries (v;); that is, we consider the entries of V as fixed.
Accordingly, we compare [on the event 2 of typical (v;)] the averaged Green
function m? with n’iz: [see (3.6)] instead of mf”;; see (3.5). For consistency, we
momentarily drop the ¢ dependence form our notation. To establish Theorem 3.3,
we first derive a weak local deformed semicircle law (see Theorem 4.1 in [39]) by
following the proof in [39]. Using the Lemma 3.5, Lemma 3.6 and the results in
the Appendix, it is then straightforward to obtain the following result.

LEMMA 3.7. Under the assumption of Theorem 3.3, there are c; and v > 0
such that

1 . 1
— Gii ()| < (pn)1* ——,
(Np)1/3 G2 VN7

with (&, v)-high probability on 2, uniformly in 7 € Dy and ¥ € O .

Imy () — fige(2)] < (pn)1%

To prove Theorem 3.3 we follow mutatis mutandis the proof of Theorem 4.1
in [39]. But we note that in the corresponding equation to (5.25) in [39], we may
set A = 0 in the error term, at the cost of replacing mg. by 7ig.. In the subsequent
analysis, we can simply set A = 0 in the error terms. In this way, one establishes
the proof of Theorem 3.3. Similarly, Corollary 3.4 can be proven in the same way
as is Theorem 2.21 in [39]. It suffices to set A = 0 in the analysis in [39]. We leave
the details aside.

4. Reference -ensemble.

4.1. Definition of B-ensemble and known results. We first recall the notion of
B-ensembles. Let N € N, and let £ ™ c RY denote the set

4.1 FMV = x=(x1,x2,...,x8) X1 <x2<--- < xy).

Consider the probability distribution, uy = /,L[l\]’, on M) given by

1
4.2) V«g(dx) = ﬁe—ﬂNH(x) dx, dx := ]l(X € F(N)) dxydxy--- dxy,

U
where 8 > 0,
(4.3) H(x) := §21<U(x~) + x—lz) -1 > log(xj —xi)
. = ) i D) N 409 !

i=1 I<i<j<N

and Zg = Z{}’ (B) is a normalization. Here U is a potential, that is, a real-valued,
sufficiently regular function on R. In the following, we often omit the parameters
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N and B from the notation. We use P*U and [E*U to denote the probability and the
expectation with respect to uy. We view uy as a Gibbs measure of N particles
on R with a logarithmic interaction, where the parameter 8 > 0 may be interpreted
as the inverse temperature. (For the results in the present paper, we choose =2
in case W is complex Hermitian Wigner matrix and § =1 in case W is a real
symmetric Wigner matrix.) We refer to the variables (x;) as particles or points,
and we call the system a log-gas or a 8-ensemble. We assume that the potential U
is a C* function on R such that its second derivative is bounded below; that is, we
have

4.4) inf U”(x) > =2Cy,
xeR
for some constant Cy > 0, and we further assume that
$2
4.5) U(x)+ - > 2+ &) log(1 + |x]) (x eR),

for some ¢ > 0, for large enough |x|. It is well known (see, e.g., [13]) that under
these conditions the measure is normalizable, Z {}’ < 00. Moreover, the averaged
density of the empirical spectral measure, p{}’ , defined as

1 N
4.6 N._Erv —N"¢, .
(4.6) Pu N ; Xi

converges weakly in the limit N — oo to a continuous function py, the equilib-
rium density, which is of compact support. It is well known that p;; can be obtained
as the unique solution to the variational problem

2
inf{ | (% 4 U(x)) dp() = [ toglx = y1dp(x) dp(y):
4.7 " ®

p is a probability measure}

and that the equilibrium density p = py satisfies

p(y)dy
R y—X

(4.8) Ux)+x=-2 (x € supp py).

In fact, (4.8) holds if and only if x € supp pyy. We will assume in addition that the
minimizer py is supported on a single interval [A_, A, ] and that U is “regular”
in the sense of [38]; that is, the equilibrium density of U is positive on (A_, A1)
and vanishes like a square root at each of the endpoints of [A_, A ]. Viewing the
points X = (x;) as points or particles on R, we define the classical location of the
kth particle, y,, under the 8-ensemble uy by

k—(1/2)

Yk
(4.9) /_ pudr=
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For a detailed discussion of general S-ensemble we refer, for example, to [1, 12].
For U =0, we write ug = ,u,](\;’ instead of wg, since g is the equilibrium mea-
sure for the GUE (8 = 2), respectively, the GOE (8 = 1). More precisely, setting

N
1 1
(4.10) He(x) =) le-z -V > log(xj —xp),
i=1 1<i<j<N
the GUE, respectively, GOE, distribution on /™ are given by

1
(4.11) ug(dx) = —e PNHGM gy,
ZG

where Z g =Z g (B) 1s a normalization, and we either choose 8 =2 or 8 = 1.
We are interested in the n-point correlation functions defined by

(4.12) o ers ot = [ b0 dt, - dr,

where ,uf/ is the symmetrized version of py given in (4.2) but defined on RV

instead of the simplex f V),
1
#
(4.13) MU(dx)=m,uU(dx(g)), dx =dx; --- dxy,
where x(©) = (X5 (1)s -+ -5 Xo(N)), With X (1) < - -+ < Xg(n). The following univer-

sality result is proven in [12].

THEOREM 4.1 (Bulk universality for 8-ensembles, Theorem 2.1 in [12]). Let
U be a C* regular potential with equilibrium density supported on a single in-
terval [A_, A4] that satisfies (4.4) and (4.5). Then the following result holds. For
any fixed B >0, E€ (A_,A}), |[E'|<2,neN,0<6 < % and any n-particle

observable O, we have with b := N~113,
lim day--- do, O(ayq, ..., ay)
N—o0 JRn
E+b dx 1 N ol oy,
x[/ —79Un<x+7,...,x+7>
E-b 2b[py(ED]" ™ Npy(E) Npy(E)

_;QN (E/-i-L E/+a7n>j|_
[psc(ENT"= " Nose(E)' 7 Npge(E)
Here, ps. denotes the density of the semicircle law, and an is the n-point the
correlation function of the Gaussian 3-ensemble, that is, with U = 0.

Theorem 4.1 was first proved in [11] under the assumption that U is analytic,
a hypothesis that was only required for proving rigidity. The analyticity assump-
tion has been removed in [12]. Recently, alternative proofs of bulk universality for
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B-ensembles with general 8 > 0, that is, results similar to Theorem 4.1, have been
obtained in [50] and [4]. In the present paper, we will not use Theorem 4.1; it is
stated here for completeness.

To conclude this subsection, we recall an important tool in the study of
B-ensembles, the “first order loop” equation. In the notation above it reads (in
the limit N — o0)

(4.14) my(2)? = / %gz(x)

pux)dx  (zeCh),
where my denotes the Stieltjes transform of the equilibrium measure pg, that is,

mu (@) =mpy @) = [ 2 0 g

The loop equation (4.14) can be obtained by a change of variables in (4.2)
(see [35]) or by integration by parts; see [49].

(zeCY).

4.2. Time-dependent modified B-ensemble. In this subsection, we introduce a
modified S-ensemble by specifying potentials U and U that depend, among other
things, on a parameter # > 0 which has the interpretation of a time. The potential
U also depends on N, the size of our original matrix H =V + W, yet the N
dependence is only through the fixed random variables (v;). Recall that we have
defined n’i%’;, respectively, m%’;, as the solutions to the equations

dv(v) 9\ dv(v)
Pv; —z —img(z) mfc(z)_/z?v—z—mlf’;(z)’

4.15)  mi(z) 2/

z € C*, subject to the conditions Im (z) Immf (z) =0, for Imz > 0. Recall
from (3.1) that we denote ®,, = [0, 1 —|—w’] @’ = w /10. We then fix some 79 > 0
such that /2 € ®,, and let

(4.16) O =0():=e (7102 (t > 0).

In the following we consider ¢+ > 0 as time, and we henceforth abbreviate
mfc( )(z) mg(t, z), etc. Equation (4.15) defines time dependent measures pf (1),
pre (), respectively, whose densities at the point x € R are denoted by pr.(z, x),
respectively, pf. (%, , X).

We denote by U’ (t,x), U (”)(t x) the first, respectively, the nth derlvatlve of
U (¢, x) with respect to x, and we use the same notation for U. We define U and U
(up to finite additive constants that enter the formalism only in normalizations)
through their derivatives U" and U’. For t > 0, we set

Pre(t, y)

“4.17) U’ (t,x)+x:= —2][ dy,

for x € supp prc (1), respectively,

(4.18) Ut x) +x = 2][ pre(t, y) dy,
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for x € supp pf:(¢). Outside the support of the measures pg. (f) and pf.(¢), we define
U’ and U’ as C? extensions such that they are “regular” potentials satisfying (4.4)
and (4.5) for all + > 0. The definitions of such potentials are obviously not unique.
One possible construction is outlined in the Appendix in the form of the proof of
the next lemma.

LEMMA 4.2. There exist potentials fj U:RT xR—> R, (t,x) — ﬁ(t,x),
U(t, x) such that for n € [1,4], U™ (¢, x), U™, x), 3, U™ (¢, x), 3, UM (1, x)
are continuous functions of x € R and t € R™, which can be uniformly bounded
in x on compact sets, uniformly in t € R™ and sufficiently large N. Moreover the
following holds for all t > 0 on Q2 for N sufficiently large:

(1) U'(t,x) and U' (¢, x) satisfy (4.17) and (4.18) for x € supp py.(t), respec-
tively, x € supp pg(t). For x ¢ supp pi(t), respectively, x & supp pgc(t), we have

\U' (1, x) + x| > 2|Re g (t, x)

, |U'(t, x) + x| > 2|Rem(t, x)|.
(2) There is a constant ¢ > 0 such that for all x € R and all t > 0, we have
(4.19) |U'(t,x) = U'(t, x)| < N~%0/2,

where o > 0 is the constant in (3.3).
(3) The potentials U and U satisfy (4.4) and (4.5). In particular, there is
Cy > 0 (independent of N), such that
(4.20) inf ﬁ’/(t,x) > -2Cypy, inf  U"(t,x) > —-2Cy.
xeR, teR+ xeR, teR+

Moreover, U and U are “regular”; see the paragraph below (4.8) for the definition
of “regular” potential.

Below, we are mainly interested in S-ensembles determined by the potential U.
For ease of notation, we thus limit the discussion to U.
For N e N we define a measure on / V) by setting

~ 1 7
“21) P (pedx) = Z—Ae—“ﬁNWZfV:I Vg (xer™),
1z

where Zj = Zg (p) is a normalization, and we usually choose  =1,2. By
Lemma 4.2, ;i is a well-defined B-ensemble, and from the discussion in Sec-
tion 4.1 we further infer that the equilibrium density of Vi LG, that is, the unique
measure solving the minimization problem in (4.7), is for any ¢ > 0, pg.(¢). View-
ing {l;, 1 as a Gibbs measure of N (ordered) particles (x;) on the real line, we
define the classical location of the ith particles, ¥; (¢), as in (4.9), that is,

/W i—(1/2)

(4.22) Pic(t, x)dx =

PSS N
From [12] we have the following rigidity result.

(i € [1, NT).
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PROPOSITION 4.3. Let ﬁ(t, ), witht >0and N € N, be given by Lemma 4.2.
Then the following holds on Q2. For any § > 0, there is ¢ > 0, such that for any
t >0,

@23) PG (|l — ()] = N~y <oV (1<i <),

for N sufficiently large, where PVHG stands for the probability under fﬂ\, nG con-
ditioned on V. Here, a; :=min{i, N — i + 1}.

PROOF. The rigidity estimate (4.23) is taken from Theorem 2.4 of [12]. To
achieve uniformity in ¢ > 0 and N sufficiently large, we note that estimate (4.23)
depends on the potential mainly through the convexity bounds (4.4) and (4.5).
Starting from the uniform bounds of Lemma 4.2, one checks that Proposition 4.3
holds uniformly in ¢ and N large enough. [J

In the rest of this section, we derive equations of motion for the potential U, -)
and the classical locations (¥;(¢)). To derive these equations we observe that the
Stieltjes transform i (¢, z) can be obtained from g (t = 0, 7) as the solution to
the following complex Burgers equation [46]:

(4.24)  diie(t, 2) = 30 [Mge(t, 2) (M (t, 2) + 2)] (zeCt,t>0).
This can be checked by differentiating (4.15). Combining the complex Burgers
equation (4.24) and the loop equation (4.14) we obtain the following result.

LEMMA 4.4. Let N € N. Assume that V satisfies the Assumptions 2.2 and 2.3.
Then the following holds on 2 for N sufficiently large. For t > 0, we have

(4.25) 8,71 =30'(t. 7)),
respectively,
~ Prc(t, y) l_ :
4.26 aitz—][i,\d — =yt e [[1, NT)).
@26 apn=—f TEZCd- R0 (LN

Further, the potential U satisfies

(4.27) 8, U(t,x) :][ U y)prett, y) dy  (x €supppr(r)).

R y—x
Moreover, there exist constants C, C' such that the following bounds hold on Q:
(4.28) Bl <c, 1306 x| <C,

for all i € [1, N1, uniformly in t > 0, x € supp prc.(t) and N, for N sufficiently
large.
Finally, U(t, -) and (y;(t)), share the same properties.



BULK UNIVERSALITY FOR DEFORMED WIGNER MATRICES 2373

PROOF. Combining (4.24) and (4.14), we find, forz e CT, ¢ > 0,
o~ 1 v+U'(t,v) _ v
3szc(l‘, Z) = 582 (-/ vi(z) (t U) dU + / pr( ) )

:%az<—f Uv(t V)5 . v)dv—l)

——a /U ¢ ”)ﬁfc(r v) dv.

Hence, for Imz > 0, we get

U'(t,v) (U'(t, v)pre(t, v))’
ot (t, z —— 5 P& vdv_—— dv.
(Mg (t,2) = 2 (v )2 pre(t, v) 5 v —2)
Clearly U'(t, v)pre(t, v) is a C? function inside the support of pg.(z) that has a
square root behavior at the endpoints. Thus we obtain from the Stieltjes inversion

formula that

1 R 1~ R
(429)  pr(t, E) = — limImdic(t, 2) = —=(U'(t, E)prce(t, E))',
7T \0 2

for all £ € (Z_ ), Z+ (1)), where Ei (t) denote the endpoints of the support of

ﬁfc (t ) .
On the other hand, differentiating (4.22) with respect to time, we obtain

VAQ)

| aiete v do =il 7)1,

—00

Substituting from (4.29), we get
1

W=7 pfca 7

Vi)
| @@ vpet. ).
Hence

1 1
0 7i(t) = 2m (l )/z(f))/)fc(f Vz(t))

and (4.25) follows. Using that U satisfies (4.17), we can recast this last equation

as
- prc(t, y) 1_
0,7 (t :—][7Ad — =70,
1¥i(t) ey — 7 Svi(®)
and we find (4.26). Equation (4.26) follows in a similar way by differentiat-
ing (4.17) with respect to time. By a similar computation we obtain (4.27). The
bound in (4.28) follows from Lemma 4.2. [

Starting from the relations in (4.15), we derived via the time dependent poten-
tial U, an equation of motions for the classical locations (3;(¢)). The points (¥; (¢))
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may also be viewed as the classical locations of the eigenvalues of a family of ran-
dom matrices which is parametrized by the times #y and ¢. This is the subject of
the next section.

5. Dyson Brownian motion: Evolution of the entropy.

5.1. Dyson Brownian motion. Let Hy = (h;j o) be the matrix
Hy =2V + W,

where V satisfies Assumptions 2.2 and 2.3, and W is real symmetric or complex
Hermitian satisfying the assumptions in Definition 2.1. Here, fo > 0 is chosen such
that ¥ = e’/? € ®, [see (3.1)], and we consider ¥ as an a priori free “coupling
parameter” that we fix in Section 8 below. Let B = (b;;) = (b;j,;) be a real sym-
metric, respectively, a complex Hermitian, matrix whose entries are a collection
of independent, up to the symmetry constraint, real (complex) Brownian motions,
independent of (h;;,0). More precisely, in case W is a complex Hermitian Wigner
matrix, we choose the entries (b;; /) to have variance ¢; in case W is a real symmet-
ric Wigner matrix, we choose the off-diagonal entries of (b;; ;) to have variance ¢,
while the diagonal entries are chosen to have variance 2¢. Let H; = (h;; ;) satisfy
the stochastic differential equation

db;;
VN

It is then easy to check that the distribution of H; agrees with the distribution of
the matrix

(5.2) e~ (1=10)/2y + e 1/2w + (1 _ e_[)l/ZW,’

1
(5.1 dh,‘j = Ehij dr (t=0).

where W' is, in case W is a complex Hermitian, a GUE matrix, independent of V
and W, respectively, a GOE matrix, independent of V and W, in case W is a real
symmetric Wigner matrix. The law of the eigenvalues of the matrix W is explicitly
given by (4.11) with 8 = 2, respectively, 8 = 1.

Denote by A(t) = (A1 (¢), A2(t), ..., An(?)) the ordered eigenvalues of H;. It is
well known that A(¢) satisfy the following stochastic differential equation:

(@)
V2o ( Mo 1
VBN 2 NS hi—4

where (b;) is a collection of real-valued, independent standard Brownian motions.
If the matrix (b;;) in (5.1) is real symmetric, we have B = 1 in (5.3), respectively,
B =2,if (b;;) is complex Hermitian. The evolution of A(¢) is the celebrated Dyson
Brownian motion [21].

For ¢ > 0, we denote by f; ¢ the distribution of A(7). In particular, [ f; dug =
[ fitk)ug(dL) = 1. Note that f;iuc depends on V through the initial condition

(5.3) dr; = )dt (i ell1, NT),
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fomg. In the following we always keep the (v;) fixed; that is, we condition on V.
For simplicity, we omit this conditioning from our notation. The density f; is the
solution of the equation

O fi=Lf (t=>0),

where the generator L is defined via the Dirichlet form

Oy, ).

N
54 Dug(H=- [ fLfduc=y N [@rrPane @
i=1

Formally, we have £ = ,BLNA — (VHe) -V, that is,

)
(5.5) L= Z—az+2(— )»+1Z,\ —x)

We remark that we use a different normalization in the definition of the Dirich-
let form D, (f) in (5.4) (and the generator £) than in earlier works, as in, for
example, [30], where the Dirichlet from is defined as Z 13N N @@ f Vdug.

LEMMA 5.1 (Dyson Brownian motion). The equation o; f; = L f;, with initial
data fil;=0 = fo has a unique solution on L! (ug) = L! (RN, ng) for all t = 0.
Moreover, the domain FN) is invariant under the dynamics; that is, if fo is sup-
ported in FN) | then is f; forall t > 0.

(Strictly speaking, the eigenvalue distribution of Hyp may not allow a density fo,
but for ¢ > 0, H; admits a density f;. Our proofs are not affected by this technical-
ity.)

We refer, for example, to [ 1] for more details and proofs. To conclude, we record
one of the technical tools used in the next sections.

LEMMA 5.2. Denote by f;(A)ug(dr) the distribution of the eigenvalues of
matrix (5.2) with t > 0. Then, for any 0 < a < 1/2, we have

(5.6) sup [ Z — 70 M) dp() < N1,

t>0

on Q for N sufficiently large, where (¥;(t)) denote the classical locations with
respect to the measure pic(t); that is, they are defined through the relation

/?f@ _ i—(1/2)

(5.7 prc(t, x)dx = ——— (1 <i<N).

oo N
[They agree with the classical locations of (4.22).]
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PROOF. The random matrix W; = (w;j ;) := e PW + (1 —e HY2W satis-
fies the assumptions in Definition 2.1: the entries are centered and have variance
1/N. Moreover, since the distributions of (w;; o), satisfies (2.3) and since (wlf j)
are real, respectively, complex, centered Gaussian random variables with variance
1/N, respectively, 2/N, the distributions of (w;; ) also satisfy (2.3). The claim

now follows from (3.15) of Corollary 3.4 and the moment bounds E Tr W,ZI7 <Gy
(see, e.g., [1]), as well as the boundedness of (v;). [

5.2. Entropy decay estimates. Let w and v be two (probability) measures on
R¥ that are absolutely continuous with respect to Lebesgue measure. We denote
the Radon—Nikodym derivative of v with respect to w by , define the relative
entropy of v with respect to w by

dv dv
(5.8) Sllw) := —log—da)
N dw dw

and, incase v= fw, f € LY (RN), abbreviate

So(f) =S(folw).
The entropy S, (f) controls the total variation norm of f through the inequality

(59) [1£ = 11do = 25,05,

aresult we will use repeatedly in the next sections.

Besides the dynamics ( f;);>0 generated by £ introduced in Section 5.1, we also
consider a (a priori undetermined) time dependent density, (&,) >0, With respect to
. We assume that v, £ 0, almost everywhere with respect to j and abbreviate
g = % Setting @; 1= &tu(;, we can write

t

JiM) g (dr) = g (M) (dr).

A natural choice for ;g is the time dependent B-ensemble, 1}, ug, introduced
in (4.21). Yet, followmg the arguments of Erd6s et al. [29] we make a slightly
different choice for w, for T > 0, we define a measure w, G on | (N) by setting

~ 1 _ N T 2 -~
(5100 FiMugdh) = e PR GTHONCIY, ) g (h),
Z
where Z:Z = Z:Z (B) is chosen such that [ V(Mg (dL) = 1. In the following, we
t t

mostly choose 7 to be N-dependent with 1>> 7 > 0.

_ We call the measure ;G the instantaneous relaxation measure. The density
Yy depends on V = diag(v;) via the initial condition . As for the distribution f,

we condition on V and omit this from the notation. We may write the measure
Y G in the Gibbs form

1
Ui (Mg (dr) = - e ANHM) gy (her™),
Y
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with

(i — i (1))? N ﬁ(z,xi))’

N
(5.11) ﬁz(k)z’HG(XHZ( 27 2

i=l

where Hg is defined in (4.10) and Z 0= Z i (B) is a normalization. Then we
compute

1 3 ; 1
( U(t,)\.)+ >

T2 2
i=1
| N O
5.12 — J; d
(5.12) +N;;<xl—x,->2(’“ ju)
diu)>

for u € C'(RN) and t sufficiently small (independent of N), where we use that
U’(t,) is uniformly bounded below by Lemma 4.2. Then, by the Bakry—Emery
criterion [3], there is a constant C such that the following logarithmic Sobolev
inequality holds for all sufficiently small 7 > 0:

(5.13) Si (@) =CtDg,(Vg) (=0,

where g € L°°(day) is such that [ g d@; = 1. We refer, for example, to [28-30, 33]
for more details.

Recall the definition of @ g in (4.21). Let E, denote the generator defined by
the natural Dirichlet form with respect to @, that is,

1 X _ P
614 Do@ =55 Y @ a=— [alqia >0
i=1
The main result of this section is the following proposition.

PROPOSITION 5.3. Let 3y := f;/ Wy, and set @; := Y, jug such that

S(finG|¥inc) = Sa, (@)

Then there is a constant C (independent of t) such that, for all 0 < a < 1/2, we
have

(5.15) Sz, (81) < —4D5,(/8) +CN'™ (1 >0),

for N sufficiently large on Q.
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The results of Proposition 5.3 resemble the relative entropy estimate of Theo-
rem 2.5 in [30] for Wigner matrices. However, due to the fact that both distributions
fig and fﬁ\; ng are not close to the global equilibrium for the Dyson Brownian
motion, (g, the reference ensemble fﬁ\; g changes with time, too. Thus to estab-
hsh (5.15), we need to include additional factors coming from tlme derivatives of
1//, . These can be controlled using the definition of the potential U (t). The idea
of choosing slowly varying time dependent approximation states and controlling
the entropy flow goes back to the work [61].

The relative entropy S, and the Dirichlet form Dg, do not satisfy the logarith-
mic Sobolev inequality (5.13). However, we have for ¢ > 0 the estimates

(5.16) D, (/31 <2Dg, (V3 + CﬁN <
and

. - N?
(5.17) Dg, (\/;) <2D5, (V&) + Cﬂ ,th ’
respectively,

N2
(5.18) S@t(gt):Sa,(’g\t)-i-(’)(ﬁ TQ[>,
where we have set
| N

(5.19) Q= Eff“GNZ(k,- ~ 7).

i=1
Estimates (5.16), (5.17) and (5.18) can be checked by elementary computations,
which we omit here. In the following we always bound Q; < CN~'"2%[t >0, a €
(0, 1/2)]; see Lemma 5.6. Using (5.16), (5.17) and (5.18) in combination with the
logarithmic Sobolev inequality (5.13) and with Proposition 5.3, we can follow [30]
to obtain a bound on the Dirichlet form Dz, (1/8:)-

COROLLARY 5.4. Under the assumptions of Proposition 5.3, the following
holds on Q2 for N sufficiently large. For any ¢’ > 0 and t > TN with 1 > 1 >
N 722 we have the entropy and Dirichlet form bounds

1-2a N172a
(5.20) Sa (81) =C - Dy, (V&) <C

where the constants depend on €.

Before we prove Proposition 5.3, we obtain rigidity estimates for the time de-
pendent S-ensemble 1, 1. Recall that we denote by (3; (¢)) the classical locations
with respect to the measure pg(¢). Also recall the notation &; = min{i, N —i + 1}.
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LEMMA 5.5. Let l7(t, ), t >0 be as in Lemma 4.2. Then the following holds
on 2 for N sufficiently large:
For any § > 0, there is ¢ > 0 such that

G20 (- 3] > NI ) <o

forallt >0,1<i <N, where IP”ZWG, stands for the probability under @MG
conditioned on 2. Moreover, for any 0 < a < 1/2, we have

(5.22) sup / Z — 70 T M) < N7
>0
for N sufficiently large.
PROOF. The rigidity estimate (5.21) follows from Proposition 4.3 by choosing

N € N sufficiently large. Estimate (5.22) is a direct consequence of (5.21) and the
fast decay of the distribution ¥, (A)ug(A). U

For brevity, we often drop the ¢#-dependence of ¥; (¢) from the notation.

__ PROOF OF PROPOSITION 5.3.  Recall that we have set & = ft/lﬁ, and w; =
Y iuG. The relative entropy S(fiic|v:iic) = Sp, (8:) satisfies [61],

2 L—9
(5.23) atS(ﬁquuc)———f' Cinty Ui d m/ﬂftd 146G

We note that the first term on the rlght-hand side of (5.23) equals

1 [1IV&l? -~ -
(5.24) ——— [ ——¥rduc = —4D5,(V/&).
BN 8t
To bound the second term on the right-hand side of (5.23), we write

(L — )Y

rdu
g, e

(5.25) o | N N A A o
- / (£1§) o, + 5 / SO0t ) (32 (V) day (1) — / 2000 du,
i=1

with £, defined in (5.14).

Note that the first term on the right-hand side of (5.25) vanishes since, by con-
struction, @; is the reversible measure for the instantaneous flow generated by L.
The last term on the right-hand side of (5.25) can be computed explicitly as (recall
that the normalization Z7 in the definition of @MG also depends on ),

(5200 - / @at%dm:[Eﬁ“G—EW[ ZazU(rw}

i=1
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To deal with the second term on the right-hand side of (5.25), we integrate by parts
to find

1 -
; f S U 1) (3,8 () ddd, (A)
i=1

1.
(5.27) = EfiHe [—5 YU, x,-)}
i=1

N

i)
BN X . 2 1
Bt | N T (6, ) [0, ) + 20 — — :
+ [42 @ AU hi) + A N;M_)\j

Setting g; = 1 in the above computation, we also obtain the identity

0= EViHG [—— YUt A )}

(5.28) =l

R NN . 2 1
_{_EWW«G[ﬁTZU/(Z’)\J)(U/([,)ui)+)\.i__Z .
i=1 N H A

Equation (5.28) may alternatively be derived from the “first order loop equation”
for the S-ensemble ¥, . Equation (5.27) can thus be rewritten as

1 &
5 / SO0 (1 ) (3% (V) day (1)
i=1

_ AR
= [Ef’MG _EI//rMG]|:_§ ZUU(I,M):|
i=l1

(5.29) ~
+ [EftMG _ E%MG]

BN 29
[ ZU(I,\)<U(M)+A—N;Ai_kj)}.

i=1

Next, to control the second and third terms on the right-hand side of (5.25),
respectively, the rlght -hand side of (5. 29) we proceed as follows. We expand the
potential terms U'(t, h), respectlvely, U"(t, %), in Taylor series in A; to second
order around the classical location ¥;. The resulting zero order terms cancel ex-
actly since the classical locations of the ensembles f; g, and w, G agree by con-
struction. The first order terms in the Taylor expansion can (1) either be bounded
in terms of the expectations of Zl 1 (A — )’7,)2 (which can be controlled with the
rigidity estimates in Lemmas 5.5 and 5.2); or (2) they cancel exactly due to the def-
inition of the potential U(z,-) and its equation of motion in (4.27). Finally, the sec-
ond order terms in the Taylor expansion can be bounded by the rigidity estimates
in Lemmas 5.5 and 5.2. The details are as follows.
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Expanding atﬁ (¢, 1;) to second order around ¥;, we obtain from (5.26) that

_/‘gtaz{/f\; dug = [Ef#6 — E@MG]

NY N&
(5.30) x [’%Zatuu, Vi) + %Zw/(r, yi)(hi — %)}
i=1 i=1
+O(N1_2a),

on €2, where we use the rigidity estimates in Lemmas 5.5 and 5.2, and that
9;U" (¢, -) is uniformly bounded on compact sets by Lemma 4.2.
To save notation, we introduce a function G : RT x R? — R by setting
U't,0) - U't,y)
X—y ’
with G(t; x, x) := U"(t, x). Note that G(¢; x, y) = G(¢; y, x) and that G is C2

in the spatial coordinates by Lemma 4.2. Recalling the equation of motion for
o;U(t,-) in (4.27), we can write

- U'(t, y) dpr(t
8tU(t,x)=][ (ay) pfc(’y)

(5.31) G(t;x,y) ==

(5.32) 0T
U'@t,y)=U'(t, c
=f (t,y) (t,x )dpfc(t W+ 0. )][ dpre(t, y)
y—x

for x inside the support of the measure pg.. Thus, recalling (4.17) and (5.31), we
obtain

~ 1~ ~
(5.33) o:U(t,x) = / G(t; x,y)dpe(y) — EU/(t,x)(U/(t,x) + x),

for x inside the support of the measure pr.
We hence obtain from (5.30) that

_//g\tatat duc

= [E/iH6 — E‘”I“G][ /G (t; %, ) dpie(¥) (i —yz)}

fi Vi 'BNN"// AN(TT (4 = = =
(5.34) — [Bfre —EVe]) = > U (.90 %) + 7)) (i — 7)
i=1

fin i BN S50 o (07 o 7
— [E/He —EVIHG] TZU(t’Vi)(U 7))+ 1) —7)
i=1

+O(N172a),
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on €2, where we denote by G'(¢; x, y) the first derivative of G (¢; x, y) with respect
to x.

Next we return to (5.29). Using the rigidity estimates of the Lemmas 5.5 and 5.2,
we find

1 &
> [ X0 eEm) dm
i=1

R N
=[Eft.UG _ElﬂtﬂG |: %Zﬁ (t, Vl(t)]
(5.35) 4+ [Efzuc _E%MG]
BN 281
[ ;U(t A)(U(t Ai) 4 A — NZ/\,-—AJ)}
+O(N1/2_a),

on €2, where we use a Taylor expansion of the first term on the right-hand side

of (5.29). Here we also use that U’ is three times continuously differentiable with
uniformly bounded derivatives on compact sets. Note that the first term on the
right-hand side of (5.35) vanishes.

Using the definition of G(¢; -, -) in (5.31), we can recast (5.35) as

1 &
S [ XU eEm) dm
i=1

:[EftMG_E{/;tMG |:ﬂ ZU(; )\)(U (t, X)+)»):|
(5.36) =l

. NN O
+[Efrltc _EWW«G |:_TZ Z (f§)»i,)»j):|
i=1""

+O(N1/2_a),

where we use the symmetry G (¢; x, y) = G(¢; y, x). Expanding the second term
on the right-hand side (5.36) to second order in (A;, A ;) around (};, ¥;), we obtain

fina ’:ﬁ\tﬂG ﬂN - =
[E/i#6 — EVikG]| — Z > Gt ki, h))

4 i= 1 j
N N
— [Rfit6 _ p¥inc _’B_N 1 —
(5.37) [E E ][ 5 ;(N, 1G(t yl,y,))(k Vz):|

+ O(Nl/Zfa) + O(N172a)’



BULK UNIVERSALITY FOR DEFORMED WIGNER MATRICES 2383

on Q, where we use G(i:x,y) = G(t;y,x), G(t:x,x) = U"(t,x) and that
G(t;x,y) is C? in the spatial variables. Thus, also expanding the first term on
the right-hand side of (5.36) in X; around ¥;, we obtain

1 &
3 [ X000z 0) dai )
i=1

- N1
_ [Eft.uG _ Elﬁzﬂc][_% Z(ﬁ ZG/(I; Vi f/}))()»i - f/\,)i|

i=1

(5.38) + [Efne — glina] [ﬁ ZU”(t 7', 7))+ 7i) _Vz):|
i=1

_ N
+[Eﬁ“G—E¢f“G[ Z , %) U/(r,?,->+1)(x,-—@>}

+ O(Nl/Z—a) + O(Nl—Za),

on €2, where we use the rigidity estimates in Lemmas 5.5 and 5.2.
Adding up (5.34) and (5.38), we hence obtain

L—3)
Vﬂf{dw‘

’BthG s
<A

i=1

N
S G 77

j=1

z[~

—/G/(t; Yiry) dﬁfc(y)>()»i - 371')]

R N /| N

t (e 0 o

—E””“G[—Z<NZG(LV,~,VJ)
l=1 J:l

- [e@ iy dﬁfc<y)><xi - m”
+O(N1/2_a)+O(N1_2a),

on . To finish the proof we observe that for all ¥;,

1 R R R B
NZG’@:yi,y,-)sz/(z;yl-,y>dpfc(z,y>+0(1v 1,
j=1
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on , where we use that ;1| — 7; ~ N_2/36zi_1 (o; =min{i, N —i + 1}), and the

square root decay of pg.(¢) at the edges of the support. Thus

(L =3V
(2

for N sufficiently large on 2, where we use one last time the rigidity estimates.

Using that N'/27% < N172% q € (0, 1/2), we get from (5.23), (5.24) and (5.39)

the desired estimate (5.15). [

(5.39) frdug = O(NV*%) + O(N'™),

Before we move on to the proof of Corollary 5.4, we give a rough estimate on
Sa, (&) fort > 0.

LEMMA 5.6. There is a constant m such that, for t > 0 and t > t, we have

(5.40) S, (&) = S(figl¥ing) < CN™
on 2, for N sufficiently large. Here the constant C depends on t.

PROOF. From the definition of the relative entropy in (5.8), we have

S(ft,U«G“,ﬂ\tMG)
(5.41)

BN & [~
< S(fmcluc) +| 50 3 [ 03 i% duo )| +log 2,
i=1

Since the potential U (t) is bounded below, we have (for N sufficiently large on
Q) logZy <CBN 2. Similarly, using the rigidity estimate (5.6), we can bound the
second term on the right-hand side of (5.41) by CN2. To bound the first term on
the right of (5.41), we use that S(fyuglug) < S(H|W') < N?Z max S(h,-j,,lwtfj) +
N max S(h,'i,t|wl’.i), where (h;; ;) are the entries of the in (5.2) and wlfj are the en-
tries of the GOE, respectively, GUE, matrix W’'. By explicit calculations, remem-
bering that the diagonal entries (v;) are fixed, one finds max S(h;;|g;j) < CN for
t > t; see, for example, [22]. (Note that we choose ¢t > 0; otherwise the relative
entropy may be ill defined.) [J

To complete the proof of Corollary 5.4 we follow the discussion in [30].

PROOF OF COROLLARY 5.4. Using an approximation argument, we can as-
sume that g, € L°°(d@,). Using first the entropy bound (5.15) and then the Dirich-
let form estimate in (5.17), we obtain

3, Sp,(8) < —4Dg, (/1) + CN'~2¢
N1—2a
1-2

<-2D; (V&) +CN'=2 ¢ C

1—2a
<—Ct7'8; @) +C

2 7
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for N sufficiently large on 2. To get the third line we use the logarithmic Sobolev
inequality (5.13) and that, by assumption, T < 1. Using the entropy estimate (5.18),
we thus obtain

1—2a
(5.42) 355,38 < —Ct7'S5,(@8) + C 7
for N sufficiently large on 2. Integrating (5.42) from t to /2, we infer

1—2a
~ _Cct! _ —~
So,p @12 <€ OS5 (8 + C —.

for N sufficiently large on Q. Bounding S5. (gr) by (5.41), we get

—1 Nl—2a
S@z/z(gt/Z) =< CN™Me €t (/21 4 © ’
T

for N sufficiently large on 2. Recalling that t > 1o = TN ¢ and using the mono-
tonicity of the relative entropy, we obtain the first inequality in (5.20).
Integrating (5.15) from ¢ /2 to ¢, we obtain

t t
f D, (V) ds < —] 35Sz, (8s)ds + CtN'120,
/2 t/2

Thus, using the above estimate on the relative entropy and the monotonicity of the
Dirichlet form,
1-2a

D3 (V&) <C + CN!2,

T

Recalling thatt > i =N 'z, we get the second inequality in (5.20). O

6. Local equilibrium measures. The estimates on the relative entropy and
the Dirichlet form obtained in Corollary 5.4 do not directly imply that the local
statistics of the measures f;ug and {ﬁ, 1 agree in the limit of large N. How-
ever, the averaged local gap statistics of f;ug, Vi and g can be compared
(for 1 > 1> N~1/2) for large N as is asserted in the main theorems of this sec-
tion, Theorem 6.1 and Theorem 6.2, below. We first state these results and give
a short outline of their proofs in Section 6.1 before going into the details in Sec-
tions 6.2-6.5.

6.1. Averaged local gap statistics for small times. Recall that we call a sym-
metric function O :R"” — R, n € N, an n-particle observable if O is smooth and
compactly supported. For a given observable O, a time ¢ > 0, a small constant
a>0and j € [[aN, (1 —a)N]], we define an observable G ,, ;(X) = G ,(X), by
setting
6.1 Gjn(X):=O0(Npj(xjy1 —x;), Npj(xjp2 —Xj), ...,

Npj(xj4nt1 = X)),
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X = (xk)N 1 € F™N) where we set Gjn=0if j+n> (1 —a)N.Here p; denotes
the density of the measure pr.(¢) at the classical location of the jth particle at
time 7, that is, p; := prc(t, ¥;(¢)). We also set

62) Gjnsc(X):=O(Npsc,j(Xj41 — X)), Npse, j(Xj12 — Xj), ...,
N;Osc,j(xj+n+1 _xj))’

x € F"N), where pg,; denotes the density of the semicircle law at the classical
location of the jth particle with respect to the semicircle law.

In the following, we denote constants depending on O by Cg. Recall the defi-
nition of the density ¥ in (4.21). We have the following statement on the averaged
local gap statistics.

THEOREM 6.1. Letn € N be fixed, and consider an n-particle observable O.
Fix a small constant « > 0, and consider an interval of consecutive integers J C
[aN, (1 —a)N] in the bulk. Then, for any small § > 0, there is a constant § > 0
such that, for t > N—1/248,

1 1 _
’/ m Z Gjn(X) fi(x)dug(x) — / m Z Gjn(X) Y (x)dpg(x)

jeJ ieJ
6.3) ! ’
<CoN7T,

for N sufficiently large on 2. The constant Co depends on o and O, and the
constant | depends on o and §.

We can also compare the averaged local gap statistics of f;ug, with the aver-
aged local gap statistics of the Gaussian unitary, respectively, orthogonal, ensem-
ble.

THEOREM 6.2. Under the same assumptions as in Theorem 6.1 and with sim-
ilar constants, we have

‘/ |J| ZGJ n(X)ft(X)d,LLG(X) f |J| ZG]V!SC(X)dMG(X) <C0N f

for N sufficiently large on Q2.

The proofs of Theorem 6.1 and Theorem 6.2 proceed in two steps. We first
localize the measures f;ug and @, wg; that is, we study the statistics of IC,
1 €« K « N, consecutive particles inside the bulk—the interior particles—with
the remaining particles—the exterior particles—being fixed; for details, see Sec-
tion 6.2. For most configurations of the exterior particles (boundary conditions),
we can compare the statistics of the localized versions of f;ug and fﬁt, 1a. This
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is accomplished in Proposition 6.4 of Section 6.3 by using that (1) the localized
B-ensemble satisfies a logarithmic Sobolev inequality (6.23) with constant C/C/N
and that (2) the localized Dirichlet form can be controlled by the global Dirichlet
form [see (6.24)], the latter being estimated in Corollary 5.4.

In a second step, we use Theorem 4.1 of [31] that, roughly speaking, assures that
the local gap statistics of localized B-ensembles are essentially independent of the
boundary conditions and indeed agree with the local gap statistics of the Gaussian
ensembles. Putting this universality result to work in Section 6.4, we conclude that
the local gap statistics of the localized version of the measure f;ug are universal,
for 1>> ¢ > N~!/2 and for most boundary conditions. Theorems 6.1 and 6.2 are
then proven in Section 6.5 by integrating out the boundary conditions.

We conclude this subsection with the following two remarks: once the entropy
estimate of Proposition 5.3 has been established, one can apply the methods of [31]
to prove the gap universality in the bulk for deformed Wigner matrices; see Re-
mark 2.8 above for an explicit statement; we leave the details to the interested
readers.

As an alternative to the approach outlined above, one could combine the ap-
proach from [30] with Theorem 2.1 in [12] (see Theorem 4.1 above), to prove
Theorems 6.1 and 6.2.

6.2. Preliminaries. Let a,o > 0 be two small positive numbers, and choose
two integer parameters L and K such that
(6.4) LeflaN,(1—a)N], K e[N°, NY.

Wedenote by I, g :=[[L—K, L+ K] asetof K :=2K + 1 consecutive indices in
the bulk of the spectrum. Below we often abbreviate / = I; g . Recall the definition
of the set F ™ c RN in (4.1). For A € F V), we write

(6.5) A=y s VLK1 XL—K» s XL+Ks YL+K+1s -5 YN)s

and we call A a configuration (of N particles or points on the real line). Note that
on the right-hand side of (6.5) the points keep their original indices and are in
increasing order so that

X=L—K,....xk+1) € F N,
(6.6) N—K)

Y=t s YL—K—1, YL+K+1:---- YN) € F ,
We refer to x as the interior points or particles and to y as the exterior points or
particles.

In the following, we often fix the exterior points and consider the conditional
measures on the interior points: let w be a measure on f ) with a density. Then
we denote by Y the measure obtained by conditioning on y; that is, for A in the
form of (6.5),

Y (dx) = oY _ oQdx ok y)dx
(A0 =M= R T T, y) X
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where, with slight abuse of notation, w (X, y) stands for w(A). We refer to the fixed
exterior points y as boundary conditions of the measure Y. For fixed y € f (N =5,
all (x;) lie in the open configuration interval

I=1.k :=(L—Kk-1, YL+K+1)-
Set y := (yL—k—1+ YrL+Kk+1)/2, and let

J— .
6.7 S I
(6.7) y+,C+1|yI (jelL k)

denote K equidistant points in the interval 1.
Let U € C*(R) be a “regular” potential satisfying (4.4) and (4.5). We then con-
sider the B-ensemble

(6.8) w(dh) = uy (di) = Zie—ﬁ’v”(“ . (B>0),
U
with [cf. (4.2)]
Al AN
(6.9) HQ) = Z—(U(A,-) + —) —— > loglkj — Al
i=1 2 2 N I<i<j<N

and with Zy = Zy (B) a normalization. For K, L and y fixed, we can write u¥ as
the Gibbs measure

1
(6.10) u (dx) = —-e PV ® gx
ZU
where
(6.11) HY(x) = Z VY(x) — — Z log |x; — xil,
zel zjeI

i<j

with
x2 2

(6.12) Vy(x)zU(x)—i-?—NZloglx—yﬂ

i¢l

an external potential and with ij = ZyU (B) a normalization. Following [31], we
next introduce the notion of regular external potential:

DEFINITION 6.3. An external potential V = V¥ of a -ensemble of K points

in a configuration interval I = (a, b) is called K*-regular if the following bounds
hold:

K KX
(6.13) I = NoG )+(9< N >,
d4(x) KX
6.14) V) = p(5)log 55 O(Nd(x)),
(6.15) VN(X) >1+ infU”(x) +

%’
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for x € I, with some ¢ > 0 and for some small y > 0, where
d(x) :=min{|x — al, |x — bl|}

denotes the distance to the boundary of I,
d_(x):=d(x)+p(H)N KX

and

di(x) :==max|{|x —al, |x —b|} + p(HN KX,

The main technical result we use in this section is Theorem 4.1 of [31]; see
Theorem 6.5 below. It asserts that the local gap statistics of uY are essentially
independent of y and U, provided that V¥ is KX -regular for some small x > 0.

6.3. Comparison of local measures. Fix small @, 0 > 0, and let K and L sat-
isfy (6.4). Recall that we denote by f; ¢ the distribution of the eigenvalues of the
matrix in (5.2) and by 1///\t ¢ the reference S-ensemble defined in (5.10). Following
the discussion in Section 6.2, we introduce the conditioned densities

(6.16) el =fne),  uk =@hue).

Recall that we denote by pg.(¢f) the equilibrium density of 1@ uc and by
Yk = Vi (¢) the classical location of the kth particle with respect to pr. = prc(2);
cf. (3.14). Let g9 > 0 and define the set of “good” boundary conditions, R x =
Rk (0, a),

Rex:={rerM™M: -l <N Vke[[aN, (1 —a)N]\ Ik}

(6.17)
N{xer ™ — il < N~23F0 vk e [[1, NT).

The next result compares the local statistics of f ,uyG and IZ,Y MyG forye R k.
Recall that a stands for any number in (0, 1/2).

PROPOSITION 6.4. Fix small constants a,o0 > 0 [see (6.4)] and &9 > O;
see (6.17). Let K satisfy (6.4), and let O be an n-particle observable. Let &' > 0,
and choose T satisfying 1 > 1 > N~2% Then, for any t > N ¢ and any constant
c € (0, 1), there is a set of configurations G = G, g (g0, @) C R k (g0, @), with

—C

2 ’

(6.18) P/i6(G) > 1 —
such that

619 |[ 00 00 - B )l < CoVRNI,

t > N¥'t, for N sufficiently large on Q. The constant Co, depends only on €', a
and O.
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Moreover, there is v > 0, such that
Y,y
6200 B ({lr— 0] < N7 ke D)) 21— e,

t> Ng/'c,for N sufficiently large on 2, with § = Agloglog N /2; see (2.20).

PROOF. We follow closely the proof of Lemma 6.4 in [31]. Let 7 satisfy 1 >
7> N2 and choose ¢ > N¢' 7. We estimate

<Co fzyMyG i MG I

<Co,\[Spr,x (&)

where we use (5.9) and set g = fi/ ;. For y € R k., we consider the locally
constrained measure Wz ,uG, explicitly given by

‘ [0t %0 - T )t

(6.21)

U () = e VA0 gy,

with

Iy 2
HY (1, x) = Z(U(;’xk) + %")

kel

- N 3 log lxk — x| — —ZlogIXk —il.
kel keI

k<l I¢1

Here I = I; k. From (5.20) of [31], we know that
(6.22) ViHY(t,x) = cN/K  (YERLk),

for some ¢ > 0 independent of ¢. Here, V2 denotes the Hessian with respect the
variables x. Thus the Bakry—Emery criterion yields the logarithmic Sobolev in-
equality

_y, _CK e
(6.23) gy, @) < TDW’% (\/g?) (Y€ R k)

where the constant C can be chosen independent ¢.

For k € [1, N1, denote by D% 16k the Dirichlet form of the particle k, that is,
D%uc,k(f) = ﬁ i |3kf|21’ﬂ\;,uG, and by DiZ,yué,k its conditioned analogue (with
k € I}, k). Using the notation of (6.5), we may write

B Do (VE) = [ D (VA hi0omatan),



BULK UNIVERSALITY FOR DEFORMED WIGNER MATRICES 2391

and we can bound

B Dy () =B 3 D 4(VR)

kel
(6.24) <Dy,..W3)
< CNl—ZCl_L,—2

for N sufficiently large, where we use Corollary 5.4 in the last line. Thus Markov’s
inequality implies, for ¢ > 0, that there exists a set of configurations G' c R, with
P/t (Gly > 1 — N~¢, such that, fory € G/,

(6.25) Dy, (V8)) < CNP*N! 2002

holds for N sufficiently large on €2. Substituting (6.25) into (6.23) and then
into (6.21), we find that

‘/ OX)(ff — ¥k (dx)| < CovVKN Nz,

on 2 for N sufficiently large. This proves (6.19).
To prove (6.20) note that the rigidity estimates of Lemma 5.6 imply

E/ikG []P’ffy“yG(ka ~ @] > N ke 1))]
= P/H6 ({lx — P ()] > N~ ke 1)) se @),

for some v > 0, where we have chosen £ = Agloglog N /2. By Markov’s inequal-
ity we conclude that there is a set of configurations, G2, such that (6.20) holds with
(&, v)-high probability. Finally, set G := G ' G2, and note that G satisfies (6.18).

O

6.4. Gap universality for local measures In Section 6.3, We show that the
local gap statistics of the measure f agree with those of w, /’LG for boundary
conditions y in the set RL k. In this subsectlon we are going to show that the
local statistics of ‘l’t [LG are essentially independent of the precise form of y, as
is asserted by the main theorem of [31]. Recall the notion of external potential
introduced in (6.12).

IHEOREM 6.5 (Gap universality for local measures, Theorem 4.1 in [31]). Let
L,L and K =2K + 1 satisfy (6.4) with o, 0 > 0. Consider two boundary condi-
tions'y, ¥ such that the configuration intervals coincide, that is,

(6.26) I=(r-k—1.YL+k+1) = OF—k—1> Y4k +1)-

Consider two measures p and [u in the form of (6.8), with possibly two different
potentials U and U, and consider the constrained measures wY and Y. Let x > 0,
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and assume that the external potentials VY and %2 [see (6.12)] are KX -regular;
see Definition 6.3. In particular, assume that 1 satisfies

K KX
(6.27) I=—+ O(—)
Nou(y) N
Assume further that
(6.28) max |EXx; —a;| + max [EFx; —a;| < CN'KX.
j€lL.x Jelf

Let p € 7 satisfy |p| < K — KI_X/,for some small x' > 0. Fix n € N. Then there
is a constant xo, such that if x, x' < xo, then for any n-particle observable O, we
have

B O(N (XLt pt1 = X14p)s -+ s N(XLtpn — XL4p))

- Eﬂyo(N(xL-rpH —XL4p)s oo s NXLgpan — X14p))| < CoK™°,

for some constant b > 0 depending on o, o, and for some constant Co depend-
ing on O. This holds for N sufficiently large [depending on the x, x',a and C
in (6.28)].

Recall that the measure @,y u,‘é can be written as the Gibbs measure

—~ 1 _
(6.29) tyué (dx) = Z—Xe NBHY (1) gy
1z
where
1 1

(6.30) Hy(l,X)=Z§Vy(t,xi)— ~ > loglxj — xil,

iel i,jel

i<j

with the external potential

. 2 2
6.31) Vi) =0t x0) + = — — 3 log|x — yl.
2 N igl

Using Theorem 6.5 we first show that the local statistics of /ch; are virtually
independent of y; that is, we apply Theorem 6.5 with u¥ = (Y)Y and oY =
(Yrug)Y.

We first check the regularity assumption of the external potential VY. Recall the
definition of KX -regular potential in Definition 6.3.

LEMMA 6.6. Fix small constants a,o > 0; see (6.4). Let x > 0, and con-
sidery € Ry k(x0/2,0/2). Then, on the event 2, the external potential VY (t, x)
in (6.31) is KX-regularon 1 = (yp—g—1, YL+K+1)-

The proof of Lemma 6.6 follows almost verbatim the proof of Lemma 4.5 in the
Appendix A of [31], and we therefore omit it here.
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To check that assumption (6.28) of Theorem 6.5 holds, we use the following
result. Recall the set of configurations G of Proposition 6.4.

LEMMA 6.7. Under the assumptions of Proposition 6.4 the following holds.
Lety e G. Then, forallk € I g,

KNZC

632)  |Ef oy —EV Mo | < Co—— Nl (1> N7,

for N sufficiently large on Q.

PROOF. We follow the proof of Lemma 6.5 of [31]. Fixt > tN 8,, where 1 >
T > N"2% Lety e G. Denote by £} the generator associated to the Dirichlet form
D@yuyc , that is,

_~ 1 o~

[ £E2eT} auts = T > [araehia A=,
iel

Let g, be the solution of the evolution equation d;q; = ﬁ,yqs, s > 0, with initial

condition g := g} = f /). Note that ¢, is a density with respect to the reversible

measure, wty ,uyG, of this dynamics. Hence, we can write

il Ui g > Yasvi dpl
’E G Xk —E G_xk’ = ) ds xkﬁz%‘/fz dMG

=|-—— s .
BN Jo kqsV: Qb
Recall that :Z,y MYG satisfies the logarithmic Sobolev inequality (6.23) with con-

stant tx := CK /N, provided that y € R, k. Thus, upon using Cauchy—Schwarz
and the exponential decay of the Dirichlet form D@yuyg (V/45), we obtain for

some V', ¢ > 0,

£ vl 1N Sy oy —eNY
B/ H6x, — EYiFG x| = ﬁ_N/O ds/8kqsl//, dug|+0(e ).

Using
19kqs| = 21/q5 0k +/q5| < R(Bkn/35)* + R gy,

where R > 0 is a free parameter, we obtain

1 NY dstg ~y .y
‘,B—Nf() faquwt dHG‘

NV g l 1ty
<R| [ ds D gy, (V) |+ 5 RTINT ek
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1 /
= -~y ~p—la—1+4v
< RSjy,x (&) + S RTINT g

< CRrKD@yMé <\/§Ty> + %R_IN_H‘U/TK,

where in the second line we use that the time integral of the Dirichlet form is
bounded by the initial entropy (see, e.g., Theorem 2.3 in [30]) and in the final line
we used the logarithmic Sobolev inequality (6.23). Optimizing over R, we get

_ , 1/2 o
‘Efty“ycxk —Ew’y“{?xk\ < C.L.K<N—1+U Dy (\/gty» / +0(e™N")

= i (VA7) o)

where we used that tx = CK/N. Using (6.25) we finally obtain
KN*

!Ef}y“%‘Xk _ ng\zyli)(l;xk{ <C Nfa_rfl + O(echz/)’

for N sufficiently large on Q. O

LEMMA 6.8. Fix small constants o,0 > 0. Fix & > 0 and t > rNe/, where
T satisfies 1 > t > N~2%, Fix n € N, and consider an n-particle observable O.
Let x', x > 0, with x', x < xo0, where xq is the constant in Theorem 6.5. Then the
following holds.

Assume that 0 <a<1/2,0<c<1, N <t < 1 and K € [N°, N'/*] are
chosen such that

KN* . | KZ
Nt <

(6.33) N <

’ 2
Let p be an integer satisfying |p| < K — K'"™% . Lety € G k (55%., %). Then, for
the observable G, as defined in (6.1), we have

639) | [ GLipa U dus — Fudieg)| = Cok ™+ CoVRNN

for N sufficiently large on 2, where the constant C o depends on O and &', and
the constant b > 0 depends on o and o .

PROOF. We follow [31]. Fix ¢ > tN¢ and x >0.Letye gL’K(%,OZ) -
GL.k (4%, a). Then by Proposition 6.4 and the assumption in (6.33),

IES H6x, — Pi(1)| < CKANTY,
forall k € I = I} k. Further, from Lemma 6.7 and the assumption in (6.33) we get

(6.35) BV “6 3, — i (6)| < CKXNTY,
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for all k € I. Recall from (6.7) that we denote by y := %(yL_K_l + yr+k+1) the
midpoint of the configuration interval I and that («x) denote 2K + 1 equidistant
points in I. As shown in Lemmas 4.5 and 5.2 of [31], we have

|Pe(t) —oue| < CKXN',
for all k € I, provided thaty € G1. x (4%, o). We hence obtain

(6.36) IEV 463y — | < CKXN!,

for N sufficiently large on €.
Proposition 6.4 implies that there is Cp such that

[ Grepn (7 iy~ 7 aut)| < CoVRNN !
(6.37) /
(t>N°®1),
fory € Gr k (47, @), N sufficiently large on .
For «, g9, ¢1 > 0 and a B-ensemble u on F (N)_ define a set of particle configu-
rations R;‘; = R;*L (g0, @) by

Ri={ye F VPl — il > NTIHE0) <em WDV vk e 1 k),

where y denotes the classical location of the kth particle with respect to the equi-
librium measure of .

As in the proof of Proposition 6.4, it follows from Markov’s inequality and
the rigidity bound for the B-ensemble l,/ﬁ\; 1g in Lemma 5.5 that we can choose

% VILG (% _ ce—(1/2)N1 _
Rtﬁm«c C Rr.k and that P (thuc) >1—ce , fo; some ¢ > 0, pos
X o o

sibly after decreasing ¢ by a small amount. For y € RTZ MG( 5> 5), Lemma 5.1
t
of [31] implies that

(6.38) IEV 46 xy — | < CKXN!,
for N sufficiently large on 2. Thus together with (6.36), we have on 2

(6.39) EV 463, — ag| + |EW H6x; — o < CKAN,

for N sufficiently large, forally € G(4>, o) and all § € Rj‘%lm (%, 2.

We now apply Theorem 6.5: let y and y be as above. By the scaling argument
of Lemma 5.3 in [31], we can assume that the two configuration intervals Iand I
agree, so that assumption (6.26) of Theorem 6.5 holds. Moreover, by Lemma 6.6
we know that VY and V¥ are KX-regular external potentials. The assumption
in (6.28) of Theorem 6.5 is satisfied by (6.39). Thus Theorem 6.5 implies that
there is b > 0, depending on o and «, such that

640 | [ Grepn @] s — 7 auf)| = Cok .
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for N sufficiently large on 2. Since estimate (6.40) holds for all y € RT@M, and

since PVikG (RL  )>1—e /DN e can integrate over y to find that
YilG g

] [ GLipa @7 dus = rduc)| = Cok

for N sufficiently large on 2. In combination with (6.37), this yields (6.34). [

6.5. Proof of Theorems 6.1 and 6.2. Lemma 6.8 compares the local statistics
of the locally-constrained measure f,yMyG with the B-ensemble @, UG- In order to
compare with local statistics of the measure f;ug with @, LG, We next integrate
out the boundary conditions y.

LEMMA 6.9. Under the assumptions of Lemma 6.8 the following holds. Let
J CllaN, (1 —a)N] be an interval of consecutive integers in the bulk. Then

'f 77 32 G (i i)

(6.41) ,
<Co(N*+K 4+ KX/ 4 CoVKN N7,

for N sufficiently large on Q.

PROOF. Forasmall x’ > 0 as in Lemma 6.8, set K := K — K'=X'/2 We first
assume that J is such that |J| < 2K + 1. We then choose L such that J C IL,I% C
I1 k- Recall the set of configurations G in Proposition 6.4. Using the conditioned
measure ,y,ué we estimate

Efzuc[ Z G; n]

Ry

(6.42)
R/
- MG[IJI/ZGJ"(WI duc;ﬂ(g>}+0( )

where we used (6.18). Next, using Lemma 6.8 we obtain on 2

o [ X 6w R d 1)

1) =

/ZGJ nwthG-FO( )+O(«/ENCN_‘1-[_1),

T ey

on £2. For the special case |J]| < 2K + 1, this yields (6.41).
If |J| > K + 1, there are L, € [aN, (1 — a)N], with a € [[1, Mp]], such that
the intervals I, ¢ = [[L, — K, L, + K] are nonintersecting with the properties
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that J € UM, 11, kx and J N Iy, x # @, for all a € [1, Mo]l. Note that My <
|IJ<—| +2. For simplicity of notation we abbreviate [ = I, x =[L,— K, Lo+ K]l
and [ =[L, — K, L, + K]|. We also label the interior and exterior points of a
configuration A € f ™) accordingly,

<@ — ()

(XLy—K»---» XK+L,) €F
respectively,

¥y =01, .., YLy—K—1sYLy+K+1s--+->YN) € =R,

cf. (6.6). We let G@ = G, k(g0,) CRp, k (€0, ) denote the set of configura-
tions obtained in Proposition 6.4. Using this notation we can write

- 1
EerG [m Z Gj,ni|
jeJ
1 (@ (@
(6.43) = m Z Efikc [/ Z Gin (u) fy du y (g(u))}
a: 1 DONJ#g jer@nyg
+O(N9),

on €2, where the first summation on the right-hand side is over indices a € [[1, Mol
such that the intervals (/@) satisfy 1(“) N J # @. Here, we also use the probability
estimate on G@ in (6.18). In (6.43) we may further restrict, for each a, the sum-
mation over the index j from 1@ to 1@ at an expense of an error term of order
VARAN [@] < K'=X'/2_ Then summing over a € [1, Mo]l, with My ~ |J|/K, we
get

Efzuc[ Z G; n:|
Ry
1 @ ) (@
(6.44) — m Z Efikc / Z G X(a) y y (g(a))]
a: 1 DNJ#2 jel@ny

+ONT) +O(KX7?),

on 2. Since for each choice of the index a the term in the expectation on the
right-hand side of (6.44) can be dealt with as in the case |J| < 2K + 1 above, this
completes the proof of (6.41) for general J. [

We can now give the proof of Theorem 6.1.
PROOF OF THEOREM 6.1. Let « > 0. We first choose the constants a €

(0,1/2), c € (0, 1) and &’ > 0, and the parameter K € [[N®, N'/4]] appropriately:
let § > 0 be a small constant. Then weseta=1/2 -6, c=8/4, K = N%/4 ¢/ =5,
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o = §/8. Note first that for this choice of K condition (6.4) is satisfied. Second,
for sufficiently small § > 0, we observe that

KNZCN—CIT—I =N38/4N—CIT—1 5 KX,

holds, for example, for t > N SN~%and x > 0 (with x < xo). Thus (6.33) is satis-
fied with the above choices.
Hence, for t > N2¢, Lemma 6.9 yields, for some b > 0,

1 —~
\ / 5 3G9 dug — T dnc)

jel
<CoK "+ CoN "+ CoK *? 4+ CoVKN' Nz,

for N sufficiently large on €2. Thus, choosing 7 > N S N~—% there is a constant f>0
such that (6.3) holds. This completes the proof of Theorem 6.1. [J

Next, we sketch the proof of Theorem 6.2.

PROOF OF THEOREM 6.2. The proof of Theorem 6.2 is almost identical to
the proof of Theorem 6.1. In fact, it suffices to establish Lemma 6.8 with ug
replacing Vg on the left-hand side of (6.34). This can be accomplished by ap-
plying Theorem 6.5 with 1¢ instead of ¥, ug: let § € Ry (x 26/2,a/2), and let
yeG(x 2 /2, «/2). Using the arguments of Proposition 5.2 in [31], we can rescale
e such that (6.26) and (6.27) are satisfied for y and y. It is also straightforward
to check that the external potentials leading to ,ué, y € RZ o x20/2,/2), are
KX -regular. By Lemma 5.1 of [31] we obtain

|EM§;xk —Olk| < CK*N~

Hence, using estimate (6.35), we conclude that assumption (6.28) is also satisfied.
Thus Theorem 6.5 yields

6.45) ‘ [ Grpn0 @i = [ GLipne® du{;‘ <Cok™,

for N sufficiently large on 2. We refer to the proof of Proposition 5.2 in [31] for
more details.

Since R, .( X 26/2, a/2) has exponentially high probability under 11, we can
integrate over y to find

‘ / GripnX)¥) dul — / GLtpnse(X) dlLG‘ <CoK™°,

for N sufficiently large on .
The proof of Theorem 6.2 is now completed in the same way as the proof of
Theorem 6.1. [J
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7. From gap statistics to correlation functions. In this section, we translate
our results on the averaged local gap statistics into results on averaged correla-
tion functions. Since this procedure is fairly standard (see, e.g., [29]), we refrain
from stating all proofs in detail. We first need to slightly generalize the setup of
Section 6.

Fix n € N, let O be an n-particle observable and consider an array of increasing
positive integers,

(7.1 m=(my,my,...,m,) € N"

Let a > 0. We define for j € [aN, (1 —a)N] and r > 0 an observable G m; =
Gjm by

(7 2) Gj,m(X) = O(ij(xj+m1 —xj), ij(xj+m2 —xj), ey

Npj(xj4m, — X)),

where p; = prc(t, ¥ (t)) denotes the density of the measure pr.(¢) at the classi-
cal location of the jth particle, ¥ (), with respect to the measure pr. (7). We set
Gim=0if j +m,; > (1 —a)N. Similarly, we define G j m sc by replacing p; by
the density of the standard semicircle law at the classical locations of the jth parti-

cle with respect to the semicircle law; cf. (6.2). The following theorem generalizes
Theorem 6.2.

THEOREM 7.1. Let n € N be fixed, and let O be an n-particle observable.
Fix small constants «,$ > 0, and consider an interval of consecutive integers
J C [[aN, (1 — a)N] in the bulk. Then there are constants f,8' > 0 such that
the following holds. Let m € N" be an array of increasing integers [see (7.1)] such
thatm, <N 5/, and consider the observable G j m, respectively, G j m sc; see (7.2).
Assume that t > N~Y/219 then

1 1
/ 7 2 Gim) fi (%) (0 - / 57 2 Gimse(dug )| < CoN™

jeJ jeJ

for N sufficiently large on 2. The constant Co depends on o and O, and the
constants § and 8’ depend on o and §.

Theorem 7.1 is proven in the same way as Theorem 6.2. We remark that &’
is chosen such that N9 « K; that is, m, is much smaller than the size of the
interval I, k.

For n > 1, define the n-point correlation function, Q% > DY

Q%,n(-x],-..,xn) = '/Ran(ft/“’LG)#d-xn+] d.XN,

where ( f;pLg)# denote the symmetrized versions of f; . Similarly, we denote by

Qg,n('xl’ ---,xn) :Z/

oA - dx
RN—nMG n+1 N>
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the n-point correlation functions of the Gaussian ensembles; see (4.13) with
U=0.

Recall that we denote by Li(1), respectively, L4 (¢), the endpoints of the sup-
port of the measure pr. (), respectively, the measure pg.(¢). Recall that the two
densities f; and 1/, are both conditioned on V; that is, the entries (v;) of V are
considered fixed. We have the following result on the averaged correlation func-

tions of f;ug and {ﬁt,uc.

THEOREM 7.2. Fix n € N, and choose an n-particle observable O. Fix a
small 8§ > 0, and let t > N~V Let & > 0 be a small constant, and consider
two energies E € [L_(t) + &, L+ (t) — &) and E' € [-2 + &,2 — &]. Then we
have, for any ¢ > 0 and for b = by satisfying @/2 > by > 0,

‘/ day--- da, O(ay, ..., ay)
Rll

e = )
X — 0 X+——m—m, ..., X+ —
E—b 2b [pre(t, E)]" " T0n Nos(t, E) Npie(t, E)

E—b 2b [psc(EN]"C" Npse(E')' "7 " Npg(E')

S CONZS(b—lN—l-‘ré‘ _|_ N—f + N—CO(())’

(7.3)

for N sufficiently large on Q2. Here a is the constant in the rigidity estimate (5.6),
and § is the constant in Theorem 7.1. Moreover, ps.(t, E) stands for the density of
the (N -independent) measure ps:(t) at the energy E. The constant C o depends on
O and &. Further, ag is the constant appearing in Assumption 2.2. The constant ¢
depends on the measure v.

Theorem 7.2 follows from Theorem 6.2. This is an application of Section 7
in [29]. The validity of Assumption IV in [29] is a direct consequence of the
local law in Theorem 3.3. Further, we remark that the parameter by in Theo-
rem 7.2 and the interval of consecutive integers J in Theorem 7.1 are related by
J={i:y(t) € [E — by, E+by]}, where ¥; (¢) are the classical locations with re-
spect to the measure pi (7). This explains, up to minor technicalities, by > N~
Then Section 7 of [29] yields (7.3) formulated in terms of pr.(7) instead of pg (7).
Using (3.22) and the smoothness of O, we can replace pg. by prf. at the expense of
an error of size Cp N ~¢*, This eventually gives (7.3) with pg.(¢).

8. Proofs of main results. Theorem 7.2 shows that the averaged local corre-
lation functions of ensembles of the form

H =e (—0/2y L o112y 4 (1— e”)l/ZW/,
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with some small zy > 0, and with W' a GUE/GOE matrix independent of W and V,
can be compared with the averaged local correlation functions of the GUE, respec-
tively, GOE, for times satisfying # > N~!/2. In this section, we explain how this
can be used to prove the universality at time ¢ = 0.

8.1. Green function comparison theorem. We start with a Green function
comparison theorem. Assume that we are given two complex Hermitian or real
symmetric Wigner matrices, X and Y, both satisfying the assumptions in Def-
inition 2.1. Let V be a real random or deterministic diagonal matrix satisfying
Assumptions 2.3 and 2.2. Consider the deformed Wigner matrices

(8.1) HX =V +X, HY =V +v,

of size N. The main theorem of this subsection, Theorem 8.2, states that the cor-
relation functions of the two matrices HX and HY, when conditioned on V, are
identical on scale 1/N provided that the first four moments of X and Y almost
match. Theorem 8.2 is a direct consequence of the Green function comparison
Theorem 8.1.

Denote the Green functions of HX, HY | respectively, by

GX(z):= ., G'():= (ze C\R),

HX —7 HY — 7

and set mff,(z) =N"1TrGX(2), mK,(z) := N~ TrGY (). From Theorem 3.3, we
know that, for all z € Dy, [see (3.9)], with L > 40¢,

L1
(8.2) Im % (2) — fiige (2)] < (on) N

and

. c Imm c( ) 1
(8.3) |G,-Xj(z) — 8181 (2)] < (on) s(\/¥+ N—n>

with (&€, v)-high probability on €2 for some v > 0 and ¢ > 0, where
1

_— (ze C\R).
v; — Z — Mige(2)

8i(2) =
Here, g, is the Stieltjes transform of the measure pf., which agrees with ,’0}’2 for
the choice # = 1 and with pg.(¢) for the choice ¢ = (. The identical estimates hold
true when X is replaced by Y.
Recall that we denote by Ly the endpoints of the support of pr., and that we
denote by kg =« the distance of E € [L_,L,]tothe endpoints L. Adapting the
Green function theorem of [32] we obtain the following theorem.
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THEOREM 8.1 (Green function comparison theorem). Assume that X and Y
satisfy the assumptions in Definition 2.1, and let V satisfy Assumptions 2.2 and 2.3.
Assume further that the first two moments of X = (x;j) and Y = (y;;) agree and
that the third and forth moments satisfy

_p 3— _p 3— —5—
(8.4) {Exip}xij P - Eyf;-y,-j p| <N (P € [0, 3]]),
respectively,

-q 4— —q 4— _
(8.5) |Exiqjxij K _Eyiqjyij q| <N (g € 10,41),

for some given § > 0.

Let & > 0 be arbitrary, and let N~'=¢ <y < N~!. Fix N-independent integers
k

;
some fixed & > 0. Define z]; =F ;‘ =+ in, with the sign arbitrarily chosen. Suppose
that F is a smooth function such that for any multi-index o = (o1, ..., 0y,), with
1 <|o| <5, and any &' > 0 sufficiently small, there is a Co > 0 such that

ki,...,k, and energies E'....E i,j=1,...,n, with € > & for all Ef with

max“i)”F(xl, ...,xn)} imax | x| < Ns/} < NC()E/’
J

maX{|80F(xl, ---,-Xn)| 2max|xj| < Nz} < NCO,
J

for some Cy.
Then there exists a constant C1, depending on ), ky,, Co and the constants
in (2.3), such that for any n with N-l-¢ < n< N1

k1 kn
1 1
EF(W Tr l_[l GX(Z}'), ey WTI’ l_[l GX(Z};)>
J= J=

k k
1 T A 1 T Y
(8.6) —IEF(WTrH]G (zj),...,WTrl_[]G ()
J= J=
< C]N_1/2+C18 + ClN—1/2+5+C18

for N sufficiently large on Q.

Theorem 8.1 is proven in the same way as Theorem 2.3 in [33] with the fol-
lowing modifications. Fix some labeling of {(i, j):1 <i < j < N} by [1, y(N)]l,
with y (N) := N(N + 1)/2, and write the y th element of this labeling as (i), j,).
Starting with W(® = X inductively define W) by replacing the Gy, Jy), Uysiy)
entries of W~ by the corresponding entries of Y. Moreover set H) :=
V + W), Thus we have HO = HX, HO™) = gY ‘and HY) — HV =D is zero
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in all but two entries for every y. In short, we use a Lindeberg-type replacement
strategy: we successively replace the entries of the matrix X by entries of the ma-
trix Y. Note, however, that the entries of the matrix V are not changed.

The main technical input in the proof of Theorem 2.3 in [32] is estimate (2.21) in
that publication. For the case at hand the corresponding estimate reads as follows:
let & satisfy (2.20). Then, for all § > 0, and any N2> y > N1 we have

1
(H(V) —E _iy>kk

IP’( max max sup

ZNZS)
y<y(N) k E.gp>a

(8.7)
< e_U((pN)E ,

on 2 for N sufficiently large, where v > 0 depends only on &, § and the constants
in (2.3). Estimate (8.7) follows easily from the local law in (8.3), the stability
bound (3.21) and Lemma 3.6. The rest of the proof of Theorem 8.1 is identical to
the proof in [32]. (The matching conditions in (8.4) are weaker than in [32], but
the proof carries over without any changes.)

Lindeberg’s replacement method was applied in random matrix theory in [15]
to compare traces of Green functions. This idea was also used in [56] in the proof
of the “four moment theorem” that compares individual eigenvalue distributions.
The four-moment matching conditions (8.4) and (8.5) appeared first in [56] with
6 = 0. The “Green function comparison theorem” of [32] compares Green func-
tions at fixed energies. Since the approach in [56] requires additional difficult esti-
mates due to singularities from neighboring eigenvalues, we follow the method
of [32], where difficulties stemming from such resonances are absent. For de-
formed Wigner matrices with deterministic potential the approach of [56] was re-
cently followed in [45] where a “four moment theorem” was established. It allows
one to compare local correlation functions of the matrices V + W and V + W' for
fixed V, where W and W' are real symmetric or complex Hermitian Wigner ma-
trices, provided that the moments of the off-diagonal entries of W and W’ match
to fourth order.

The Green function comparison theorem leads directly to the equivalence of
local statistics for the matrices HY and HX.

THEOREM 8.2. Assume that X, Y are two complex Hermitian or two real
symmetric Wigner matrices satisfying assumptions in Definition 2.1. Assume fur-
ther that X and Y satisfy the matching conditions (8.4) and (8.5), for some § > 0.
Let V be a deterministic real diagonal matrix satisfying the Assumptions 2.2
and 2.3. Denote by sz’n, sz,n the n-point correlation functions of the eigen-

values with respect to the probability laws of the matrices HX, HY | respectively.
Then, for any energy E in the interior of the support of ps. and any n-particle
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observable O, we have

lim / daj- - do, O(ay, ..., ay)
Rk

N—o0
o o o o
X [sz,n<E+ﬁl""’E+ﬁn)_sz,n<E+_l ...,E+—">]

=0,
for any fixed n € N.

Notice that this comparison theorem holds for any fixed energy E in the bulk.
The proof of [32] applies almost verbatim. The only technical input in the proof
is the local law for m])f,, respectively, m{,, on scales n ~ N —I+¢ \which we have

established in Theorem 3.3; see also (8.3).

8.2. Proof of Theorem 2.5. In the remaining subsections, 8.2 and 8.3, we com-
plete the proofs of our main results in Theorems 2.5 and 2.6. The proofs for deter-
ministic and random V differ slightly. We start with the case of deterministic V in
this subsection; the random case is treated in Section 8.3.

PROOF OF THEOREM 2.5.  Assume that W = (w;;) is a complex Hermitian or
a real symmetric Wigner matrix satisfying the assumptions in Definition 2.1. Let
V = diag(v;) be a deterministic real diagonal matrix satisfying Assumptions 2.2
and 2.3. (Note that the event 2 then has full probability.) Set H = (h;;) =V + W.
Let E € R be inside the support of pr.. Note that by Lemma 3.6, E is also con-
tained in the support of py., for N sufficiently large. (Here we have pg. = ﬁfﬁczl and
similarly for pg.) Fix 8 > 0, and set t = N —1/24+8" We first claim that there ex-
ists an auxiliary complex Hermitian or real symmetric Wigner matrix, U = (u;;),
satisfying the assumptions in Definition 2.1 such that the following holds: set
(8.8) Y:=ePU + (1 -e?)W,
where W’ is a GUE/GOE matrix independent of W. Then the moments of the
entries of Y satisfy
-p 3=p _m-p_ 3-p —-q 4—q -q  4—q
(8.9) Eyijyij —Ewijwij , |Eyijyij —Ewijwij |§Ct,

for p € [[0, 3]], g € [[0, 4], where (w;;) are the entries of the Wigner matrix W.
Assuming the existence of such a Wigner matrix U, we choose #y = ¢ and set

Hy =e 702y 1720 4+ (1 - e_’)l/ZW/

=V4ePU+(1—e") W,
Then the matrices H; and H = V + W satisfy the matching conditions (8.4)

and (8.5) of Theorem 8.1 (with, say, § = 1/4 — 28"). This follows from (8.9). Thus
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Theorem 8.2 implies that the correlation functions of H; and H agree in the limit
of large N, that is,

lim daj--- do, O(ay,...,a,)
N— o0 JRn

1 pE+0 dx N o oy,
x[—/ 7Qth<x+7,...,x+7)
(8.10) 2b JE-b [pee(E)]" T pic(E)N pic(E)N

1 pE+b dx N o] o
L ey

2b JE-b [pre(ED]" " prc(E)N pic(E)N
=0,

where (Qg’n) denote the correlation functions of H =V 4+ W and where (Q}_v[[,n)
denote the correlation functions of H,. [In fact, (8.10) holds even without the av-
erages in the energy around E'.]

On the other hand, for small § > 0, Theorem 7.2 assures that the local corre-
lation functions of the matrix H; agree with the correlation functions of the GUE
(resp., GOE), when averaged over an interval of size b, with 1 > b > N =3 that is,
for any E’ with |E’| < 2,

lim doay - do, O(ayq, ..., an)
N—o0 JRn

1 (E+b dx " o o
x[—/ 7@1_1,”()6—}—7,...,)6—1—4)
@10 2b JE-b [ptc(E)* 70 ptc(E)N ptc(E)N

_;QN (E/—{-L E’+a7">j|
Losc (NI psc(ENN" 7 pye(ENN
=0,
where (ngn) denote the correlations functions of the GUE, respectively, GOE.
Combining (8.10) and (8.11), we get (2.15).
Thus to complete the proof we need to show the existence of a Wigner ma-

trix U with the properties described above. For a real random variables ¢, denote
by my(¢) = E{k, k € N, its moments.

LEMMA 8.3 (Lemma 6.5 in [32]). Let m3 and mgy be two real numbers such
that
m4—m%—120, mg < Cq,

for some constant C|. Let {g be a Gaussian random variable with mean 0 and
variance 1. Then for any sufficient small y > 0, depending on C1, there exists a
real random variable {,, with subexponential decay and independent of ¢, such
that the first three moments of

¢ =0-" + v
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arem (') =0,my(¢") =1, m3(¢") = m3, and the forth moment m4(¢') satisfies
ma(s’) —ma| < Cy,
for some C depending on C1.

Since the real and imaginary parts of W are independent, it is sufficient to match
them individually; that is, we apply Lemma 8.3 separately to the real and imaginary
parts of (w;;). This completes the proof of Theorem 2.5 for deterministic V. [

8.3. Proof of Theorem 2.6. Next, we prove Theorem 2.6. Assume that W =
(w;;) is a complex Hermitian or a real symmetric Wigner matrix satisfying the
assumption in Definition 2.1. Let V = diag(v;) be a random real diagonal matrix
satisfying Assumptions 2.2 and 2.3. Denote by f; ¢ the distribution of the eigen-
values of the matrix

H:=V4+ePW+(1-¢)""W (>0,

where W’ is a GUE/GOE matrix independent of V and W. Let EV stand for the
expectation with respect to the law of the entries (v;) of V. Recall the definition of
the event Q2 in Definition 3.3. Following the notation of Section 5, fiug = ftV UG
denotes the density conditioned on V. For an n-particle observable O and for G j
as in (7.2), we may write

1 -
/ 7 2 Gim(0i0 4k (0

jeJ

=EY [(/ % Y Gim® £ (x) dMG(X))ﬂ(Q)} +O(NTY,

jeJ

1/2

where t > 0 is the constant in (2.12) of the Assumptions in 2.3. Here we use the
definition of 2. Since (v;) are i.i.d., (3.3) holds with exponentially high probability.
Estimate (3.4) holds with probability large than 1 — N ~* by Assumption 2.3. Hence
PY(Q¢) < cN~t, for some ¢ > 0 and N sufficiently large.

Using Theorem 7.1, we find that

1 ~
/ 7 2 G im0 duG ()
(8.12) el

_ [ , HN+onwt

= [ i X Gimact0dug) + ONT) + ONTY),

jeJ
where we use once more the estimates on the event €2. Here § > 0 is the constant
appearing in Theorem 7.1.
To establish the equivalent result to Theorem 7.2, we need a local deformed

semicircle law for the setting when the entries (v;) of V are not fixed. Recall that
we denote by myg the Stieltjes transform of the deformed semicircle law pg. =

v=1
Pc -
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LEMMA 8.4 (Theorems 2.10 and 2.21 in [39]). Let W be a complex Hermitian
or a real symmetric Wigner matrix satisfying the assumptions in Definition 2.1.
Let V be a random real diagonal matrix satisfying Assumptions 2.2 and 2.3. Set
H=V+W,Gk):=H-2""'andmyz):=N""TrG(z), (e C"). Let £ =
Agloglog N/2; see (2.20). Then there exists v > 0 and c [both depending on the
constants in (2.3), the constants Ag, Eg in (3.9) and the measure v), such that for
L > 40&, we have

1 1 1 1
_ Cé: . —_—
(8.13)  |my(2) —mie(2)] < (ow) (mln{N1/4’mﬁ}+Nn>’

and

c Imm c(Z) 1
(8.14) (Gij (@) — 8ij8i ()] < (pn) (\/N:i7 - N_n>’

i,j €1, N1, with (&, v)-high probability, for all z = E + in € Dy ; see (3.9).
Here, we have set

1
gi(z) = ——m— (zeCt,iel, NT).
Vi — 2 — mic(2)
Moreover, fixing a > 0, there is c| [depending on the constants in (2.3), the con-
stants Ao, Eq in (3.9), the measure v and o], such that

S|
(8.15) % = vil < (@n)* T
with (€, v)-high probability, for all i € [aN, (1 — a)N]. Here ();) denote the
eigenvalues of H =V + W, and (y;) are their classical locations with respect the
deformed semicircle law pg..

Using the local law in Lemma 8.4, we obtain from (8.12) equivalent results to
Theorem 7.2.

THEOREM 8.5. Fix n € N, and consider an n-particle observable O. Fix
8§>0,andlett > N~ V43 Let & > 0 be a small constant, and consider two ener-
gies E€[L_(t)+a&,L (t)—a&]land E' € [-2 + &,2 — &]. Then, for any ¢ > 0
and for b = by satisfying & /2 > by > 0, we have

‘/ daj--- do, O(ay, ..., ay)
RI‘L

[ E+b dx 1 N ( o1 oy, >
X f — 0" | t+t— . x+—
E-b 2D [psc(t, )] fon Npsc(t, E) Npsc(t, E)

/E/+b dx 1 N < N o1 N oy iH
— — 0 X+ ——,.. . X+ ——MM
E—b 2b [psc(EN)]"" " Npsc(E") Npsc(E")
<CoN*(p N1+ L NTT L NTHE NS,



2408 LEE, SCHNELLI, STETLER AND YAU

for N sufficiently large. Here, § > 0 is the constant in Theorem 7.1. Moreover,
pic(E) stands for the density of the (N -independent) measure pyg; at the energy E.
The constant Co depends on O, & and the measure v. The constant | depends on
8 and a.

The proof of Theorem 8.5 is an application of Section 7 in [29]. The validity
of Assumption IV in [29] is a direct consequence of the local law in Lemma 8.4.
Here and also below, we use that the local laws of Lemma 8.4 are only used on
very small scales n ~ N~!7¢ in the bulk. For such small 5 the first error term
in (8.13) is negligible compared to the second error term. Also note that the first
term on the right-hand side of the estimate in Theorem 8.5 is bigger than the cor-
responding term in (7.3). This is due to the weaker rigidity bounds in case V is
random; see (8.15). We therefore have to impose that b > N ~1/2 in order to have
a vanishing error term in the limit of large N. Finally, we mention that the error
term Co N2 N~* stems from replacing pg. (¢, E) by pg(t, E); see the comment
below Theorem 7.2.

PROOF OF THEOREM 2.6. The proof Theorem 2.6 follows now along the lines
of the proof of Theorem 2.5. First, we check that the Green function comparison
Theorem 8.1 holds true for HX = V + X, respectively, HY =V 4 Y with ran-
dom V. This is indeed the case, since the only input we used is estimate (8.7),
which also holds for random V by the local laws in Lemma 8.4 and the stabil-
ity estimate (3.21). Note that we are using that bound (8.7) is only required on
scales n <« N~1/2. Similarly, we can establish Theorem 8.2 for random V using the
Green function comparison theorem for random V, the local laws in Lemma 8.4
and the stability estimate (3.21). Finally, we note that the construction of the ma-
trix U and Y [see (8.8)] and the moment matching in (8.9) do not involve V. We
can thus complete the proof of Theorem 2.6 in the same way as the proof of The-
orem 2.5. [

9. Edge universality for deformed Wigner matrices. In this section we
prove Theorem 2.10. Its proof is a combination of Corollary 5.4 (bounds on the
global Dirichlet form) and the method of [12]. In fact, the proof of the edge uni-
versality is very similar to the proof of the bulk universality: we first establish the
edge universality for our model with a small Gaussian component (cf. Section 6
for the bulk), and then remove the small Gaussian component using Green function
comparison and a moment matching; cf. Section 8 for the bulk.

9.1. Edge universality with a small Gaussian component. We mainly follow
the exposition in Section 3 of [12]. We consider the local statistics at the lower
edge; the upper edge is treated in exactly the same way.
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9.1.1. Preliminaries. Recall the definition of the S-ensemble uy in (4.2) for
a given potential U that is C* and “regular.” To study the local statistics at the
lower edge, we introduce two auxiliary measures, o and &, on f ) as follows.
By a shift and a rescaling, we can assume that the equilibrium density, oy, of uy
is supported on [0, A4 ], for some A > 0. Fix a small g9 > 0, and set

1
9.1) o(dk)::-i—e_ﬁNH“a)dk,

g

with
2 N
Hc (X) = ,H()w) + N Z @(Nz/s_go)u,'),
i=1
Ox) = (x + 1)*1(x < —1),

where H is given in (4.3) and where Z, = Z, (8) is a normalization. Similarly, we
introduce

9.2)

9.3) &(dX):::—l-e—ﬂN?%<l>dx,
with

1 2/3
4 s(A) = — —€03,),
9.4) m@)Hm+NZ®w )

i=1

with Zs = Zs(B) a normalization. The potential ® is added to avoid that the (x;)
deviate too far to the left, yet its influence on the local statistics at the edge is
negligible; see Lemma 4.1 in [12]. Below, we choose g = 1, 2 depending on the
symmetry class of our original matrix.

Following Section 3 of [12], we choose a small § > gy and an integer K such
that K € [N®, N'=%]]. Denote by I =1, K]l the set of the first K indices. For
reF M we write

(9'5) ()\'1’)\'27"")\'N)=(xl""’xK1yK+1"“?yN)$
and

9:6)  x=(x1.....xx) € F ), Y= (Kt1,.-yn) € FVE;

cf. (6.5) and (6.6). We further denote I := (—oo, yx+1]. For fixed y, we define the
localized measures u{], oY and 6V as in Section 6.2. (For simplicity of notation,
we do not indicate the U and gy dependences in the measures o, &)

We introduce the set of “good” boundary conditions

07 Re)=R:={yer M iy —nl< N Lk e},
with k = min{k, N — k}, where (y) denote the classical locations with respect

to the equilibrium density. With our choices of § and gy, we have yx — y; ~
(K/N)*P.
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9.1.2. Comparison of the local measures at the edge. Fix t > 0. Recall that
we denote by f;ug the distribution of A(¢f) under the flow generated by (5.3).
As in Section 6, we fix (v;), and condition of the event €2; see Definition 3.1.
Also recall from (4.21) the definition of the time dependent reference S-ensemble
VLG, whose equilibrium density is 0f.(f). By a simple shift and a scaling, we
may assume, for fixed #, that supp o¢. = [0, Z+ ()] and that

1
9.8) Ore(r, x) = ;\/E(l + 0(x)),

as x \, 0. This can easily be checked from the proofs of the Lemmas A.1 and 3.6
in the Appendix. For y € R, we then introduce the localized measures @ty ,ué and
Y ,ué in the obvious way. For technical reasons, we also use the measures o and &,
with the choice U = U (¢). (The Hamiltonians of the measures J, uc and o, o,
agree up to the confining potential ®.)
In a first step, we compare the statistics of @-‘f MyG and 7. This is the analogue

result to Proposition 6.4 above, respectively, to Lemma 5.4 in [12].

LEMMA 9.1. Let 0 < a < 1/2. Fix small constants 6 > g9 > 0. Let K €
[[N‘S, Nl_‘s]], and let O be an n-particle observable. Let ¢ > 0, and choose T sat-
isfying 1 3>t > N™2% Then, for any t > N¢'t and any constant ¢ € (0, 1), there is
a set of configurations G(g9) =G C R, with

—C

9.9) Pﬁ“0<g>zi1—-“; ,

such that

(9.10) V OX)(ff ®)u(dx) — o¥(dx))| < CoKVONANT !,

t> Ns/t,for N sufficiently large on Q.
Moreover, there is v > 0, such that

O1) B (=] < N7 ke 1) 21— e,

t> Ng/'c,for N sufficiently large on 2, with § = Agloglog N /2; see (2.20).

PROOF. We follow the proof of Proposition 6.4 with some modifications.
First, introduce the density g; by demanding

q:0 = ftlG-

Then we note that, at the lower edge,

LE) P m—eLy) <)
N & (- )
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for x > —N72/3+% and y € R. We thus have V2H2 (x) > cN'/3/K1/3; cf. (6.10)
for Y. Hence the logarithmic Sobolev inequality

1/3

Sov(q?) < C%DGY(\/J)’

with the Dirichlet form Dgy(f) = ﬂLN Yier J10i f(X) |>6Y (dx) holds. To bound the
Dirichlet form, we proceed as in (6.24),

E” Do (y/a) < Do (Va0
N o~
<2Dy .. (/&) + CN*3Y BV | (N/3—00y) 2

i=1

1-2a
N +e M

<C
- T

for some ¢ > 0, with g; = f;/ V:, where we used the definitions of Dy, Dg . to
get the second line. The third line follows from Corollary 5.4 and Lemma 5.5.

To complete the proof, we now follow mutatis mutandis the proof of Proposi-
tion 6.4. We leave the details aside. [J

Eventually, we are going to apply Theorem 3.3 of [12], which shows that the
statistics of oY are universal for most boundary conditions y. In order to apply it,
we need the analogue of Lemma 6.7 above.

LEMMA 9.2. Under the assumptions of Proposition 9.1 the following holds.
Lety € G. Then, assuming that

(9.12) K1/3N*1/3N2C*CLT*1 S N€0K71/3N*2/3’
we get, forallk e I,
(9.13) |Ef;yuygxk _ anxk| < CNSOK_1/3N_2/3,

for N sufficiently large on Q.

PROOF. Replacing the constant tx = CK /N in the logarithmic Sobolev in-
equality 6.23 by CK'/3/N'/3, we can copy the proof of Lemma 6.7 (see also
Lemma 5.5 in [12]) almost word by word. [

From (9.13), we immediately get, for y € G, the estimate
(9.14) I (x — ()| < CNOONT23K713,
provided that (9.12) holds.
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9.1.3. Universality of the localized measures at the edge. In this subsection,
we establish the following result.

LEMMA 9.3. Fix an integer n > 0. Then for any 1/4 > s the following holds
on the event Q2. For any § > 0, there is a constant { > 0 such that, for t > N9 and
for A C [[1, N*]] with |A| = n,

B/ 0 ((c;N*j1P (3 = 7(1)) jen)
(9.15) —E*CO((N*Pj1P G —v) jen)
<CNT,

where c¢; depends only on 0t.(t). Here, (y;) denote the classical locations with
respect the measure Q;, and (y;) denote the classical locations with respect the
semicircle law Q.

PROOF. We follow the proof of Lemma 5.1 in [12]. We consider the case
n = 1 only; the general case is proved in the same way. By a shift and a scaling,
we may assume that ¢; = 1 [see (9.8)], and we may replace y;(¢) by the y;. [Here,
we implicitly use that we fixed (v;) and conditioned on the event €2.]

We will need two modifications of the set R(gg) of “good” boundary conditions.
Let 0, ¢ be given by (9.1), respectively (9.3) (with a generic potential U). Then
set

R*(e0) :={y € R(eo) :Vk € 1, |E‘7yxk — | < N2 +eop=1/3,
9.16)

P (x) >y — N23F80) > 12},
We further need the set
9.17)  R¥(e0) := |y € R(e0/3): |yk+1 — yr 42| = N723-00 g ~1/3),

While the set R*(gg) incorporates rigidity estimates in the sense that yy is a good
approximation in expectation to x; and that x; is not too much on the left, the set
R¥*(g0) incorporates a level repulsion estimate. It has no counterpart in Section 6
above.

We now choose a=1/2 -8, c=4/2 and T = N~%, for some small 1/12 >
8’ > 0. With this choice, we have for K < N1/4=6" that

(9.18) KVONIBe—ar—1 < y—¢0
respectively,
(919) K1/3N_1/3N2c_u7:_1 SNSOK_1/3N_2/3,

for a small g9 > 0 (with 8’ > &p).
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Then, from Lemma 9.1 we have, fory € G,
©020) | [ 0 = ) ( iy — do?)| <CoNTE (e,

for some x > 0. Here, the measure o is given by (9.1) with the potential U@).

Let 6 denote the measure given by (9.1) with the potential U = 0. For y €
R(eo) (where the classical locations are taken with respect the semicircle law),
we introduce the localized measure &¥. We now apply Theorem 3.3 of [12]: for
y € R¥*(g0) N R*(gp), respectively, § € R¥ () N R*(gp), we have

9.21) ’/ O(N*3j(x; —y;))(do¥ —dé¥)| < CoN 7,

for sufficiently large N, by choosing x > O sufficiently small. From Lemma 4.1
of [12], we know that P° (R¥(g9) N R*(g9)) > 1 — N—¢, for some ¢ > 0. We
further know from Lemma 4.1 of [12] that, for any bounded observable O,
[E° O —E+GO| < Co exp(—N°), ¢ > 0, where ug denotes the GUE/GOE. Thus,
integrating out the boundary conditions y and replacing & with ug, we get
from (9.20) and (9.21),

02 |[ 00 -y iy — due)| = CoN R,

for sufficiently small x > 0, where y € G(go) N R¥(g9) N R*(ep). Once we have
established that

(9.23) P76 (G(eg) N R*(e0) N R*(0)) = 1 — N,

for some ¢ > 0, we integrate out the boundary condition y in (9.22), and we
get (9.15) forn = 1.

To prove (9.23) we follow the two steps of the proof of (5.23) in [12]. In a first
step, one controls the probability of R¥(eg) using the rigidity estimates for f;ug
(see Lemma 3.4), the level repulsion estimates for the measure oY in Theorem 3.2
of [12], Lemma 9.1 and the condition (9.19). In a second step, one shows that
G(g9) C R*(&g). This follows from (9.2) and the arguments given in the proof of
Lemma 5.1 of [12]. In this way (9.23) can be established; we leave the details to
the interested reader. [

9.2. Removal of the Gaussian component. In this subsection we prove Theo-
rem 2.10. We use the following version of the Green function comparison theorem
at the edge. It is the counterpart to Theorem 8.1 above.

THEOREM 9.4. Suppose we have two Wigner matrices X and Y satisfying the
conditions in Definition 2.1. Set HX :== V + X, HY := V +Y; see (8.1). Denote by
PX, PY the probability distributions of X,Y. Then on Q the following holds true.



2414 LEE, SCHNELLI, STETLER AND YAU

For any ¢ > 0, there is 6 > 0 [depending on & and the constants Cq, ¥ in (2.3)],
such that

PX(N* 30 —=71) <s = N8 = N <PY(N?P( —71) <)
<PX(N*BP —P)<s+ N5+ N7, s €R,

for N sufficiently large, where () denote the classical locations of the mea-
sure Qe = @?C, with 8 = 1. Analogous results hold for the joint distributions of
the eigenvalues A;,, Aj,, ..., Aip, as long as |i,| < N°®.

Theorem 9.4 is proven exactly in the same way as Theorem 2.4 of [33] for the
Wigner case V = 0. It suffices to note that the entries of V are fixed in Theo-
rem 9.4 and that the only input needed in the proof are the local laws for the Green
functions of HX and HY, which have been established in Theorem 3.3 above.

Given Theorem 9.4, we now complete the proof of Theorem 2.10. Following
the arguments in Section 8.2, we construct an auxiliary Wigner matrix U such that
the first two moments of the matrix

(9.24) H=V4+e U+ (1—e ) 2w

with t = N=% (§ > 0 as in Lemma 9.3, and W’ an independent GUE/GOE matrix)
and the matrix H = V + W match. By Lemma 9.3 the edge statistics of H; are
universal. By Theorem 9.4 the eigenvalue statistics of H; and H at the edge agree
for large N. The existence of such U is assured by Lemma 8.3. We have thus
established that there is a small ¥ > O such that
025) [ES4G 0 ((coN* 113G = 7)) jen)
—ErO((N*2 1P —v) jen)| SCNTH,

for N sufficiently large on €2, where ¢ is the GUE/GOE.

Finally, we use Assumptions 2.2 and 2.3 as well as a simple moment bound to
average over v (the empirical distribution of V') in (9.25). This completes the proof
of Theorem 2.10.

APPENDIX

In this Appendix we prove the auxiliary results used in Sections 3 and 4: Lem-
mas 3.5, 3.6 and 4.2. We start with a more extended version of Lemma 3.5. Recall
from (3.1) that we denote @, = [0, 1 + @], @’ = @ /10. Also recall the defini-
tion of the domain D’ of the spectral parameter z in (3.17).

LEMMA A.1. Let v satisfy Assumption 2.3 for some @ > 0. Then the follow-
ing holds true for any ¥ € @ . There are LY, Li eR, with LY <0 < Li, such
that supp ,of’z =[L?, Li], and there is a constant C > 1 such that, for all 9 € O,

(A.1) C ke <pl(E)y<Cykg  (Ee[L,LY)),
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where kg denotes the distance of E to the endpoints of the support of pfﬂc, that is,

(A2) kg :=min{|E — L

E- L)),

The Stieltjes transform, mlf’;, of pfi has the following properties:

(1) forallz=E +ineC™,

JEFu,  Eell_ Lyl
(A.3) ImmY.(z) ~ n .
—_—, Eel[L_,L.]%
Nr=a .
(2) there exists a constant C > 1 such that for all z € D' and for all x € I,
(A.4) Cl<|ox—z-ml@x)|<C;

(3) there exists a constant C > 1 such that for all z € D',

d@v) <CJFT:

(Fv —z —ml(2))2

(4) there are constants C > 1 and cy > 0 such for all z = E +in € D’ satisfying
KE +1 = Co,

_1 dv(v) ‘ ]
(A.0) ¢ S’/ (Bv — z —ml.(2))3 =G

(A.5) c! K+n§‘l—/

moreover, there is C > 1, such that for all z € D',

dv(v)
(A7) ‘f Wv—z— m%’;(z))3 ‘ =¢

The constants in statements (1)—(4) can be chosen uniformly in ¥ € Q.

PROOF. We follow the proofs in [39, 51]. Let € ®4. Set ¢ =z + mlgc(z),

and let
dv(v)
A.8 F():=¢t—- /
(A.8) ©=c= [ 5=
Then the functional equation (3.5) is equivalent to z = F(¢). As is argued in [51],
a point £ € R is inside the support of the measure ,ofl?: if and only if ¢g = E +
mlgc(E) satisfies Im F({g) =0 and Im¢g > 0. Accordingly, the endpoints of the
support are characterized as the solutions of
dv(v)

A9 H¢) =] ———=1 e R).
(A.9) ©=[ G —er (¢ €R)
Note that H(¢) is a continuous function outside 9/, = {x :x = ¥y, y € I,,} which
is decreasing as |¢| increases. Since ¥ € O, = [0, 1 + @], with @’ = @w /10, we
obtain from Assumption 2.3 that H({) > 1 + @ /2, for all ¢ € ¥ 1,,. It thus follows

(¢ eCY).
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that there are only two solutions, g“ﬁ eR\91,,t0o H(¢) =1, ¢ € R. In particular,
c? <o, g“_lz > 0, and there is a constant g > 0, depending only on v, such that

. . 9
(A.10) 1916%)2 dist({¢)}, v 1)) > g.

As argued in [39, 51], the set y :={¢ e C*:Im F(¢) =0,Im¢ > 0} is, for each
fixed ¥ € ®, afinite curve in the upper half plane that is the graph of a continuous
function which only connects to the real line at ¢J .

Since dist({g‘ﬁ}, v1,} > g >0, F(¢) is analytic in a neighborhood of ;j;. Thus
for ¢ in a neighborhood of g“_f, we may write

F'(¢?)

F@)=F@E)+ F @) &) +—;

(€ =) +0(¢ —¢2)).

Note that F’ (gﬁ) = 0 by the definition of gjz. Moreover, we know that Im F(¢) =
0, for ¢ in a real neighborhood of g“’j, but we also have Im F(¢) =0, for¢ e y Uy.
Thus F” ((}z) # 0. We can therefore invert F(¢) = z in a neighborhood of ¢4 to
obtain

A1) @=F V@ =¢] +clJz— Ll (1+A4%(Jz - L]))

[with the convention Im F (_1)(1) > 0], where Li is defined by g“jz = Li +
me(Li). Here, cf_ > 0 is a real constant, and Ai is an analytic function that
is real-valued on the real line and that satisfies Ai (0) = 0. Recalling that ¢(z) =
Z+ mllf;(z) and taking the limit  — 0 we obtain (A.1), for fixed ¥. To achieve
uniformity in ¢}, we use the (uniform) stability bound (A.10) and the (pointwise)
positivity of |F” (§£)|: we differentiate (A.9) with respect to ¥ and observe that
09 H(C, 0)|§=C£ # 0, for all ¥ € O, since F”(;ﬁ) # 0. Thus by the implicit

function theorem, {fz is a C! function of ¥ € © . Next, we observe that F” () is
an analytic function of ¢, for ¢ away from 9 I,,. Thus, using once more (A.10), we
can bound |F”(§_’3)| > ¢, for some ¢ > 0, uniformly in ¥ € O . In fact, F(")(g“}z),
n € N are all continuous functions of ¢ € @, and we can bound them uniformly
in ¢ for each n € N. Repeating the same argument for ¢ close to ¢”, we complete
the proof of (A.1).

Statement (2) follows from (A.10) for z close to the edges. For z away from the
edges, Assumption 2.3 assures that the curve y stays away from the real line for
all ¥ € O as is readily checked. This implies the stability bound for that region.

For the proofs of the remaining statements, we refer to the Appendix
of [39]. O

Next, we prove Lemma 3.6.
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PROOF OF LEMMA 3.6. It follows from Assumption 2.3 that on Q2 for all N
sufficiently large,
(A.12) infii;>l+ /2

’ xely N i (Dv; —x)2 - v
forall ¥ € ®4 = [0, 1 + o /10]. The analogous statements of Lemma A.1, holding
on 2 for N sufficiently large, follow in the same way as in the proof of that lemma.
To get uniformity in N, it suffices to check that the analogous expression to (A.10)
holds uniformly in N, for N sufficiency large: by (A.12) there are two real solu-
tions Ei to H ©€):= % ZZNZI m = 1 that both lie outside of the interval ¥ 5.
Thus (3.3) and (3.4) imply that

A3 inf dist({¢2}, 0 1) > g9/2,
(A.13) pnf dist({ck).0h) = g/
on €2 for all N sufficiently large. Then we can bound

Fry=—2 % :

N ZD @0
evaluated at Eﬁ, uniformly below in ¢ and N, for N sufficiently large, implying
the uniformity in N of the constants in statements (1)—(4).

Next we prove (3.22). For simplicity we drop ¢ from the notation and work
on Q. As above, set { = z + m.(z) and ¢ = z + Mg (z). From the definitions of F,
F and equations (3.5), (3.6), we have F(¢) = F(¢) = z, for all z € D'. Using the
stabil/i\ty bound (A.13) and equation (3.3) in the definition of 2, we get, assuming
that [¢ — ¢| K 1,

F'©) =,
;€0

=o(1)( —¢)* + O(N~™),

uniformly in ¢ € @4, for all z € D’. From Lemma A.1, we get F'(¢) ~ /k +1
and F”(¢) < C, for all z € D'. We abbreviate A := | — ¢| in the following.

We first consider z = E + in € D/, such that kg +n > N4, for some small
g > 0 (with ¢ < ag). Here g is defined in (A.2). For such z we obtain from (A.14)
that A < CN¢(A% + N~). Thus either A < CoNEN~% or CoN~¢ < A, for
some constant Cy. We now show that |[A| < CoN° N~ for all z € D’ such that
kg +n> N—¢. For z € D' with n =2, we have

N

R 1 () - ¢
(@) - L@ = ; (v — 2(2)) (v — £(2))

[F'(©)+O(N™)]C - )+
(A.14)

O(N~%),

where we use (3.3). Since n = 2 and ImE, Im¢ > n, we obtain A < iA +
O(N~%), that is, A(z) < CN™%_ for n = 2. To extend the conclusion to all n,
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we use the Lipschitz continuity of 7(2), respectively, ¢(z). Differentiating z =
F(¢), with respect to z we obtain 9, = (F’ (g“))_l. Thus using property (2) of
Lemma A.1, we infer that the Lipschitz constant of ¢(z) is, for z € D’ satisfying
kg +n > N~¢, bounded above by N¢/%. The same conclusion also holds for 7(2).
Bootstrapping, we obtain

(A.15) 2(z) — ¢(z)| < CN*N—,

on  for N sufficiently large, for all z € D’ satisfying kg +n > N~°.

In order to control E(z) — () forz=E+ineD withkg +n<N%,¢>0,
we first derive the estimate |Zi — LY| < CN~%, for some ¢ > 0, on 2. We recall
that L4, respectively, L4, are obtained through the relations

1Y 1 dv(v)
— —=x = 1, —— = 1.
N ; (Fv; — ¢x)? (Pv— )2

Then a similar argument as given above shows that |Ei — 4| < CN™* and
|Z:|: — Ly <CN™ on , N sufficiently large. We refer to Section 4.3 in [40]
for details.

Second, following the arguments in the proof of Lemma A.1, we may write, for
E and ¢ in a neighborhood of ¢,

T(2) —Cs=Ciyz—Le(1+ O —Ly)),
(@) —te=cpJz—Le(1+ 0@z —Ly)).

We therefore get |E(z) — ()| < C/kE + 1+ CN~%/2_ Note that the constants
can be chosen uniformly in ¢ € ®,. Choosing, for example, ¢ = /4, we get
from (A.15) and (A.16) the desired inequality (3.22). [J

(A.16)

We now move on to the construction of the potentials U and U. We first record
the following corollary of Lemma A.1. Set B, (p) :={z € C: |z — p| < r}. Recall
the conventions in (2.8) and the definition of kg in (A.2).

COROLLARY A.2. Under the assumptions of Lemma 3.5 there are constants
ci, ry > 0, such that for any E € B, (Li) NR,
i 0 9

Jre(ch + BY (—kE)), E<LY,
(A.17) Imm?(E) = £(cy + Bi(—xp)) N

0, E>LY,
and
CY(—KE), E<LY,

A.18) Reml(E)=
(A18) " Rempe(E) :@(Ciwi(m»wi(m, E>LY,
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where Bi, sz are analytic functions on B, (0) that are real-valued on R and that
satisfy B19 0)=0,c} —{—Bﬁ > 0, respectively, C19 <0,0n B, (0)NR. Moreover, for
allz € B, (L ), the functions BY, C_l;’_, respectzvely, Im mfc, Re mfc, are continuous
int €Oy

Similar statements hold at the lower edge LV .

PROOF. Fix ¢ € ©4. As argued in the proof of Lemma A. 1, the function F(¢)
can locally be inverted around {i; see (A.11) above. Thus for ¢ in a neighborhood
of Cf, we may write

m?c(Z) =F (2 —Z=§_f —z—i-cimo +Ai(\/Z_Ti))
:Ci\/Z—T(l +B’9(z —Ll’))+c’9(z_Ll9),

for z in B, (L ), for some r > 0, where 8’9 and Cﬁ are analytic in a neighborhood
of zero and real-valued on the real line, since Im F~1(E) =0, for E € [L?, L’9] .

Equations (A.17) and (A.18) follow. From the proof of Lemma A.1, it is immediate
that c+ > 0. Thus cJr + 8’7 > 0 in a real neighborhood of zero. Since x — LZ9

me(L ) <0, forall x € ©1,, we must have Cl9 <Oinareal nelghborhood of zero.
Since F(z) is analytic on B (L ), for all ¥ € ®4, and since ;“ YisaC ! function
of ¥, the functions Bﬁ and C’} are Cl in 9 € ®. Then it is clear from (A.10) that

we can choose r > 0 uniformly in ¥ € ®4. The same arguments apply for ¢ close
toc?. O

The analogous result to Corollary A.2 is stated next. Recall the notation kf :=
min{|E — LY |, |E — LJ|}.

COROLLARY A.3. Under the assumptions of Lemma 3.6 the following holds
on Q, for N sufficiently large. There are constants E‘E’L, rl, withry >rly >0, such
that for any E € Brﬁr (LE’L) NR,

(A.19) Im g (E) = { VRE@E] +BL(RE).  E Ei’

0, E>LY,
and
Cl(—%Ep), E<LY,
VRe(@ + Bl (®p) +Cl(ke), E=LY,
where B\i,é\ﬁ are analytic functions on B,/ (O) that are real-valued on R and
that satisfy BY 70)=0 and ¢ Y+ Bﬁ >0, respectively, C <0, on B, (0) N R.

Moreover, the constant r!, can be chosen independent of ¥ € @ and N for N
sufficiently large.

(A20) Redp(E) = {
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Further, the functions BY b c? v, respectively, Im n’ifi, Re %Zf’;, are continuous func-
tions in v € Ogs, forall z € B, (L ). There is ¢ > 0, such that

(A21) [BL) = Bi@| = N7, [0 @) - Cl)| = N7,

forall 7€ B, (L ) and all ¥ € O, on 2 for N sufficiently large.
Similar statements hold at the lower edge le.

PROOF. Corollary A.3 is proven in the same way as Corollary A.2. The only
things to be checked are that r’, > 0 can be chosen uniformly in N, N suffi-
ciently large, and the bounds in (A.21). The former statement is an immediate
consequence of the stability bound (A.13). The latter follows from z = F(¢) =
F(2), with ¢ = z + ml.(z) and T = z + /il.(z). Then using (3.3), the stability
bound (A.13) and the uniform lower bound on F” (;g ), it is straightforward to
derive estimate (A.21) from (3.22). [

Next we prove Lemma 4.2. Recall from (4.16) that we chose ¥ = 9 (¢) :=
—(t—t0)/2
e .

PROOF OF LEMMA 4.2. For ¢ > 0 and a measure w on R, we define
supp, w := suppw + [—c, c]. Recall the constants r, > 0 of Corollary A.3. Set
s :=min{r_ r+}/2

We specify the potentials U and U through their spatial derivatives U and U'.
For t > 0, we set

pre(t, y)

t,
Pre( y)dy, U'(t.x) +x = 2][ dy.

U'(t,x)+x ——2][

for x € supp pr(¢), respectively, x € supp pgc(t).
For x € R satisfying |x — L1 ()| <s, where L (¢) denote the endpoints of the
support of the measure pf.(¢), we set

U'(t,x)+x:=—-2C0(ks), ke=x—Li(),
(A.22)
U'(t, x) +x 1= —2C% k), ki=x—Li(0),

where CAi are the functions appearing in Corollary A.3 with ¥ = ¥ (t), and CY
are the functions appearing in Corollary A.2 with ¥ = ¢ (¢). From Lemma A.1,
Corollaries A.2 and A.3, we conclude that U’ (¢, x), respectively, U'(z, x) are well
defined for x € supp; prc(1), t > 0, where s = min{r’ , r/, }/2.

For x ¢ supp, pic(t), we define U’ as a C 3 extension in x such that:
(1) UM (t,x), UM (¢, x), n € [[1, 3], are continuous in #; (2) for all # > 0 and
for all x ¢ supp, prc(t), |U'(t, x) + x| > |2Remy(t, x)| and U'"(t,x)> —Cy, for
some constant Cy > 0; (3) U'(t,x) + x ~ x for all + > 0, as |x| — oo. Simi-
larly, we define l7(t,x) as C3 extensions such that: (1) ﬁ(")(t,x), B,ﬁ(”)(t,x),
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n € [[1, 3]], are continuous in #; (2) there is ¢ > 0 such that sup,- |l7(”) (t,x) —
U™ (t,x)] < N~¢%0/2 n e[[1, 3], for N sufficiently large on .

We next show that the potential U’ (¢, x) is a C> function in x. For simplicity, we
often drop the 7-dependence from the notation. Let { = z 4+ m¢.(z), and recall from

the proof of Lemma A.1 that ¢(z) satisfies ¢(z) = F"D(z), where F(¢) =¢ —
dv(v)

NCr=ok

prc (1), it suffices to show that F’(¢) # 0 on the curve y N C* where Im F = 0.

Recall that on y we have

Thus, to prove regularity of U’(¢, x) in x in the support of the measure

dv(v)
[v—¢P
where © = ¥/ (¢). On the other hand, we have
(#v —Re¢)? — (Im¢)?
9o —¢*

(A.23) H() =

Re F/(¢) =1 —f dv(v).

Thus, on the curve y,

d Pv —Re)? — (Im¢)?

Re F'(¢) = V(UZ“P f( : |ﬁef)_;l4(m§) e
2(Im§)2
mdv(v).

From (2.10) we get

dv(v) - ( dv(v) )2 _q

(A2 Wo—¢* ~\J [Po—¢?

on y. Since F’' # 0 on y, the inverse function theorem implies that the real part
of my(t,x) is a smooth function in the interior of supp pg.(¢), whose deriva-
tives are continuous in f. For x € By (Li), we already showed in Lemma A.2
that Ci (x) is a smooth function, whose derivatives are continuous in 7. Thus we
have shown that U’(t, x) is smooth in supp, pr. (7). Outside supp; prc(¢), U'(t, x)
is manifestly C> by definition: it is a C> extension of the functions C(¢). Thus
Rsxw— U'(t,x), o;U'(¢, x) are C3 functions for all # > 0.

Clearly, we can bound the derivatives U™ (¢, x), 8,U™ (¢, x), n € [[1, 3]), uni-
formly on compact sets. It is also immediate that U ™) (z, x) are continuous func-
tions in £ > 0. Thus we can bound U uniformly in ¢ and uniformly in x on
compact sets, for n € [[1, 3]]. For x € supp, ps.(¢), we have U"(t,x) > —C, for
some C > 0. For x ¢ supp, prc(t), a similar bound holds true by construction.
Thus U’(¢, x) satisfies (4.4) uniformly in ¢ > 0. Further, since U’(¢, x) + x ~ x, as
|x] — 00, (4.5) also holds uniformly in # > 0.

On €2, we can extend the reasoning above to U’ (t, x), Btﬁ '(t, x), for N suffi-
ciently large. For example, the arguments in (A.23)—(A.24) can be extended to the
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finite N case by using (3.3) and Lemma 3.6. Let again s = min{r’ , r/, }/2. Then
for x € supp, ps:(¢) we have by Lemma 3.6 that |7 (f, x +in) — me(t, x +in)| <
N~ for some ¢ > 0, on €2 for all > 0 and all ¢ > 0. Together with (A.21) we
can conclude that |U'(r, x) — U'(t, x)| < N~@/2 on Q, for x € supp, prc(t). We
also have |9, (t, x +in) — dymec (¢, x +in)| < C N~ for x satisfying min{|x —
L.|,|x —L_|}>s,as can be checked as in the proof of Lemma 3.6. Hence, com-
bining this last statement with the regularity of cY { claimed in Lemma A.3, we have
|U"(t, x) —U"(t, x)] < N~ for x € supp, pre(t), ¢ >0, on Q for N sufficiently
large. This conclusion can be extended to arbitrary um. Similarly, one checks
that U (”)(t x), n € [[1, 3] are continuous functions of t>0.Forx¢ Supp; pre(t),
these properties follow directly from the definition of U U’ above. Thus U’ (¢, x) sat-
isfies (4.4) and (4.5) with uniform constants for all # > 0 and N sufficiently large
on €.

Finally, the potentials U(r) and U (1) are “regular” as follows from Lemmas 3.5
and 3.6. [
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