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BERRY–ESSEEN THEOREMS UNDER WEAK DEPENDENCE

BY MORITZ JIRAK1

Humboldt Universität zu Berlin

Let {Xk}k≥Z be a stationary sequence. Given p ∈ (2,3] moments and
a mild weak dependence condition, we show a Berry–Esseen theorem with
optimal rate np/2−1. For p ≥ 4, we also show a convergence rate of n1/2

in Lq -norm, where q ≥ 1. Up to logn factors, we also obtain nonuniform
rates for any p > 2. This leads to new optimal results for many linear and
nonlinear processes from the time series literature, but also includes examples
from dynamical system theory. The proofs are based on a hybrid method
of characteristic functions, coupling and conditioning arguments and ideal
metrics.

1. Introduction. Let {Xk}k∈Z be a zero mean process having second mo-
ments E[X2

k ] < ∞. Consider the partial sum Sn = ∑n
k=1 Xk and its normalized

variance s2
n = n−1 Var[Sn]. A very important issue in probability theory and statis-

tics is whether or not the central limit theorem holds, that is, if we have

lim
n→∞

∣∣∣P (
Sn ≤ x

√
ns2

n

)
− �(x)

∣∣∣ = 0,(1.1)

where �(x) denotes the standard normal distribution function. Going one step
further, we can ask ourselves about the possible rate of convergence in (1.1), more
precisely, if it holds that

lim
n→∞d(P

Sn/
√

ns2
n
,PZ)rn < ∞ for a sequence rn → ∞,(1.2)

where d(·, ·) is a probability metric, Z follows a standard normal distribution
and PX denotes the probability measure induced by the random variable X. The
rate rn can be considered as a measure of reliability for statistical inference based
on Sn, and large rates are naturally preferred. The question of rate of convergence
has been addressed under numerous different setups with respect to the metric and
underlying structure of the sequence {Xk}k∈Z in the literature. Perhaps one of the
most important metrics is the Kolmogorov (uniform) metric, given as

�n = sup
x∈R

∣∣∣P (
Sn ≤ x

√
ns2

n

)
− �(x)

∣∣∣.(1.3)
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The latter has been studied extensively in the literature under many different no-
tions of (weak) dependence for {Xk}k∈Z. One general way to measure depen-
dence is in terms of various mixing conditions. In the case of the uniform metric,
Bolthausen [6] and Rio [43] showed that it is possible to obtain the rate rn = √

n

in (1.3), given certain mixing assumptions and a bounded support of the under-
lying sequence {Xk}k∈Z; see also [9, 12, 25, 33], among others, for related re-
sults and extensions. Under the notion of α-mixing, Tikhomirov [45] obtained
rn = n1/2/(logn)2, provided that E[|Xk|3] < ∞ and the mixing coefficient decays
exponentially fast; see also [2]. Martingales constitute another important class for
the study of (1.3). Some relevant contributions in this context are, for instance,
Brown and Heyde [26], Bolthausen [7] and more recently Dedecker et al. [11]. In
the special case of functionals of Gaussian or Poissonian sequences, deep results
have been obtained by Noudin and Peccati et al.; see, for instance, [37, 38] and
[39]. Another stream of significant works focuses on stationary (causal) Bernoulli-
shift processes, given as

Xk = gk(εk, εk−1, . . .) where {εk}k∈Z is an i.i.d. sequence.(1.4)

The study of (1.3) given the structure in (1.4) has a long history, and dates back
to Kac [30] and Postnikov [42]. Ibragimov [28] established a rate of convergence,
rn = n1/2/

√
logn, subject to an exponentially fast decaying weak dependence co-

efficient. Using the technique of Tikhomirov [45], Götze and Hipp obtained Edge-
worth expansions for processes of type (1.4) in a series of works; cf. [19–21]; see
also Heinrich [24] and Lahiri [32]. This approach, however, requires the valid-
ity of a number of technical conditions. This includes in particular a conditional
Crámer-like condition subject to an exponential decay, which is somewhat diffi-
cult to verify. In contrast, it turns out that a Berry–Esseen theorem only requires
a simple, yet fairly general dependence condition where no exponential decay is
required. Indeed, we will see that many popular examples from the literature are
within our framework. Unlike previous results in the literature, we also obtain op-
timal rates for p ∈ (2,3) given (infinite) weak dependence, which to the best of
our knowledge is new (excluding special cases as linear processes). The proofs
are based on an m-dependent approximation (m → ∞), which is quite common
in the literature. The substantial difference here is the subsequent treatment of the
m-dependent sequence. To motivate one of the main ideas of the proofs, let us as-
sume p = 3 for a moment. Given a weakly, m-dependent sequence {Xk}k∈Z, one
may show via classic arguments that

�n ≤ C
√

m/nE
[|X1|3]

,(1.5)

provided that E[|X1|3] < ∞ and s2
n > 0. Note, however, since Xk is weakly de-

pendent, one finds that

m−3/2∣∣E[
S3

m

]∣∣ ≤ C√
m

.(1.6)



2026 M. JIRAK

Hence if one succeeds in replacing E[|X1|3] in (1.5) with (1.6), one obtains the
optimal rate rn = √

n. A similar reasoning applies to p ∈ (2,3). Unfortunately
though, setting this idea to work leads to rather intricate problems, and a tech-
nique like that of Tikhomirov [45] is not fruitful, inevitably leading to a subopti-
mal rate. Our approach is based on coupling and conditioning arguments and ideal
(Zolotarev) metrics. Interestingly, there is a connection to more recent results of
Dedecker et al. [11], who consider different (smoother) probability metrics. We
will see that at least some of the problems we encounter may be redirected to these
results after some preparation.

2. Main results. Throughout this paper, we will use the following notation:
for a random variable X and p ≥ 1, we denote with ‖X‖p = E[Xp]1/p the Lp

norm. Let {εk}k∈Z be a sequence of independent and identically distributed ran-
dom variables with values in a measurable space S. Denote the corresponding σ -
algebra with Ek = σ(εj , j ≤ k). Given a real-valued stationary sequence {Xk}k∈Z,
we always assume that Xk is adapted to Ek for each k ∈ Z. Hence we implicitly
assume that Xk can be written as in (1.4). For convenience, we write Xk = gk(θk)

with θk = (εk, εk−1, . . .). The class of processes that fits into this framework is
large and contains a variety of functionals of linear and nonlinear processes in-
cluding ARMA, GARCH and related processes (see, e.g., [18, 46, 48]), but also
examples from dynamic system theory. Some popular examples are given below in
Section 3. A nice feature of the representation given in (1.4) is that it allows us to
give simple, yet very efficient and general dependence conditions. Following Wu
[47], let {ε′

k}k∈Z be an independent copy of {εk}k∈Z on the same probability space,

and define the “filter” θ
(l,′)
k as

θ
(l,′)
k = (

εk, εk−1, . . . , ε
′
k−l,εk−l−1, . . .

)
.(2.1)

We put θ ′
k = θ

(k,′)
k = (εk, εk−1, . . . , ε

′
0, ε−1, . . .) and X

(l,′)
k = gk(θ

(l,′)
k ), and in par-

ticular we set X′
k = X

(k,′)
k . As a dependence measure, we then consider the quantity

supk∈Z ‖Xk − X
(l,′)
k ‖p , p ≥ 1. Dependence conditions of this type are quite gen-

eral and easy to verify in many cases; cf. [1, 48] and the examples below. Observe
that if the function g = gk does not depend on k, we obtain the simpler version

sup
k∈Z

∥∥Xk − X
(l,′)
k

∥∥
p = ∥∥Xl − X′

l

∥∥
p.(2.2)

Note that it is actually not trivial to construct a stationary process {Xk}k∈Z that can
only be represented as Xk = gk(θk); that is, a function g independent of k such
that Xk = g(θk) for all k ∈ Z does not exist. We refer to Corollary 2.3 in Feldman
and Rudolph [16] for such an example.

We will derive all of our results under the following assumptions.

ASSUMPTION 2.1. Let {Xk}k∈Z be stationary such that for some p ≥ 2:
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(i) ‖Xk‖p < ∞, E[Xk] = 0,

(ii)
∑∞

l=1 l2 supk∈Z ‖Xk − X
(l,′)
k ‖p < ∞,

(iii) s2 > 0, where s2 = ∑
k∈Z E[X0Xk].

In the sequel, B denotes a varying absolute constant, depending only on p,∑∞
l=1 l2 supk∈Z ‖Xk − X

(l,′)
k ‖p and s2. The following theorem is one of the main

results of this paper.

THEOREM 2.2. Grant Assumption 2.1 for some p ∈ (2,3], and let s2
n =

n−1‖Sn‖2
2. Then

sup
x∈R

∣∣∣P (
Sn

/√
ns2

n ≤ x
)

− �(x)
∣∣∣ ≤ B

np/2−1 ,

and hence we may select rn = np/2−1.

Theorem 2.2 provides optimal convergence rates under mild conditions. In par-
ticular, it seems that this is the first time optimal rates are shown to hold under gen-
eral infinite weak dependence conditions if p ∈ (2,3). Examples to demonstrate
the versatility of the result are given in Section 3. In particular, we consider func-
tions of the dynamical system T x = 2x mod 1 in Example 3.2, a problem which
has been studied in the literature for decades. Combining Theorem 2.2 with results
of Dedecker and Rio [13], we also obtain optimal results for the Lq -norm.

THEOREM 2.3. Grant Assumption 2.1 for some p ≥ 4, and let s2
n = n−1‖Sn‖2

2.
Then for any q ≥ 1 we have∫

R

∣∣∣P (
Sn

/√
ns2

n ≤ x
)

− �(x)
∣∣∣q dx ≤ Bn−q/2.

Note that in the case q = 1, the results of Dedecker and Rio [13] are more general.
The nonuniform analogue to Theorems 2.2 and 2.3 is given below. Here, we obtain
optimality up to logarithmic factors.

THEOREM 2.4. Grant Assumption 2.1 for some p > 2. Then for any x ∈ R,∣∣∣P (
Sn

/√
ns2

n ≤ x
)

− �(x)
∣∣∣ ≤ n−(p∧3)/2+1 B(logn)p/2

1 + |x|p ,

where a ∧ b = min{a, b}.

As a particular application of Theorem 2.4, consider f (|Sn|/
√

ns2
n) where the

function f (·) satisfies

f (0) = 0 and
∫ ∞

0

|f ′(x)|
1 + |x|p dx < ∞(2.3)
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for some p > 0, and the derivative f ′(x) exists for x ∈ (0,∞). If ‖Sn‖p < ∞,
property (2.3) implies the identity

E

[
f

(
|Sn|/√

ns2
n

)]
=

∫ ∞
0

f ′(x)P
(
|Sn|/√

ns2
n ≥ x

)
dx,

and we thus obtain the following corollary.

COROLLARY 2.5. Grant Assumption 2.1 for some p > 2. If (2.3) holds, then∣∣∣∣E[
f

(
|Sn|/√

ns2
n

)]
−

∫
R

f
(|x|)d�(x)

∣∣∣∣ ≤ Bn−(p∧3)/2+1(logn)p/2.

As a special case, consider f (|x|) = |x|q , q > 0. We may then use Corollary 2.5
to obtain rates of convergence for moments.

COROLLARY 2.6. Grant Assumption 2.1 for some p > 2. Then for any 0 <

q < p, we have∣∣∣∣∥∥∥Sn

/√
ns2

n

∥∥∥q

q
−

∫
R

|x|q d�(x)

∣∣∣∣ ≤ Bn−(p∧3)/2+1(logn)p/2.

In the special case of i.i.d. sequences and 0 < p < 4, sharp results in this con-
text have been obtained in Hall [23]. It seems that related results for dependent
sequences are unknown.

3. Applications and examples. All examples considered here are time-
homogenous Bernoulli-shift processes; that is, g = gk does not depend on k, and
hence equality (2.2) holds.

EXAMPLE 3.1 (Functions of linear process). Let S = R, and suppose that the
sequence {αi}i∈N satisfies

∑∞
i=0 α2

i < ∞. If ‖εk‖2 < ∞, then one may show that
the linear process

Yk =
∞∑
i=0

αiεk−i exists and is stationary.

Let f be a measurable function such that E[Xk] = 0, where Xk = f (Yk). If f is
Hölder continuous with regularity 0 < β ≤ 1, that is, |f (x) − f (y)| ≤ c|x − y|β ,
then for any p ≥ 1 ∥∥Xk − X′

k

∥∥
p ≤ cα

β
k ‖ε0‖p.

Hence if
∑∞

i=0 i2|αi |β < ∞ and s2 > 0, then Assumption 2.1 holds.
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EXAMPLE 3.2 [Sums of the form
∑

f (t2k)]. Consider the measure pre-
serving transformation T x = 2x mod 1 on the probability space ([0,1],B,λ),
with Borel σ -algebra B and Lebesgue measure λ. Let U0 ∼ Uniform[0,1]. Then
T U0 = ∑∞

j=0 2−j−1ζj , where ζj are Bernoulli random variables. The flow T kU0

can then be written as T kU0 = ∑∞
j=0 2−j−1ζj+k ; see [28]. The study about the be-

havior of Sn = ∑n
k=1 f (T kU0) for appropriate functions f has a very long history

and dates back to Kac [30]. Since then, numerous contributions have been made;
see, for instance, [4, 5, 13, 14, 27, 28, 31, 33, 35, 36, 40, 42], to name a few. Here,
we consider the following class of functions. Let f be a function defined on the
unit interval [0,1], such that∫ 1

0
f (t) dt = 0,

∫ 1

0

∣∣f (t)
∣∣p dt < ∞ and

(3.1) ∫ 1

0
t−1∣∣log(t)

∣∣2wp(f, t) dt < ∞,

where wp(f, t) denotes the Lp([0,1],λ) modulos of continuity of f ∈ Lp([0,1],
λ). This setup is a little more general than in [28]. For x ∈ R

+, let f̄ (x) = f (x −
�x�); that is, f̄ is the one-periodic extension to the positive real line. One then often
finds the equivalent formulation Sn = ∑n

k=1 f̄ (2kU0) in the literature. Consider
now the partial sum Sn = ∑n

k=1 f̄ (2kU0). Ibragimov [28] showed that

sup
x∈R

∣∣∣P (
Sn

/√
ns2

n ≤ x
)

− �(x)
∣∣∣ ≤ C

(
logn

n

)p/2−1

.(3.2)

By alternative methods, Le Borgne and Pène [33], extending Rio [43], managed
to remove the logarithmic factor if ‖f ‖∞ < ∞. A priori, the sequence {T kU0}k∈Z
does not directly fit into our framework, which, however, can be achieved by a
simple time flip. Define the function Tn(i) = n − i + 1 for i ∈ {n,n − 1, . . .}, and
let εk = ζTn(k). Then we may write

Xk = f
(
T kU0

) = f

( ∞∑
j=0

εk−j 2−j−1

)
, k ∈ {1, . . . , n}.

Note that we have to perform this time flip for every n ∈ N, which, however, has
no impact on the applicability of our results. Using the same arguments as in [28],
we find that (3.1) implies that for p ∈ (2,3]

∞∑
k=1

k2∥∥Xk − X′
k

∥∥
p < ∞.

If s2 > 0, we see that Assumption 2.1 holds. In particular, an application of Theo-
rem 2.2 gives the rate rn = np/2−1, thereby removing the unnecessary logn factor
in (3.2) for the whole range p ∈ (2,3].
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EXAMPLE 3.3 (m-dependent processes). Consider the zero mean m-dependent
process Yk = f (ζk, . . . , ζk−m+1), where m ∈ N and f is a measurable function and
{ζk}k∈Z is i.i.d. and takes values in S. m may depend on n such that n/m → ∞,
but we demand in addition that

lim inf
n→∞ Var

[
n∑

k=1

Yk

]/
(nm) > 0.(3.3)

In this context, it is useful to work with the transformed block-variables

Xk = 1

m

m−1∑
l=0

Ymk−l , k ∈ Z,

and write Xk = g(εk, εk−1) where εk = (ζkm, . . . , ζ(k−1)m+1)

 ∈ S

m; hence
{Xk}k∈Z is a two-dependent sequence. This representation ensures that Assump-
tion 2.1(i) and (ii) hold for {Xk}k∈Z, independently of the value of m. The draw-
back of this block-structure is that we loose a factor m, since we have

1√
nm

Sn = 1√
nm

n∑
k=1

Yk = 1√
n/m

n/m∑
k=1

Xk,

where we assume that n/m ∈ N for simplicity. However, this loss is known in the
literature: Theorem 2.2 now yields the commonly observed rate rn = (n/m)p/2−1

in the context of m-dependent sequences satisfying (3.3); see, for instance, Theo-
rem 2.6 in [9]. In the latter, the rate rn = (n/m)p/2−1 is not immediately obvious,
but follows from elementary computations using (3.3).

EXAMPLE 3.4 (Iterated random function). Iterated random functions (cf.
[15]) are an important class of processes. Many nonlinear models like ARCH,
bilinear and threshold autoregressive models fit into this framework. Let S = R

and {Xk}k∈Z be defined via the recursion

Xk = G(Xk−1, εk),

commonly referred to as iterated random functions; see, for instance, [15]. Let

Lε = sup
x �=y

|G(x, ε) − G(y, ε)|
|x − y|(3.4)

be the Lipschitz coefficient. If ‖Lε‖p < 1 and ‖G(x0, ε)‖p < ∞ for some x0, then
Xk can be represented as Xk = g(εk, εk−1, . . .) for some measurable function g. In
addition, we have ∥∥Xk − X′

k

∥∥
p ≤ Cρ−k where 0 < ρ < 1;(3.5)

see [49]. Hence if E[Xk] = 0 and s2 > 0, Assumption 2.1 holds. As an example,
consider the stochastic recursion

Xk+1 = ak+1Xk + bk+1, k ∈ Z,
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where {ak, bk}k∈Z is an i.i.d. sequence. Let εk = (ak, bk). If we have, for some
p ≥ 2,

‖ak‖p < 1 and ‖bk‖p < ∞, E[bk] = 0,(3.6)

then ‖Lε‖p ≤ ‖ak‖p < 1, and Assumption 2.1 holds if s2 > 0. In particular, if
ak, bk are independent, then one readily verifies that

s2 = ‖b0‖2
2

1 − ‖a0‖2
2

(
1 + 2E[a0]

1 −E[a0]
)
,

which is strictly positive since |E[a0]| < 1 by Jensen’s inequality. Hence if (3.6)
holds for p > 2, then Assumption 2.1 holds for p. Analogue conditions can be
derived for higher order recursions.

EXAMPLE 3.5 [GARCH(p,q) sequences]. Let S = R. Another very promi-
nent stochastic recursion is the GARCH(p,q) sequence, given through the rela-
tions

Xk = εkLk where {εk}k∈Z is a zero mean i.i.d. sequence and

L2
k = μ + α1L

2
k−1 + · · · + αpL

2
k−p + β1X

2
k−1 + · · · + βqX

2
k−q,

with μ,α1, . . . , αp, β1, . . . , βq ∈ R. We assume that ‖εk‖p < ∞ for some p ≥ 2.
An important quantity is

γC =
r∑

i=1

∥∥αi + βiε
2
i

∥∥
2 with r = max{p,q},

where we replace possible undefined αi, βi with zero. If γC < 1, then {Xk}k∈Z is
stationary; cf. [8]. In particular, it was shown in [3] that {Xk}k∈Z may be repre-
sented as

Xk = √
μεk

(
1 +

∞∑
n=1

∑
1≤l1,...,ln≤r

n∏
i=1

(
αli + βli ε

2
j−l1−···−li

))1/2

.

Using this representation and the fact that |x − y|p ≤ |x2 − y2|p/2 for x, y ≥ 0,
p ≥ 1, one can follow the proof of Theorem 4.2 in [1] to show that∥∥Xk − X′

k

∥∥
p ≤ Cρk where 0 < ρ < 1.

Since E[Xk] = E[εk] = 0, Assumption 2.1 holds if s2 > 0. We remark that pre-
vious results on �n, in the case of GARCH(p,q) sequences, either require heavy
additional assumptions or have suboptimal rates; cf. [27].
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EXAMPLE 3.6 (Volterra processes). In the study of nonlinear processes,
Volterra processes are of fundamental importance. Following Berkes et al. [4],
we consider

Xk =
∞∑
i=1

∑
0≤j1<···<ji

ak(j1, . . . , ji)εk−j1 · · · εk−ji
,

where S = R and ‖εk‖p < ∞ for p ≥ 2, and ak are called the kth Volterra kernel.
Let

Ak,i = ∑
k∈{j1,...,ji},0≤j1<···<ji

∣∣ak(j1, . . . , ji)
∣∣.

Then there exists a constant C such that∥∥Xk − X′
k

∥∥
p ≤ C

∞∑
i=1

‖ε0‖i
pAk,i .

Thus if
∑∞

k,i=1 k2Ak,i < ∞ and s2 > 0, then Assumption 2.1 holds.

4. Proofs. The main approach consists of an m-dependent approximation
where m → ∞, followed by characteristic functions and Esseen’s inequality. How-
ever, here the trouble starts, since we cannot factor the characteristic function as
in the classic proof, due to the m-dependence. Tikhomirov [45] uses a chaining-
type argument, which is also fruitful for Edgeworth expansions; cf. [19]. However,
since this approach inevitably leads to a loss in the rate, this is not an option for
Berry–Esseen-type results. In order to circumvent this problem, we first work un-
der an appropriately chosen conditional probability measure PFm

. Unfortunately
though, this leads to rather intricate problems, since all involved quantities of in-
terest are then random. We first consider the case of a weakly m-dependent se-
quence {Xk}k∈Z, where m → ∞ as n increases. Note that this is different from
Example 3.3. For the general case, we then construct a suitable m-dependent ap-
proximating sequence such that the error of approximation is negligible, which is
carried out in Section 4.2. The overall proof of Theorem 2.2 is lengthy. Impor-
tant technical auxiliary results are therefore established separately in Section 4.5.
Minor additionally required results are collected in Section 4.6. The proofs of The-
orems 2.3 and 2.4 are given in Sections 4.3 and 4.4. To simplify the notation in the
proofs, we restrict ourselves to the case of homogeneous Bernoulli shifts, that is,
where Xk = g(εk, εk−1, . . .), and the function g does not depend on k. This re-
quires substantially fewer indices and notation throughout the proofs, and, in par-
ticular, (2.2) holds. The more general nonhomogenous (but still stationary) case
follows from straightforward (notational) adaptations. This is because the key in-
gredient we require for the proof is the Bernoulli-shift structure (1.4) in connection
with the summability condition, Assumption 2.1(ii). Whether or not g depends on
k is of no relevance in this context.
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4.1. m-dependencies. In order to deal with m-dependent sequences, we re-
quire some additional notation and definitions. Throughout the remainder of this
section, we let

Xk = fm(εk, . . . , εk−m+1) for m ∈ N, k ∈ Z,

and measurable functions fm :Sm �→ R, where m = mn → ∞ as n increases. We
work under the following conditions:

ASSUMPTION 4.1. Let {Xk}k≥Z be such that for some p ≥ 2, uniformly in
m:

(i) ‖Xk‖p < ∞, E[Xk] = 0,
(ii)

∑∞
k=1 k2‖Xk − X′

k‖p < ∞,
(iii) s2

m > 0,

where s2
m = ∑

k∈Z E[X0Xk] = ∑m
k=−mE[X0Xk].

Observe that this setup is fundamentally different from that considered in Ex-
ample 3.3. In particular, here we have that Var[Sn] ∼ n. Define the following σ -
algebra:

Fm = σ
(
ε−m+1, . . . , ε0, ε

′
1, . . . , ε

′
m, εm+1, . . . , ε2m, ε′

2m+1, . . .
)
,(4.1)

where we recall that {εk}k∈Z and {ε′
k}k∈Z are mutually independent, identically

distributed random sequences. We write PFm
(·) for the conditional law and EFm

[·]
(or EH[·]) for the conditional expectation with respect to Fm (or some other filtra-
tion H). We introduce

S
(1)
|m =

n∑
k=1

Xk −E[Xk|Fm] and S
(2)
|m =

n∑
k=1

E[Xk|Fm],

hence

Sn =
n∑

k=1

Xk = S
(1)
|m + S

(2)
|m .

To avoid any notational problems, we put Xk = 0 for k /∈ {1, . . . , n}. Let n =
2(N − 1)m + m′, where N,m are chosen such that c0m ≤ m′ ≤ m and c0 > 0
is an absolute constant, independent of m,n. For 1 ≤ j ≤ N , we construct the
block random variables

Uj =
(2j−1)m∑

k=(2j−2)m+1

Xk −E[Xk|Fm] and Rj =
2jm∑

k=(2j−1)m+1

Xk −E[Xk|Fm],

and put Y
(1)
j = Uj + Rj , hence S

(1)
|m = ∑N

j=1 Y
(1)
j . Note that by construction

of the blocks, Y
(1)
j , j = 1, . . . ,N are independent random variables under the
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conditional probability measure PFm
(·), and are identically distributed at least

for j = 1, . . . ,N − 1 under P . We also put Y
(2)
1 = ∑m

k=1 E[Xk|Fm] and Y
(2)
j =∑(j+1)m

k=(j−1)m+1 E[Xk|Fm] for j = 2, . . . ,N . Note that Y
(2)
j , j = 1, . . . ,N is a se-

quence of independent random variables. The following partial and conditional
variances are relevant for the proofs:

σ 2
j |m = 1

2m
EFm

[(
Y

(1)
j

)2]
and σ 2

j = E
[
σ 2

j |m
]
,

σ 2|m = 1

n
E

[(
S

(1)
|m

)2|Fm

] = 1

N + m′/2m

N∑
j=1

σ 2
j |m,

σ 2
m = E

[
σ 2|m

] = 1

N + m′/2m

N∑
j=1

σ 2
j ,

σ̂ 2
m = 1

2m

m∑
k=1

m∑
l=1

E[XkXl].

As we shall see below, these quantities are all closely connected. Note that σ 2
i = σ 2

j

for 1 ≤ i, j ≤ N − 1, but σ 2
1 �= σ 2

N in general. Moreover, we have the equation

2mσ̂ 2
m = ms2

m − ∑
k∈Z

m ∧ |k|E[X0Xk].(4.2)

The above relation is important, since Lemma 4.6 yields that under Assumption 4.1
we have 2σ̂ 2

m = s2
m + O(m−1). Moreover, Lemma 4.7 gives σ 2

j = σ̂ 2
m + O(m−1)

for 1 ≤ j ≤ N − 1. We conclude that

σ 2
j = s2

m/2 +O
(
m−1)

> 0 for sufficiently large m.(4.3)

The same is true for σ 2
N , since m′ ≥ c0m. Summarizing, we see that we do not

have any degeneracy problems for the partial variances σ 2
j , 1 ≤ j ≤ N under As-

sumption 4.1. For the second part S
(2)
|m , we introduce ς2

m = n−1‖S(2)
|m ‖2

2. One then
readily derives via conditioning arguments that

s2
nm

def= n−1‖Sn‖2
2 = n−1∥∥S(1)

|m
∥∥2

2 + n−1∥∥S(2)
|m

∥∥2
2 = σ 2

m + ς2
m.(4.4)

We are now ready to give the main result of this section.

THEOREM 4.2. Grant Assumption 4.1, and let p ∈ (2,3]. Assume in addition
that N = Nn = nλ for 0 < λ ≤ p/(2p + 2). Then

sup
x∈R

∣∣P(Sn/
√

n ≤ x) − �(x/snm)
∣∣ ≤ c(λ,p)n−p/2+1,

where c(λ,p) > 0 depends on λ, p,
∑∞

k=1 k2‖Xk − X′
k‖p and infm s2

m > 0.
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The proof of Theorem 4.2 is based on the following decomposition. Let Z1,Z2
be independent unit Gaussian random variables. Then

sup
x∈R

∣∣P(Sn/
√

n ≤ x) − �(x/snm)
∣∣

= sup
x∈R

∣∣P (
S

(1)
|m ≤ x

√
n − S

(2)
|m

) − P(Z1σm ≤ x − Z2ςm)
∣∣

≤ A + B + C,

where A,B,C are defined as

A = sup
x∈R

∣∣E[
P|Fm

(
S

(1)
|m /

√
n ≤ x − S

(2)
|m /

√
n
) − P|Fm

(
Z1σ|m ≤ x − S

(2)
|m /

√
n
)]∣∣,

B = sup
x∈R

∣∣E[
P|Fm

(
Z1σ|m ≤ x − S

(2)
|m /

√
n
) − P|Fm

(
Z1σm ≤ x − S

(2)
|m /

√
n
)]∣∣,

C = sup
x∈R

∣∣P (
S

(2)
|m /

√
n ≤ x − Z1σm

) − P(Z2ςm ≤ x − Z1σm)
∣∣.

We will treat the three parts separately, and show that A,B,C ≤ c(λ,p)
3 n−p/2+1,

which proves Theorem 4.2. As a brief overview, the proof consists of the following
steps:

(a) apply Esseen’s smoothing inequality, and factor the resulting characteristic
function into a (conditional) product of characteristic functions ϕj (x) under the
conditional probability measure PFm

;
(b) use ideal metrics to control the distance between ϕj (x) and corresponding

Gaussian versions under PFm
;

(c) based on Renyi’s representation, control the (conditional) characteristic
functions ϕj (x) under P ;

(d) replace conditional variances under the overall probability measure P .

One of the main difficulties arises from working under the conditional mea-
sure PFm

. For the proof, we require some additional notation. In analogy to the
filter θ

(l,′)
k , we denote with θ

(l,∗)
k ,

θ
(l,∗)
k = (

εk, εk−1, . . . , ε
′
k−l, ε

′
k−l−1, ε

′
k−l−2, . . .

)
.(4.5)

We put θ∗
k = θ

(k,∗)
k = (εk, εk−1, . . . , ε

′
0, ε

′−1, ε
′−2, . . .) and X

(l,∗)
k = g(θ

(l,∗)
k ),

and in particular, we have X∗
k = X

(k,∗)
k . Similarly, let {ε′′

k }k∈Z be independent
copies of {εk}k∈Z and {ε′

k}k∈Z. For l ≤ k, we then introduce the quantities

X
(l,′′)
k ,X

(l,∗∗)
k ,X′′

k ,X
(∗∗)
k in analogy to X

(l,′)
k ,X

(l,∗)
k ,X′

k,X
∗
k . This means that we

replace every ε′
k with ε′′

k at all corresponding places. For k ≥ 0, we also introduce
the σ -algebras

E ′
k = σ

(
εj , j ≤ k and j �= 0, ε′

0
)

and
(4.6)

E∗
k = σ

(
εj ,1 ≤ j ≤ k and ε′

i , i ≤ 0
)
.
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Similarly, we introduce filtrations E ′′
k and E∗∗

k .
Throughout the proofs, we make the following conventions:

(1) We do not distinguish between N and N + m′/2m since the difference
m′/2m is not of any particular relevance for the proofs. We use N for both ex-
pressions.

(2) The abbreviations I, II, III, . . . , for expressions (possible with some addi-
tional indices) vary from proof to proof.

(3) We use �, �, (∼) to denote (two-sided) inequalities involving a multiplica-
tive constant.

(4) If there is no confusion, we put Yj = (2m)−1/2Y
(1)
j for j = 1, . . . ,N to

lighten the notation, particularly in part A.

(5) We write [as in (4.4)] def= if we make definitions on the fly.

4.1.1. Part A. The proof of part A is divided into four major steps. Some more
technical arguments are deferred to Sections 4.5.2 and 4.5.1.

PROOF. For L > 0, put BL = {L−1 ∑L
j=1 σ 2

j |m ≥ s2
m/4}, and denote with Bc

L

its complement. Since S
(2)
|m ∈ Fm, we obtain that

A = sup
x∈R

∣∣E[
P|Fm

(
S

(1)
|m /

√
n ≤ x − S

(2)
|m /

√
n
) − P|Fm

(
Z1σ|m ≤ x − S

(2)
|m /

√
n
)]∣∣

≤ E

[
sup
y∈R

∣∣P|Fm

(
S

(1)
|m /

√
n ≤ y

) − P|Fm
(Z1σ|m ≤ y)

∣∣1(BN)
]
+ 2P

(
Bc

N

)
.

Corollary 4.8 yields that P(Bc
N) � n−p/2N � n−p/2+1 since N ≤ n, and it thus

suffices to treat

�|m def= sup
y∈R

∣∣P|Fm

(
S

(1)
|m /

√
n ≤ y

) − P|Fm
(Z1σ|m ≤ y)

∣∣1(BN).(4.7)

Step 1: Berry–Esseen inequality. Denote with �T|m the smoothed version of �|m
(cf. [17]) as in the classical approach. Since σ 2|m ≥ s2

m/4 > 0 on the set BN by
construction, the smoothing inequality (cf. [17], Lemma 1, XVI.3) is applicable,
and it thus suffices to treat �T|m. Let ϕj (x) = E[eixYj |Fm], and put T = np/2−1cT ,
where cT > 0 will be specified later. Due to the independence of {Yj }1≤j≤N under
P|Fm

and since 1(BN) ≤ 1, it follows that

E
[∣∣�T|m

∣∣] ≤
∫ T

−T
E

[∣∣∣∣∣
N∏

j=1

ϕj (ξ/
√

N) −
N∏

j=1

e
−σ 2

j |mξ2/2N

∣∣∣∣∣
]/

|ξ |dξ.(4.8)

Put t = ξ/
√

N . Then
∏N

j=1 aj −∏N
j=1 bj = ∑N

i=1(
∏i−1

j=1 bj )(ai − bi)(
∏N

j=i+1 aj ),

where we use the convention that
∏i−2

j=1(·) = ∏N
j=i+2(·) = 1 if i − 2 < 1 or
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i + 2 > N . Hence we have
N∏

j=1

ϕj (t) −
N∏

j=1

e
−σ 2

j |mt2/2

=
N∑

i=1

(
i−1∏
j=1

ϕj (t)

)(
ϕi(t) − e

−σ 2
i|mt2/2)( N∏

j=i+1

e
−σ 2

j |mt2/2

)
.

Note that both {ϕj (t)}1≤j≤N and {e−σ 2
j |mt2/2}1≤j≤N are two-dependent sequences.

Since |ϕj (t)|, e
−σ 2

j |mt2/2 ≤ 1, it then follows by the triangle inequality, stationarity
and “leave one out” that∥∥∥∥∥

N∏
j=1

ϕj (t) −
N∏

j=1

e
−σ 2

j |mt2/2

∥∥∥∥∥
1

≤
N∑

i=1

∥∥∥∥∥
i−2∏
j=1

e
−σ 2

j |mt2/2

∥∥∥∥∥
1

∥∥ϕi(t) − e
−σ 2

i|mt2/2∥∥
1

∥∥∥∥∥
N∏

j=i+2

∣∣ϕj (t)
∣∣∥∥∥∥∥

1

≤ N
∥∥ϕ1(t) − e

−σ 2
1|mt2/2∥∥

1

∥∥∥∥∥
N−1∏

j=N/2

∣∣ϕj (t)
∣∣∥∥∥∥∥

1

+ N

∥∥∥∥∥
N/2−3∏
j=1

e
−σ 2

j |mt2/2

∥∥∥∥∥
1

∥∥ϕ1(t) − e
−σ 2

1|mt2/2∥∥
1

+
∥∥∥∥∥
N/2−3∏
j=1

e
−σ 2

j |mt2/2

∥∥∥∥∥
1

∥∥ϕN(t) − e
−σ 2

N |mt2/2∥∥
1

= IN(ξ) + IIN(ξ) + IIIN(ξ).

We proceed by obtaining upper bounds for IN(ξ), IIN(ξ) and IIIN(ξ).

Step 2: Bounding ‖ϕi(t) − e
−σ 2

i|mt2/2‖1, i ∈ {1,N}. Let Zi , i ∈ {1,N} be two
zero mean standard Gaussian random variables. Then∥∥ϕi(t) − e

−σ 2
i|mt2/2∥∥

1 ≤ ∥∥EFm

[
cos(tYi) − cos(tσi|mZi)

]∥∥
1

+ ∥∥EFm

[
sin(tYi) − sin(tσi|mZi)

]∥∥
1.

Due to the very nice analytical properties of sin(y), cos(y), one may reformulate
the above in terms of ideal-metrics; cf. [50] and Section 4.5.2. This indeed leads
to the desired bound ∥∥ϕi(t) − e

−σ 2
i|mt2/2∥∥

1 � |t |pm−p/2+1.(4.9)

The precise derivation is carried out in Section 4.5.2 via Lemmas 4.9 and 4.10, and
Corollary 4.11. Whether i = 1 or i = N makes no difference.
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Step 3: Bounding ‖∏N−1
j=N/2 |ϕj (t)|‖1: in order to bound ‖∏N−1

j=N/2 |ϕj (t)|‖1,
we require good enough estimates for |ϕj (t)| where 0 ≤ t < 1. As already men-
tioned, we cannot directly follow the classical approach. Instead, we use a refined
version based on a conditioning argument. To this end, let us first deal with ϕj (t).
Put

G(l)
j = E(2j−2)m+l for j, l ≥ 1.(4.10)

We first consider the case j = 1. Introduce

IV(l)
1 (m) =

m∑
k=l+1

(
Xk −EFm

[Xk]) + R1 and

(4.11)
V

(l)
1 (m) = IV(l)

1 (m) −EG(l)
1

[
IV(l)

1 (m)
]
.

Then since Fm ∩ σ(−ε−m+1, . . . , ε0) ⊆ G(l)
1 , we have∣∣ϕ1(t)

∣∣ ≤ EFm

[∣∣EG(l)
1

[
eit (2m)−1/2V

(l)
1 (m)]∣∣].(4.12)

Clearly, this is also valid for ϕj (t), j = 2, . . . ,N , with corresponding G(l)
j and

IV(l)
j (m), V

(l)
j (m), defined analogously to (4.11). Let

ϕ
(l)
j (x) = EG(l)

j

[
e

ix(m−l)−1/2V
(l)
j (m)]

,(4.13)

and J = {j :N/2 ≤ j ≤ N − 1 and 2 divides j}, and hence J denotes the set of
all even numbers between N/2 and N − 1. Then

N−1∏
j=N/2

∣∣ϕj (t)
∣∣ ≤ ∏

j∈J
EFm

[∣∣EG(l)
j

[
e

it (2m)−1/2V
(l)
j (m)]∣∣] = ∏

j∈J
EFm

[∣∣ϕ(l)
j (x)

∣∣],
where x = t

√
(m − l)/2m. Note that {V (l)

j (m)}j∈J is a sequence of i.i.d. random
variables, particularly with respect to PFm

. Hence by independence and Jensen’s
inequality, it follows from the above that∥∥∥∥∥

N−1∏
j=N/2

∣∣ϕj (t)
∣∣∥∥∥∥∥

1

≤ ∏
j∈J

∥∥EFm

[∣∣ϕ(l)
j (x)

∣∣]∥∥
1

(4.14)

≤ ∏
j∈J

∥∥ϕ(l)
j (x)

∥∥
1 =

∥∥∥∥∥ ∏
j∈J

∣∣ϕ(l)
j (x)

∣∣∥∥∥∥∥
1

.

We thus see that it suffices to deal with ϕ
(l)
j (x). The classical argument uses the

estimate

ϕ
(
ξ/

√
σ 2n

) ≤ e−5ξ2/18n for ξ2/n ≤ c, c > 0
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for the characteristic function ϕ. Since in our case ϕj is random, we cannot use
this estimate. Instead, we will use Lemma 4.5, which provides a similar result. In
order to apply it, set J = |J | ≥ N/8,

Hj = 1√
m − l

V
(l)
j (m) and Hj = G(l)

j .(4.15)

For the applicability of Lemma 4.5, we need to verify that:

(i) EHj
[Hj ] = 0;

(ii) there exists a u− > 0 such that P(E|Hj
[H 2

j ] ≤ u−) < 1/7, uniformly for
j ∈ J ;

(iii) ‖Hj‖p ≤ c1 uniformly for j ∈ J and some c1 < ∞.

Now (i) is true by construction. Claim (ii) is dealt with via Lemma 4.14, which
yields that

P
(
E|Hj

[
H 2

j

] ≤ σ̂ 2
m−l

)
� 1√

m − l
.(4.16)

Since σ̂ 2
m−l ≥ s2

m/4 for large enough m − l (say m − l ≥ K0 > 0) by Lemma 4.6,
we may set 0 < u− = s2

m/8 ≤ σ̂ 2
m−l/2. For showing (iii), it suffices to treat the case

j = 1. Note that (for k ≤ m)

EG(l)
1

[Xk] = EEl

[
Xk − X

(k−l,∗)
k

]
and EFm

[Xk] = EFm

[
Xk − X∗

k

]
.(4.17)

By stationarity and the triangle and Jensen inequalities, we then have that

√
m − l‖Hj‖p ≤

∥∥∥∥∥
m∑

k=l+1

Xk

∥∥∥∥∥
p

+
∥∥∥∥∥

m∑
k=l+1

EEl

[
Xk − X

(k−l,∗)
k

]∥∥∥∥∥
p

(4.18)

+ 2

∥∥∥∥∥
m∑

k=l+1

EFm

[
Xk − X∗

k

]∥∥∥∥∥
p

+ 2‖R1‖p.

Using Jensen’s inequality and arguing similar to Lemma 4.13, it follows that∥∥∥∥∥
m∑

k=l+1

EGl

[
Xk − X

(k−l,∗)
k

]∥∥∥∥∥
p

≤
m∑

k=l+1

∥∥Xk − X
(k−l,∗)
k

∥∥
p

≤
∞∑

k=1

k
∥∥Xk − X′

k

∥∥
p < ∞.

Similarly, using also Lemma 4.13 to control ‖R1‖p , we obtain that∥∥∥∥∥
m∑

k=l+1

EFm
[Xk]

∥∥∥∥∥
p

+ ‖R1‖p < ∞.(4.19)
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By Lemma 4.12, we have ‖∑m
k=l+1 Xk‖p �

√
m − l, and hence (iii) follows. We

can thus apply Lemma 4.5 with u− = s2
m/8 and J = |J | ≥ N/8, which yields∥∥∥∥ ∏

j∈J

∣∣ϕ(l)
j (x)

∣∣∥∥∥∥
1
� e−cϕ,1x

2N/16 + e−√
N/32 log 8/7 for x2 < cϕ,2,(4.20)

where x = t
√

(m − l)/2m. It is important to emphasize that both cϕ,1, cϕ,2 do not
depend on l,m and are strictly positive. Moreover, we find from (4.16) that l can
be chosen freely, as long as m − l is larger than K0, which will be important in the
next step.

Step 4: Bounding and integrating IN(ξ), IIN(ξ), IIIN(ξ).
We first treat IN(ξ). Recall that t = ξ/

√
N , hence

|t |pm−p/2+1 � |ξ |pn−p/2+1N−1.

By (4.9), (4.14) and (4.20), it then follows for ξ2(m − l) < cϕ,2n that

IN(ξ) � |ξ |pn−p/2+1(
e−cϕ,1ξ

2(m−l)/16m + e−√
N/32 log 8/7)

.(4.21)

To make use of this bound, we need to appropriately select l = l(ξ). Recall that
N = nλ, 0 < λ ≤ p/(2p + 2) by assumption. Choosing

l(ξ) = 1
(
ξ2 < nλcϕ,2

) +
(
m − cϕ,2n

2ξ2 ∨ K0

)
1
(
ξ2 ≥ nλcϕ,2

)
and c2

T < cϕ,2/K0, we obtain from the above that∫ T

−T
IN(ξ)/ξ dξ � n−p/2+1.(4.22)

In order to treat IIN(ξ), let N ′ = N/2 − 3, and BN ′ = {N ′−1 ∑N ′
j=1 σ 2

j |m ≥ s2
m/4}.

Denote with Bc
N ′ its complement. Then by Corollary 4.8 (straightforward adaption

is necessary) and (4.9), it follows that

IIN(ξ)1
(|ξ | ≤ N

) ≤ N
∥∥ϕ1(t) − e

−σ 2
1|mξ2/2∥∥

1

∥∥∥∥∥
N ′∏

j=1

e
−σ 2

j |mξ2/21(BN ′)

∥∥∥∥∥
1

+ N
∥∥ϕ1(t) − e

−σ 2
1|mξ2/2∥∥

1P
(
Bc

N ′
)

(4.23)

� |ξ |pn−p/2+1e−s2
mξ2/16 + |ξ |pn−p/2+1Nn−p/2.

Similarly, using ‖ϕ1(t) − e
−σ 2

1|mξ2/2‖1 ≤ 2 one obtains

IIN(ξ)1
(|ξ | > N

)
� |ξ |pn−p/2+1e−s2

mξ2N/16 + n−p/2N2.(4.24)
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Hence employing (4.23) and (4.24) yields∫ T

−T
IIN(ξ)/ξ dξ � n−p/2+1

∫
|ξ |≤N

|ξ |p−1(
e−s2

mξ2/16 + n−p/2N
)
dξ

+
∫
N<|ξ |≤T

(
n−p/2+1|ξ |p−1e−s2

mξ2/16 + n−p/2N2ξ−1)
dξ

(4.25)
� n−p/2+1 + n−p/2+1n−p/2Np+1 + n−p/2N2 logT

� n−p/2+1,

since N = nλ, 0 < λ ≤ p/(2p + 2) by assumption. Similarly, one obtains the same
bound for IIIN(ξ). This completes the proof of part A. �

4.1.2. Part B.

PROOF. Let

�(2)(x)
def= E

[
P|Fm

(
Z1σ|m ≤ x − S

(2)
|m /

√
n
) − P|Fm

(
Z1σm ≤ x − S

(2)
|m /

√
n
)]

.

Recall that BN = {N−1 ∑N
j=1 σ 2

j |m ≥ s2
m/4} and P(Bc

N) � n−p/2+1 by Corol-
lary 4.8. Using properties of the Gaussian distribution, it follows that

B ≤ sup
x∈R

∣∣E[
�(2)(x)1(BN)

]∣∣ + sup
x∈R

∣∣E[
�(2)(x)1

(
Bc

N

)]∣∣
� E

[∣∣1/σ|m − 1/σm

∣∣1(BN)
] + n−p/2+1.

Using (a − b)(a + b) = a2 − b2, Hölders inequality and Lemma 4.7, we obtain
that

E
[∣∣1/σ|m − 1/σm

∣∣1(BN)
]
�

∥∥σ 2|m − σ 2
m

∥∥
p/2 � n−p/2+1.

Hence we conclude that B � n−p/2+1. �

4.1.3. Part C.

PROOF. Due to the independence of Z1,Z2, we may rewrite C as

C = sup
x∈R

∣∣�((
x − S

(2)
|m /

√
n
)
/σm

) − �
(
(x − Z2ςm)/σm

)∣∣,
where �(·) denotes the c.d.f. of a standard normal distribution. This induces a
“natural” smoothing. The claim now follows by repeating the same arguments as
in part A. Note however, that the present situation is much easier to handle, due
to the already smoothed version, and since Y

(2)
k , k = 1, . . . ,N is a sequence of

independent random variables. Alternatively, one may also directly appeal to the
results in [11]. �
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4.2. Proof of Theorem 2.2. The proof of Theorem 2.2 mainly consists of
constructing a good m-dependent approximation and then verifying the condi-
tions of Theorem 4.2. To this end, set m = cn3/4 for some c > 0, and note that
1/4 < p/(2p + 2) for p ∈ (2,3]. Let Em

k = σ(εj , k − m + 1 ≤ j ≤ k), and define
the approximating sequence as

X
(≤m)
k = E

[
Xk|Em

k

]
and

(4.26)
X

(>m)
k = Xk − X

(≤m)
k = Xk −E

[
Xk|Em

k

]
.

We also introduce the corresponding partial sums as

S(≤m)
n =

n∑
k=1

X
(≤m)
k , S(>m)

n =
n∑

k=1

X
(>m)
k .(4.27)

Further, let s2
n = n−1‖Sn‖2

2 and s2
nm = n−1‖S(≤m)

n ‖2 = σ 2
m + ς2

m. We require the
following auxiliary result (Lemma 5.1 in [27]).

LEMMA 4.3. For every δ > 0, every m,n ≥ 1 and every x ∈ R, the following
estimate holds:∣∣P(Sn/

√
n ≤ xsn) − �(x)

∣∣
≤ A0(x, δ) + A1(m,n, δ)

+ max
{
A2(m,n, x, δ) + A3(m,n, δ),A4(m,n, x, δ) + A5(m,n, x, δ)

}
,

where:

A0(x, δ) = ∣∣�(x) − �(x + δ)
∣∣;

A1(m,n, δ) = P
(∣∣Sn − S(≤m)

n

∣∣ ≥ δsn
√

n
);

A2(m,n, x, δ) = ∣∣P (
S(≤m)

n ≤ (x + δ)sn
√

n
) − �

(
(x + δ)sn/snm

)∣∣;
A3(m,n, x, δ) = ∣∣�(

(x + δ)sn/snm

) − �(x + δ)
∣∣;

A4(m,n, x, δ) = A2(m,n, x,−δ) and A5(m,n, x, δ) = A3(m,n, x,−δ).

PROOF OF THEOREM 2.2. As a preparatory result, note that

ns2
n = ns2 + ∑

k∈Z

(
n ∧ |k|)E[X0Xk].(4.28)

Using the same arguments as in Lemma 4.6, it follows that nsn = ns2 +O(1) > 0.
By the properties of Gaussian distribution,

sup
x∈R

∣∣�(
x/

√
s2

) − �(x/
√

sn)
∣∣ � n−1,
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and we may thus safely interchange s2
n and s2. We first deal with A1(m,n, δ). For

j ∈ Z, denote with Pj (X
(>m)
k ) the projection operator

Pj

(
X

(>m)
k

) = E
[
X

(>m)
k |Ej

] −E
[
X

(>m)
k |Ej−1

]
.(4.29)

Proceeding as in the proof of Lemma 3.1 in [29], it follows that for k ≥ 0,

∥∥P0
(
X

(>m)
k

)∥∥
p ≤ 2 min

{∥∥Xk − X′
k

∥∥
p,

∞∑
l=m

∥∥Xl − X′
l

∥∥
p

}
.(4.30)

An application of Theorem 1 in [48] now yields that

n−1/2∥∥S(>m)
n

∥∥
p ≤ c(p)

∞∑
k=1

∥∥P0
(
X

(>m)
k

)∥∥
p(4.31)

for some absolute constant c(p) that only depends on p. By (4.30), it follows that
the above is of magnitude

∞∑
k=L

L−2k2∥∥Xk − X′
k

∥∥
p + L

∞∑
k=m

m−2k2∥∥Xk − X′
k

∥∥
p � L−2 + Lm−2.(4.32)

Setting L = m2/3, we obtain the bound O(m−4/3) = O(n−1). We thus conclude
from the Markov inequality that

P
(∣∣Sn − S(≤m)

n

∣∣ ≥ δsn
√

n
) = P

(∣∣S(>m)
n

∣∣ ≥ δsn
√

n
)
� (δn)−p,

hence

A1(m,n, δ) � (δn)−p.(4.33)

Note that a much sharper bound can be obtained via moderate deviation arguments
(cf. [22]), but the current one is sufficient for our needs, and its deviation requires
fewer computations. Next, we deal with A2(m,n, x, δ). The aim is to apply Theo-
rem 4.2 to obtain the result. In order to do so, we need to verify Assumption 4.1(i)–
(iii) for X

(≤m)
k .

Case (i): Note first that E[X(≤m)
k ] = E[Xk] = 0. Moreover, Jensen’s inequality

gives ∥∥X(≤m)
k

∥∥
p = ∥∥E[

Xk|Em
k

]∥∥
p ≤ ‖Xk‖p < ∞.

Hence Assumption 4.1(i) is valid.
Case (ii): Note that we may assume k ≤ m, since otherwise (X

(≤m)
k )′ −

X
(≤m)
k = 0, and Assumption 4.1(ii) is trivially true. Put

E (m,′)
k = σ

(
εj , k − m + 1 ≤ j ≤ k, j �= 0, ε′

0
)
.
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Since E[Xk|Em
k ]′ = E[X′

k|E (m,′)
k ], it follows that(

X
(≤m)
k

)′ − X
(≤m)
k = EE(m,′)

k

[
X′

k

] −EEm
k
[Xk]

= EE(m,′)
k

[
X′

k − Xk

] +EE(m,′)
k

[Xk] −EEm
k
[Xk](4.34)

= EE(m,′)
k

[
X′

k − Xk

] +EEm
k

[
X′

k

] −EEm
k
[Xk]

= EE(m,′)
k

[
X′

k − Xk

] +EEm
k

[
X′

k − Xk

]
.(4.35)

Hence by Jensen’s inequality ‖(X(≤m)
k )′ − X

(≤m)
k ‖p ≤ 2‖Xk − X′

k‖p , which gives
the claim.

Case (iii): We have X
(≤m)
k = E[X(m,∗)

k |Ek]. Then∥∥X(>m)
k

∥∥
p = ∥∥E[

Xk − X
(m,∗)
k

∣∣Ek

]∥∥
p ≤ ∥∥Xk − X

(m,∗)
k

∥∥
p

(4.36)

≤ m−2
∞∑

l=m

l2∥∥Xl − X′
l

∥∥
p � m−2.

By the Cauchy–Schwarz, triangle and Jensen inequalities, we have∣∣E[XkX0] −E
[
X

(≤m)
k X

(≤m)
0

]∣∣
≤ ‖X0‖2

∥∥X(>m)
k

∥∥
2 + ‖Xk‖2

∥∥X(>m)
0

∥∥
2 + ∥∥X(>m)

0

∥∥
2

∥∥X(>m)
k

∥∥
2.

By (4.36), this is of the magnitude O(m−2). We thus conclude that∣∣∣∣∣
m∑

k=0

E[XkX0] −
m∑

k=0

E
[
X

(≤m)
k X

(≤m)
0

]∣∣∣∣∣ � m−1.(4.37)

On the other hand, we have∣∣∣∣∑
k>m

E[XkX0]
∣∣∣∣ ≤ ∑

k>m

‖X0‖2
∥∥X∗

k − Xk

∥∥
2 ≤ 1

m

∑
k>m

k2∥∥Xk − X′
k

∥∥
2‖X0‖2 � 1

m
.

This yields ∣∣∣∣∣
m∑

k∈Z
E[XkX0] − s2

∣∣∣∣∣ � 1

m
,(4.38)

which gives (iii) for large enough m. Since cn3/4, we see that we may apply The-
orem 4.2 which yields

sup
x∈R

A2(m,n, x, δ) � n−p/2+1.(4.39)

Next, we deal with A3(m,n, x, δ). Properties of the Gaussian distribution function
give

sup
x∈R

A3(m,n, x, δ) � δ + ∣∣s2
n − s2

nm

∣∣.
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However, by the Cauchy–Schwarz inequality and (4.32), it follows that∣∣s2
n − s2

nm

∣∣ ≤ n−1∥∥S(>m)
n

∥∥
2

∥∥Sn + S(≤m)
n

∥∥
2 � m−4/3 � n−1,(4.40)

and we thus conclude that

sup
x∈R

A3(m,n, x, δ) � δ + n−1.(4.41)

Finally, setting δ = n−1/2, standard arguments involving the Gaussian distribution
function yield that

sup
x∈R

A0(x, δ) � δ = n−1/2.(4.42)

Piecing together (4.33), (4.39), (4.41) and (4.42), Lemma 4.3 yields

sup
x∈R

∣∣P(Sn/
√

n ≤ x) − �(x/sn)
∣∣ � n−p/2+1,(4.43)

which completes the proof. �

4.3. Proof of Theorem 2.3. Recall that

�n(x) =
∣∣∣P (

Sn ≤ x

√
ns2

n

)
− �(x)

∣∣∣ and �n = sup
x∈R

�n(x).

We first consider the case q > 1. Using Theorem 2.2, we have∫
R

∣∣�n(x)
∣∣q dx ≤ �q−1

n

∫
R

∣∣�n(x)
∣∣dx � n−(q−1)/2

∫
R

∣∣�n(x)
∣∣dx.(4.44)

In order to bound
∫
R

|�n(x)|dx, we apply [13], Theorem 3.2, which will give us
the bound ∫

R

∣∣�n(x)
∣∣dx � 1√

n
.(4.45)

To this end, we need to verify that∑
k>0

(∥∥X2
0 ∨ 1

(
E

[
X2

k −E
[
X2

k

]|E0
])∥∥

1

+ 1

k

k∑
i=1

∥∥X−iX0E
[
X2

k −E
[
X2

k

]|E0
]∥∥

1

)
< ∞ and(4.46)

∑
k>0

1

k

k∑
i=�k/2�

∥∥|X0| ∨ 1E
[
XiX

2
k −E

[
XiX

2
k

]|E0
]∥∥

1 < ∞.

Applying the Hölder, Jensen and triangle inequalities, we get∥∥X2
0 ∨ 1

(
E

[
X2

k −E
[
X2

k

]|E0
])∥∥

1 ≤ ∥∥X2
0 ∨ 1

∥∥
2

∥∥Xk − X∗
k

∥∥
4

∥∥Xk + X∗
k

∥∥
4

� k
∥∥Xk − X′

k

∥∥
4.
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Similarly, with E−i = σ(εk, k ≤ −i), we obtain that∥∥X−iX0E
[
X2

k −E
[
X2

k

]|E0
]∥∥

1 � ‖X−i‖4
∥∥E[X0|E−i]

∥∥
4k

∥∥Xk − X′
k

∥∥
4

�
∥∥Xi − X∗

i

∥∥
4k

∥∥Xk − X′
k

∥∥
4

� i
∥∥Xi − X′

i

∥∥
4k

∥∥Xk − X′
k

∥∥
4.

In the same manner, we get that∥∥|X0| ∨ 1E
[
XiX

2
k −E

[
XiX

2
k

]|E0
]∥∥

1 �
∥∥Xi − X∗

i

∥∥
4 + ∥∥Xk − X∗

k

∥∥
4

� i
∥∥Xi − X′

i

∥∥
4 + k

∥∥Xk − X′
k

∥∥
4.

Combining all three bounds, the validity of (4.46) follows, and hence (4.45).
For (4.44), we thus obtain∫

R

∣∣�n(x)
∣∣q dx � n−(q−1)/2−1/2 � n−q/2,

which completes the proof for q > 1. For q = 1, we may directly refer to [13],
Theorem 3.2, using the above bounds.

4.4. Proof of Theorem 2.4. For the proof, we require the following result;
cf. [41], Lemma 5.4.

LEMMA 4.4. Let Y be a real-valued random variable. Put

�̃ = sup
x∈R

∣∣P(Y ≤ x) − �(x)
∣∣,

and assume that ‖Y‖q < ∞ for q > 0 and 0 ≤ �̃ ≤ e−1/2. Then

∣∣P(Y ≤ x) − �(x)
∣∣ ≤ c(q)�̃(log 1/�̃)q/2 + λq

1 + |x|q
for all x, where c(q) is a positive constant depending only on q , and

λq =
∣∣∣∣∫

R

|x|q d�(x) −E
[|Y |q]∣∣∣∣.

Consider first the case where |x| ≤ c0
√

logn, for c0 > 0 large enough (see be-
low). Then by the Markov inequality and Lemma 4.12, it follows that∣∣∣P (

Sn1
(|Sn| ≤ n

) ≤ x

√
ns2

n

)
− P

(
Sn ≤ x

√
ns2

n

)∣∣∣ � n−p/2.(4.47)

Combining Theorem 2.2 with (4.47) and Lemma 4.4, we see that it suffices to con-
sider λp with Y = Sn1(|Sn| ≤ n). Using again Theorem 2.2 together with (4.47),
standard tail bounds for the Gaussian distribution and elementary computations
give

λp � n−(p∧3)/2+1(logn)p/2 +
∫ n

c0
√

logn
xp−1P

(
|Sn| ≥ x

√
ns2

n

)
dx.(4.48)
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According to a Fuk–Nagaev-type inequality for dependent sequences in [34], The-
orem 2, if it holds that

∞∑
k=1

(
kp/2−1∥∥Xk − X′

k

∥∥p
p

)1/(p+1)
< ∞,(4.49)

then for large enough c0 > 0 and x ≥ c0
√

logn we get

P
(
|Sn| ≥ x

√
ns2

n

)
� n−p/2+1x−p,(4.50)

and hence,∫ n

c0
√

logn
xp−1P

(
|Sn| ≥ x

√
ns2

n

)
dx � n−p/2+1(logn)p/2 logn.(4.51)

However, setting ak = k−1/2−1/(3(p+1)), an application of the Cauchy–Schwarz
inequality yields( ∞∑

k=1

(
kp/2−1∥∥Xk − X′

k

∥∥p
p

)1/(p+1)

)2

≤
∞∑

k=1

a2
k

∞∑
k=1

a−2
k k(p−2)/(p+1)

∥∥Xk − X′
k

∥∥2p/(p+1)
p

�
∞∑

k=1

k2∥∥Xk − X′
k

∥∥
p < ∞

by Assumption 2.1. Hence (4.49) holds, and thus (4.50) and (4.51). To complete
the proof, it remains to treat the case |x| > c0

√
logn. But in this case, we may

directly appeal to (4.50) which gives the result.

4.5. Proof of main lemmas.

4.5.1. Bounding conditional characteristic functions and variances. Suppose
we have a sequence of random variables {Hj }1≤j≤J and a sequence of filtrations
{Hj }1≤j≤J , such that both {EHj

[H 2
j ]}1≤j≤J and {EHj

[|Hj |p]}1≤j≤J are inde-
pendent sequences. Note that this does not necessarily mean that {Hj }1≤j≤J is
independent, and indeed this is not the case when we apply Lemma 4.5 in step 4
of the proof of part A. Introduce the conditional characteristic function

ϕH
j (x) = E

[
exp(ixHj )|Hj

]
.(4.52)

Given the above conditions, we have the following result.

LEMMA 4.5. Let p > 2, and assume that:

(i) EHj
[Hj ] = 0 uniformly for j = 1, . . . , J ,
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(ii) there exists a u− > 0 such that P(EHj
[H 2

j ] ≤ u−) < 1/7 uniformly for
j = 1, . . . , J ,

(iii) E[|Hj |p] ≤ c1 < ∞ uniformly for j = 1, . . . , J .

Then there exist constants cϕ,1, cϕ,2 > 0, only depending on u−, c1 and p, such
that

E

[
J∏

j=1

∣∣ϕH
j (x)

∣∣] � e−cϕ,1x
2J + e−√

J/4 log 8/7 for x2 ≤ cϕ,2.

PROOF. Let

I (s, x) = EHj

[
H 2

j

((
cos(sxHj ) − cos(0)

) + i
(
sin(sxHj )

) − sin(0)
)]

.

Using a Taylor expansion and writing eix = cos(x) + i sin(x), we obtain that

EHj

[
eixHj

] = 1 −EHj

[
H 2

j

]
x2/2 + x2/2

∫ 1

0
(1 − s)I (s, x) ds.

Using the Lipschitz property of cos(y) and sin(y), it follows that∣∣I (s, x)
∣∣ ≤ 2EHj

[
H 2

j |xh| + 2H 2
j 1

(|Hj | ≥ h
)]

, h > 0.(4.53)

For h > 0 we have from the Markov inequality

EHj

[
H 2

j 1
(|Hj | ≥ h

)] ≤ 2
∫ ∞
h

xPHj

(|Hj | ≥ x
)
dx + h2PHj

(|Hj | ≥ h
)

≤ 2h−p+2
∫ ∞

0
xp−1PHj

(|Hj | ≥ x
)
dx + h2PHj

(|Hj | ≥ h
)

≤ 2 + p

p
h−p+2

EHj

[|Hj |p]
< h−p+2

EHj

[|Hj |p]
.

We thus conclude from (4.53) that∣∣I (s, x)
∣∣ ≤ 2EHj

[
H 2

j

]|xh| + 4h−p+2
EHj

[|Hj |p]
.

This gives us ∣∣EHj

[
eixHj

] − 1 +EHj

[
H 2

j

]
x2/2

∣∣
(4.54)

≤ EHj

[
H 2

j

]
h|x|3 + 2h−p+2x2

EHj

[|Hj |p]
.

Let I = {1, . . . , J }, and put σH
j = E[H 2

j |Hj ] and ρH
j = E[|Hj |p|Hj ]. Consider

ρH
1,J ≥ ρH

2,J ≥ · · · ≥ ρH
J,J ,

where ρH
j,J denotes the j th largest random variable for 1 ≤ j ≤ J . Let Ej ,

j = 1, . . . , J denote i.i.d. unit exponential random variables, and denote with Ej,J

the j th largest. Further, denote with Fρj
(·) the c.d.f. of ρH

j , j = 1, . . . , J , and with
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Fρ(·) = min1≤j≤J Fρj
(·). Using the transformation − log(1−Fρj

(·)), we thus ob-
tain {

ρH
j ≤ xj : 1 ≤ j ≤ J

}
(4.55)

d= {
Ej ≤ − log

(
1 − Fρj

(xj )
) : 1 ≤ j ≤ J

}
, xj ∈R,

which is the well-known Renyi representation; cf. [10, 44]. In particular, by the
construction of Fρ(·) it follows that

P
(
ρH

J/2,J ≤ u+) ≥ P(EJ/2,J ≤ − log
(
1 − Fρ

(
u+))

for 0 ≤ u+ < ∞. Let u+
H = − log(1 − Fρ(u+)) and u+

H(J ) = √
J/2(u+

H − log 2).
We wish to find a u+ such that u+

H > log 2. This is implied by Fρ(u+) > 1/2. We
will now construct such an u+. Since

c1 ≥ E
[∣∣ρH

j

∣∣] =
∫ ∞

0

(
1 − Fρj

(x)
)
dx ≥ c2P

(
ρH

j ≥ c2
)

for c2 > 0,

it follows that c1/c2 ≥ 1−P(ρH
j < c2). Hence choosing u+ = c2 = 4c1, we obtain

Fρj
(u+) ≥ 3/4 and hence Fρ(u+) ≥ 3/4, which leads to u+

H ≥ √
J/2 log 2. Thus

by known properties of exponential order statistics (cf. [10, 17]), we have

P
(
EJ/2,J ≤ u+

H
) = P

(√
J/2(EJ/2,J − log 2) ≤

√
J/2

(
u+
H − log 2

))
= 1 − P

(√
J/2(EJ/2,J − log 2) > u+

H(J )
)

≥ 1 −E
[
e
√

J/2(EJ/2,J −log 2)]e−u+
H(J ) ≥ 1 −O

(
e−√

J/2 log 2)
,

for sufficiently large J . We thus conclude that

P
(
ρH

J/2,J ≤ u+) ≥ 1 −O
(
e−√

J/2 log 2)
.(4.56)

Let us denote this set with A+ = {ρH
J/2,J ≤ u+}, and put I+

A = {1 ≤ j ≤ J :ρH
j ≤

u+}. Note that the index set I+
A has at least cardinality J/2 given event A+. For

the sake of simplicity, let us assume that |I+
A | = J/2, which, as is clear from the

arguments below, has no impact on our results. Let us introduce

σ
H,�
1,J/2 ≥ σ

H,�
2,J/2 ≥ · · · ≥ σ

H,�
J/2,J/2

the order statistics of σH
j within the index set I+

A . This means that σ
H,�
J/2,J/2 is not

necessarily the smallest value of σH
j , 1 ≤ j ≤ J . More generally, it holds that

σ
H,�
j,J/2 ≥ σH

J/2+j,J , j ∈ {1, . . . , J/2}.(4.57)

Now, similar to as before, let Fσj
(·) be the c.d.f. of σH

j , j = 1, . . . , J , and put

Fσ (·) = max1≤j≤J Fσj
(·), u−

H = − log(1 − Fσ (u−)) and u−
H(J ) = √

J/4(log 4/
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3 − u−
H) for some 0 ≤ u− ≤ u+. We search for a u− > 0 such that u−

H < log 7/6,
which is true if max1≤j≤J Fσj

(u−) < 1/7. However, this is precisely what we
demanded in the assumptions. Then proceeding as before, we have

P
(
E3J/4,J ≥ u−

H
) = P

(√
J/4(E3J/4,J − log 4/3) ≥

√
J/4

(
u−
H − log 4/3

))
= 1 − P

(√
J/4(log 4/3 − E3J/4,J ) > u−

H(J )
)

≥ 1 −E
[
e
√

J/4(log 4/3−E3J/4,J )]e−u−
H(J )

≥ 1 −O
(
e−√

J/4 log 8/7)
.

We thus conclude from (4.57) and the construction of Fσ (·) that

P
(
σ
H,�
J/4,J/2 ≥ u−) ≥ P

(
σH

3J/4,J ≥ u−) ≥ P
(
E3J/4,J ≥ u−

H
)

(4.58)
≥ 1 −O

(
e−√

J/4 log 8/7)
.

Put IA = {j ∈ I+
A :σH,�

j ≥ u−}. Combining (4.56) and (4.58) we obtain

P
({

σ
H,�
J/4,J/2 ≥ u−} ∩ {

ρH
J/2,J ≤ u+}) ≥ 1 −O

(
e−√

J/4 log 8/7)
.(4.59)

We denote this set with A = {σH,�
J/4,J/2 ≥ u−} ∩ {ρH

J/2,J ≤ u+}. Also note that by
the (conditional) Lyapunov inequality, we have

ρH
j,J ≥ (

σH
j,J

)p/2
.(4.60)

Note that |IA| ≥ J/4 on the event A, and, by the above, we get

ρH
j ≤ u+ and u− ≤ σH

j ≤ (
u+)p/2 for j ∈ IA.(4.61)

Using (4.54), this implies that for every j ∈ IA, we have∣∣E|Hj

[
eixHj

] − 1 +E|Hj

[
H 2

j

]
x2/2

∣∣ ≤ (
u+)p/2

h|x|3 + 2h−p+2u+x2.

Hence, if (u+)p/2x2/2 < 1 and h = x−1/(p−1), we conclude from the above and
the triangle inequality that for j ∈ IA,∣∣ϕH

j (x)
∣∣ < 1 − u−x2/2 + (

2u+ + (
u+)p/2)|x|2+δ(p)

(4.62)
for

(
u+)p/2

x2/2 < 1,

where δ(p) = (p − 2)/(p − 1) > 0. Since 0 < u−, u+ < ∞ and δ(p) > 0, there
exist absolute constants 0 < cϕ,1, cϕ,2, chosen sufficiently small, such that

u(x)
def= u−x2/2 − (

2u+ + (
u+)p/2)|x|2+δ(p) ≥ 8cϕ,1x

2 for x2 ≤ cϕ,2.(4.63)
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Next, observe that

E

[∣∣∣∣∣
J∏

j=1

ϕH
j (x)

∣∣∣∣∣
]

= E

[∣∣∣∣∣
J∏

j=1

ϕH
j (x)

∣∣∣∣∣(1(A) + 1
(
Ac))]

≤ P
(
Ac) +E

[∣∣∣∣∏
j∈I

ϕH
j (x)

∣∣∣∣1(A)

]
(4.64)

≤ P
(
Ac) +E

[∣∣∣∣ ∏
j∈IA

ϕH
j (x)

∣∣∣∣1(A)

]
.

Moreover, using (4.62) and (4.63) and since |IA| = J/4 on A, it follows that

E

[∣∣∣∣ ∏
j∈IA

ϕH
j (x)

∣∣∣∣1(A)

]
≤ E

[∣∣∣∣ ∏
j∈IA

(
1 − u(x)

)∣∣∣∣1(A)

]

≤ E

[ ∏
j∈IA

e−u(x)1(A)

]
≤ e−u(x)J/8 ≤ e−cϕ,1Jx2

.

Hence we conclude from the above and (4.59) that

E

[∣∣∣∣∏
j∈I

ϕH
j (x)

∣∣∣∣] � e−cϕ,1x
2J + e−√

J/4 log 8/7 for x2 ≤ cϕ,2,

which yields the claim. �

LEMMA 4.6. Grant Assumption 4.1. Then
∑∞

k=1 k|E[X0Xk]| < ∞ and σ̂ 2
m =

s2
m/2 +O(m−1). Moreover, we have σ̂ 2

l = s2
m/2 + O(1) as l → m.

PROOF. Since E[Xk|E0] = E[Xk − X∗
k |E0], the Cauchy–Schwarz and Jensen

inequalities imply
∞∑

k=0

∣∣E[X0Xk]
∣∣ ≤ ‖X0‖2

∞∑
k=0

∥∥E[Xk|E0]
∥∥

2 ≤ ‖X0‖2

∞∑
k=0

∥∥Xk − X∗
k

∥∥
2

≤ ‖X0‖2

∞∑
k=1

k2∥∥Xk − X′
k

∥∥
2 < ∞.

The decomposition σ̂ 2
m = s2

m/2 + O(m−1) now follows from (4.2). Claim σ̂ 2
l =

s2
m/2 +O(1) as l → m readily follows from the previous computations. �

LEMMA 4.7. Grant Assumption 4.1. Then:

(i) ‖σ 2
j |m − σ 2

j ‖p/2 � ‖σ 2
j |m − σ̂ 2

m‖p/2 + m−1 � m−1 for 1 ≤ j ≤ N ,

(ii) σ 2
j = σ̂ 2

m +O(m−1) for 1 ≤ j ≤ N ,

(iii) ‖σ 2|m − σ 2
m‖p/2 � n−1N2/p .
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PROOF. We first show (i). Without loss of generality, we may assume j = 1,

since m ∼ m′. To lighten the notation, we use R1 = R
(1)
1 . We will first establish

that ‖σ 2
j |m − σ̂ 2

m‖p/2 � m−1. We have that

2m
(
σ 2

1|m − σ̂ 2
m

)
= EFm

[(
m∑

k=1

(
X

(∗∗)
k + (

Xk − X
(∗∗)
k

) −EFm
[Xk]) + R1

)2]
− 2mσ̂ 2

m.

By squaring out the first expression, we obtain a sum of square terms and a sum of
mixed terms. Let us first treat the mixed terms, which are

2
m∑

k=1

m∑
l=1

EFm

[
X

(∗∗)
k

(
Xl − X

(∗∗)
l

) + X
(∗∗)
k EFm

[Xl] +EFm
[Xk](Xl − X

(∗∗)
l

)]
+ 2

m∑
k=1

EFm

[
R1X

(∗∗)
k + R1

(
Xk − X

(∗∗)
k

) + R1EFm
[Xk]]

= Im + IIm + IIIm + IVm + Vm + VIm.

We will handle all these terms separately.

Case Im: We have

Im/2 =
m∑

l=1

m∑
k=l

(· · ·) +
m∑

l=1

l−1∑
k=1

(· · ·)

=
m∑

l=1

m∑
k=l

EFm

[(
Xl − X

(∗∗)
l

)
E

[
X

(∗∗)
k |σ (

Fm,El ,E (∗∗)
l

)]]

+
m∑

l=1

l−1∑
k=1

EFm

[
X

(∗∗)
k

(
Xl − X

(∗∗)
l

)]
.

Since

E
[
X

(∗∗)
k |σ (

Fm,El,E (∗∗)
l

)] d= E[Xk|El] = E
[
Xk − X

(k−l,∗)
k |El

]
,

the Cauchy–Schwarz (with respect to EFm
) and Jensen inequalities thus yield

‖Im‖p/2 ≤ 2
m∑

l=1

m∑
k=l

∥∥Xl − X
(∗∗)
l

∥∥
p

∥∥Xk − X
(k−l,∗)
k

∥∥
p

+ 2
m∑

l=1

l−1∑
k=1

∥∥X(∗∗)
k

∥∥
p

∥∥Xl − X
(∗∗)
l

∥∥
p

≤ 2

( ∞∑
l=1

l
∥∥Xl − X′

l

∥∥
p

)2

+ 2
∞∑
l=1

l2∥∥Xl − X′
l

∥∥
p‖X1‖p < ∞.
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Case IIm: Since EFm
[X(∗∗)

k ] = E[Xk] = 0 (k ≤ m) it follows that IIm = 0.
Case IIIm: It follows via the Jensen and triangle inequalities that∥∥E[Xl|Fm]∥∥p = ∥∥E[

Xl − X
(∗∗)
l |Fm

]∥∥
p(4.65)

≤ ∥∥Xl − X
(∗∗)
l

∥∥
p ≤

∞∑
j=l

∥∥Xj − X′
j

∥∥
p.

The Cauchy–Schwarz (with respect to EFm
) and Jensen inequalities then give

‖IIIm‖p/2 ≤ 2

(
m∑

l=1

∞∑
j=l

∥∥Xj − X′
j

∥∥
p

)2

≤ 2

( ∞∑
l=1

l
∥∥Xl − X′

l

∥∥
p

)2

< ∞.

Case IVm: Note that X
(∗∗)
k and X

(l−k,∗)
l are independent for 1 ≤ k ≤ m and

m + 1 ≤ l ≤ 2m. Hence since EFm
[X(∗∗)

k ] = 0, we have
m∑

k=1

EFm

[
R1X

(∗∗)
k

] =
m∑

k=1

2m∑
l=m+1

EFm

[
X

(∗∗)
k Xl

]

=
m∑

k=1

2m∑
l=m+1

EFm

[
X

(∗∗)
k

(
Xl − X

(l−k,∗)
l + X

(l−k,∗)
l

)]

=
m∑

k=1

2m∑
l=m+1

EFm

[
X

(∗∗)
k

(
Xl − X

(l−k,∗)
l

)]
.

The Cauchy–Schwarz (with respect to EFm
) and Jensen inequalitities then yield

‖IVm‖p/2 ≤ 2
m∑

k=1

2m∑
l=m+1

∥∥X(∗∗)
k

∥∥
p

∥∥Xl − X
(l−k,∗)
l

∥∥
p

≤ 2
m∑

k=1

2m∑
l=m+1

∞∑
j=l−k

∥∥Xj − X′
j

∥∥
p‖X1‖p

≤ 2
m∑

k=1

∞∑
j=m−k

(j − m + k)
∥∥Xj − X′

j

∥∥
p‖X1‖p

≤ 2
∞∑

j=1

j2∥∥Xj − X′
j

∥∥
p‖X1‖p < ∞.

Case Vm: The Cauchy–Schwarz (with respect to EFm
) and Jensen inequalities

yield

‖Vm‖p/2 ≤ 2
m∑

k=1

∥∥Xk − X
(∗∗)
k

∥∥
p‖R1‖p

≤
∞∑
l=1

l2∥∥Xl − X′
l

∥∥
p‖R1‖p < ∞,

since ‖R1‖p < ∞ by Lemma 4.13.
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Case VIm: Proceeding as above and using (4.65), we get ‖VIm‖p/2 < ∞. It
thus remains to deal with the squared terms, which are

m∑
k=1

m∑
l=1

EFm

[
X

(∗∗)
k X

(∗∗)
l + (

Xk − X
(∗∗)
k

)(
Xl − X

(∗∗)
l

)
+EFm

[Xk]EFm
[Xl]] +EFm

[
R2

1
]

= 2mσ̂ 2
m + VIIm + VIIIm + IXm.

However, using the results from the previous computations and Lemma 4.13, one
readily deduces that

‖VIIm‖p/2 < ∞, ‖VIIIm‖p/2 < ∞, ‖IXm‖p/2 < ∞.(4.66)

Piecing everything together, we have established that ‖σ 2
j |m − σ̂ 2

m‖p/2 � m−1.

However, from the above arguments one readily deduces that σ 2
j = σ̂ 2

m +O(m−1),

and hence (i) and (ii) follow. We now treat (iii). Since {Y (1)
j }1≤j≤N is an indepen-

dent sequence under PFm
, we have

σ 2|m = N−1
N∑

j=1

σ 2
j |m.(4.67)

Let I = {1,3,5, . . .} and J = {2,4,6, . . .} such that I ∪J = {1,2, . . . ,N}. Then∥∥∥∥∥
N∑

j=1

σ 2
j |m − σ 2

j

∥∥∥∥∥
p/2

≤
∥∥∥∥∑
j∈I

σ 2
j |m − σ 2

j

∥∥∥∥
p/2

+
∥∥∥∥∑
j∈J

σ 2
j |m − σ 2

j

∥∥∥∥
p/2

.

Note that {σ 2
j |m}j∈I is a sequence of independent random variables, and the same

is true for {σ 2
j |m}j∈J . Then by Lemma 4.12, it follows that∥∥∥∥∥
N∑

j=1

σ 2
j |m − σ 2

j

∥∥∥∥∥
p/2

� N2/p
∥∥σ 2

j |m − σ 2
j

∥∥
p/2 for p ∈ (2,3],

which by (i) is of the magnitude O(N2/pm−1). Hence we conclude from (4.67)
that ∥∥σ 2|m − σ 2

m

∥∥
p/2 � n−1N2/p. �

COROLLARY 4.8. Grant Assumption 4.1. Let B = {σ 2|m ≥ s2
m/4}. Then

P
(
Bc) � n−p/2N.

PROOF. By Markov’s inequality, Lemma 4.6 and Lemma 4.7, it follows that
for large enough m

P
(
Bc) ≤ P

(∣∣σ 2|m − σ 2
m

∣∣ ≥ s2
m/4 −O

(
m−1))

� s−p/2
m n−p/2N � n−p/2N

since s2
m > 0 by Assumption 4.1(iii). �
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4.5.2. Ideal metrics and applications. The aim of this section is to give a proof
for the inequality∥∥ϕi(t) − e

−σ 2
i|mt2/2∥∥

1 � |t |pm−p/2+1, i ∈ {1,N}(4.68)

in Corollary 4.11. We will achieve this by employing ideal metrics. Let s > 0.
Then we can represent s as s = m + α, where [s] = m denotes the integer part,
and 0 < α ≤ 1. Let Fs be the class of all real-valued functions f , such that the mth
derivative exists and satisfies∣∣f (m)(x) − f (m)(y)

∣∣ ≤ |x − y|α.(4.69)

Note that since cos(y), sin(y) are bounded in absolute value and are Lips-
chitz continuous, it follows that up to some finite constant c(α) > 0 we have
sin(y), cos(y) ∈ Fs for any s > 0. As already mentioned in step 2 of the proof
of part A, we will make use of some special ideal-metrics ζs (Zolotarev metric).
For two probability measures P,Q, the metric ζs is defined as

ζs(P,Q) = sup
{∣∣∣∣∫ f (x)(P − Q)(dx)

∣∣∣∣ :f ∈ Fs

}
.

The metric ζs(P,Q) has the nice property of homogeneity. For random variables
X,Y , induced probability measures PcX,PcY and constant c > 0, this means that
ζs(PcX,PcY ) = |c|sζs(PX,PY ). We require some further notation. For 1 ≤ j ≤ N ,
put

Sj |m = 1√
2m

(2j−1)m∑
k=(2j−2)m+1

Xk and S
(∗∗)
j |m = 1√

2m

(2j−1)m∑
k=(2j−2)m+1

X
((2j−2)m,∗∗)
k .

Note that S
(∗∗)
j |m is independent of Fm, and hence σ̂ 2

m = EFm
[(S(∗∗)

j |m )2]. Let
{Zj }1≤j≤N be a sequence of zero mean, standard i.i.d. Gaussian random variables.
In addition, let

η2
j |m = 1√

2m
EFm

[(
Y

(1)
j

)2]
/σ̂ 2

m = σ 2
j |m/σ̂ 2

m for 1 ≤ j ≤ N − 1,

and η2
m′|m = σ 2

m′|m/σ̂ 2
m′ for j = N . As first step toward (4.68), we have the follow-

ing result.

LEMMA 4.9. Grant Assumption 4.1. Then for f (x) ∈ {cos(x), sin(x)}, it holds
that∥∥EFm

[
f

(
x(2m)−1/2Y

(1)
j

) − f
(
xS

(∗∗)
j |m ηj |m

)]∥∥
1 � m−p/2+1|x|p if p ∈ (2,3],

where j = 1, . . . ,N .
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PROOF. To lighten the notation, we use Yj = (2m)−1/2Y
(1)
j and Sj = S

(∗∗)
j |m in

the following. Using Taylor expansion, we have

f (y) = f (0) + yf ′(0) + y2f ′′(0)/2 + y2
∫ 1

0
(1 − t)

(
f ′′(ty) − f ′′(0)

)
dt.(4.70)

Note EFm
[Yj ] = 0 and EFm

[Sjηj |m] = ηj |mE[Sj ] = 0. Moreover, since σ 2
j |m =

η2
j |mEFm

[S2
j ] by construction, we obtain from (4.70) that

EFm

[
f (xYj ) − f (xSjηj |m)

]
= x2

∫ 1

0
(1 − t)EFm

[
Y 2

j

(
f ′′(txYj ) − f ′′(0)

)
− (Sjηj |m)2(

f ′′(txSjηj |m) − f ′′(0)
)]

/2dt

def= x2Im(x).

We have

Y 2
j − S2

j η2
j |m = Y 2

j − S2
j + S2

j σ̂−2
m

(
σ 2

j |m − σ̂ 2
m

)
,

where we recall that Sj and σj |m are independent. Using the Jensen, triangle and
Hölder inequalities and f/2 ∈ Fp , it follows that∥∥EFm

[(
Y 2

j − (Sjηj |m)2)(
f ′′(txYj ) − f ′′(0)

)]∥∥
1

≤ 2
∥∥(

Y 2
j − (Sjηj |m)2)|txYj |p−2∥∥

1

≤ 2
∥∥Y 2

j − (Sjηj |m)2∥∥
p/2

∥∥|txYj |p−2∥∥
p/(p−2)

� 2
∥∥|txYj |p−2∥∥

p/(p−2)

× (‖Yj − Sj‖p‖Yj + Sj‖p + ∥∥S2
j

∥∥
p/2

∥∥σ 2
j |m − σ̂ 2

m

∥∥
p/2

)
,

where we used that σ̂m > 0 for large enough m. By Lemmas 4.13 and 4.7, this is
of magnitude O(m−1/2|tx|p−2). Hence by adding and subtracting f ′′(txYj ) and
using similar arguments as before, we obtain from the above

x2∥∥Im(x)
∥∥

1

� m−1/2|x|p + x2
∫ 1

0
(1 − t)

∥∥EFm

[
S2

j η2
j |m

(
f ′′(txYj ) − f ′′(txSj )

)]∥∥
1 dt

(4.71)
� m−1/2|x|p + |x|p∥∥S2

j

∥∥
p/2

∥∥η2
j |m

∥∥
p/2

∥∥|Sj − Yj |p−2∥∥
p/(p−2)

� m−1/2|x|p + m−(p−2)/2|x|p � m−p/2+1|x|p,

where we use that Sj and ηj |m = σ̂j |m/σ̂m are independent. This gives the desired
result. �

As next step toward (4.68), we have the following.
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LEMMA 4.10. Grant Assumption 4.1. Then for f (x) ∈ {cos(x), sin(x)}, it
holds that∥∥EFm

[
f (xZjσj |m) − f

(
xS

(∗∗)
j |m ηj |m

)]∥∥
1 � |x|pm−p/2+1 if p ∈ (2,3],

where j = 1, . . . ,N .

PROOF. To increase the readability, we use the abbreviations σ̂ = σ̂m and Sj =
S

(∗∗)
j |m in the following. The main objective is to transfer the problem to the setup

in [11] and apply the corresponding results. To this end, we first perform some
necessary preparatory computations. We have that∑

k>l

∥∥E[Xk|E0]
∥∥
p ≤ ∑

k>l

∥∥Xk − X∗
k

∥∥
p ≤ ∑

k>l

k
∥∥Xk − X′

k

∥∥
p → 0(4.72)

as l → ∞, hence it follows that
m∑

k=0

E[Xk|E0] converges in ‖ · ‖p.(4.73)

Next, note that

2mσ̂ 2 = EE0

[(
m∑

k=1

X∗
k

)2]
.(4.74)

Using exactly the same arguments as in the proof of Lemma 4.7 (the present situ-
ation is much simpler), we get that∥∥∥∥∥EE0

[(
m∑

k=1

Xk

)2]
− 2mσ̂ 2

∥∥∥∥∥
p/2

< ∞.

We thus obtain that

∞∑
m=1

m−3/2

∥∥∥∥∥EE0

[(
m∑

k=1

Xk

)2]
− 2mσ̂ 2

∥∥∥∥∥
p/2

�
∞∑

m=1

m−3/2 < ∞.(4.75)

We will now treat the cases p ∈ (2,3) and p = 3 separately.

Case p ∈ (2,3): Since cos(y)/2, sin(y)/2 ∈ Fp , the homogeneity of order p

implies that∥∥EFm

[
f (xSjηj |m) − f (xZj σ̂ηj |m)

]∥∥
1 ≤ 2

∥∥ζp(PxSj ηj |m|Fm
,PxZj σ̂ηj |m|Fm

)
∥∥

1

= 2
∥∥|x|p|ηj |m|pζp(PSj |Fm

,PZj σ̂ |Fm
)
∥∥

1.

Since Sj ,Zj are independent of Fm, we have ζp(PSj |Fm
,PZj σ̂ |Fm

) = ζp(PSj
,

PZj σ̂ ). Hence∥∥EFm

[
f (xSjηj |m) − f (xZj σ̂ηj |m)

]∥∥
1 ≤ 2

∥∥|x|p|ηj |m|p∥∥
1ζp(PSj

,PZj σ̂ ).
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By Lemma 4.7, we have ‖ηj |m‖p < ∞. Note that E[Sj ] = E[Zj ] = 0 and ‖Sj‖2
2 =

‖Zj σ̂‖2
2. Hence due to (4.73) and (4.75), we may apply Theorem 3.1(1) in [11],

which gives us ζp(PSj
,PZj σ̂ ) � m−p/2+1. Hence∥∥EFm

[
f (xSjηj |m) − f (xZj σ̂ηj |m)

]∥∥
1 � |x|pm−p/2+1.

Case p = 3: We may proceed as in the previous case, with the exception that
here we need to apply Theorem 3.2 in [11]. We may do so due to (4.73) and (4.75).
Hence we obtain∥∥EFm

[
f (xSjηj |m) − f (xZj σ̂ηj |m)

]∥∥
1 � |x|3m−1/2.(4.76) �

Using Lemmas 4.9 and 4.10, the triangle inequality gives the following corol-
lary, which proves (4.68).

COROLLARY 4.11. Grant Assumption 4.1. Then∥∥ϕi(t) − e
−σ 2

i|mt2/2∥∥
1 � |t |pm−p/2+1, i ∈ {1,N}.

4.6. Some auxiliary lemmas. We will frequently use the following lemma,
which is essentially a restatement of Theorem 1 in [48], adapted to our setting.

LEMMA 4.12. Put p′ = min{p,2}, p ≥ 1. If
∑∞

l=1 supk∈Z ‖Xk − X
(l,′)
k ‖p <

∞, then

‖X1 + · · · + Xn‖p � n1/p′
.

For the sake of completeness, we sate this result in the general, nontime-
homogenous but stationary Bernoulli-shift context.

Recall that

Yj = 1√
2m

Y
(1)
j , Y

(1)
j = Uj + Rj ,

S
(∗∗)
j |m = 1√

2m

(2j−1)m∑
k=(2j−2)m+1

X
((2j−2)m,∗∗)
k .

LEMMA 4.13. Grant Assumption 4.1. Then:

(i) ‖S(∗∗)
j |m − Yj‖p � m−1/2(1 + ‖Rj‖p) � m−1/2 for j = 1, . . . ,N ,

(ii) ‖Yj‖p < ∞ for j = 1, . . . ,N .

PROOF. Without loss of generally, we assume that j = 1 since m ∼ m′. (i) We
have the decomposition

√
2m

∥∥S(∗∗)
j |m − Yj

∥∥
p ≤

m∑
k=1

∥∥Xk − X
(∗∗)
k

∥∥
p +

m∑
k=1

∥∥EFm
[Xk]

∥∥
p + ‖Rj‖p.
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We will deal with all three terms separately. The triangle inequality gives

m∑
k=1

∥∥Xk − X
(∗∗)
k

∥∥
p ≤

∞∑
k=1

k
∥∥Xk − X′

k

∥∥
p < ∞.

Next, note that E[X(∗∗)
k |Fm] = E[Xk] = 0 for 1 ≤ k ≤ m. Hence it follows via the

Jensen and triangle inequalities that∥∥∥∥∥
m∑

k=1

E[Xk|Fm]
∥∥∥∥∥
p

=
∥∥∥∥∥

m∑
k=1

E
[
Xk − X

(∗∗)
k |Fm

]∥∥∥∥∥
p

≤
m∑

k=1

∥∥Xk − X
(∗∗)
k

∥∥
p ≤

∞∑
k=1

k
∥∥Xk − X′

k

∥∥
p < ∞.

Similarly, since Xk − EFm
[Xk] d= EFm

[X(k−m,∗)
k − Xk] for m + 1 ≤ k ≤ 2m, we

have∥∥∥∥∥
2m∑

k=m+1

Xk −EFm
[Xk]

∥∥∥∥∥
p

=
∥∥∥∥∥

2m∑
k=m+1

EFm

[
X

(k−m,∗)
k − Xk

]∥∥∥∥∥
p

≤
2m∑

k=m+1

∥∥X(k−m,∗)
k − Xk

∥∥
p ≤

∞∑
k=1

k
∥∥X′

k − Xk

∥∥
p < ∞.

Combining all three bounds gives (i). This implies that for (ii), it suffices to show
that ‖U1‖p � √

m. Using the above bounds and Lemma 4.12, we get

‖U1‖p ≤
∥∥∥∥∥

m∑
k=1

Xk

∥∥∥∥∥
p

+
m∑

k=1

∥∥EFm
[Xk]

∥∥
p �

√
m.

�

LEMMA 4.14. Grant Assumption 4.1, and let Hj and Hj , j ∈ J be as in
(4.15). Then

P
(
EHj

[
H 2

j

] ≤ σ̂ 2
m−l

)
< 1/7.

PROOF. Since m ∼ m′, it suffices to treat the case j = 1. Recall that H1 =
G(l)

1 = El and

√
m − lH1 =

m∑
k=l+1

Xk −EG(l)
1

[Xk] − R1 +EG(l)
1

[R1],

2(m − l)σ̂ 2
m−l = EEl

[(
m∑

k=l+1

X
(k−l,∗)
k

)2]
.
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Let I
(l)
k = EEl

[Xk]+ (R1 −EEl
[R1])1(k = l + 1). Using a2 − b2 = (a − b)(a + b)

and applying the Cauchy–Schwarz and Jensen inequalities then yields

(m − l)
∥∥EH1

[
H 2

1
] − 2σ̂ 2

m−l

∥∥
1

=
∥∥∥∥∥EEl

[(
m∑

k=l+1

Xk − X
(k−l,∗)
k − I

(l)
k

)(
m∑

k=l+1

Xk + X
(k−l,∗)
k − I

(l)
k

)]∥∥∥∥∥
1

≤
∥∥∥∥∥

m∑
k=l+1

Xk − X
(k−l,∗)
k − I

(l)
k

∥∥∥∥∥
2

∥∥∥∥∥
m∑

k=l+1

Xk + X
(k−l,∗)
k − I

(l)
k

∥∥∥∥∥
2

def= I1(l,m)II2(l,m).

By Lemma 4.13 and the arguments therein, it follows that I1(l,m) = O(1), uni-
formly for 0 < l < m. Similarly, one obtains that (m − l)−1/2II2(l,m) = O(1).
Hence ∥∥EHj

[
H 2

j

] − 2σ̂ 2
m−l

∥∥
1 � 1√

m − l
.(4.77)

We then have that

P
(
EHj

[
H 2

j

] ≤ σ̂ 2
m−l

) ≤ P
(∣∣EHj

[
H 2

j

] − 2σ̂ 2
m−l

∣∣ > σ̂ 2
m−l

)
≤ σ̂−2

m−l

∥∥EHj

[
H 2

j

] − 2σ̂ 2
m−l

∥∥
1 � 1√

m − l

by Markov’s inequality. Hence the claim follows if m− l is large enough. Note that
more detailed computations, as in Lemma 4.7, would give a more precise result.
However, the current version is sufficient for our needs. �
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