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We propose a new approach to mean field games with major and minor players. Our formulation involves a two player game where the optimization of the representative minor player is standard while the major player faces an optimization over conditional McKean–Vlasov stochastic differential equations. The definition of this limiting game is justified by proving that its solution provides approximate Nash equilibria for large finite player games. This proof depends upon the generalization of standard results on the propagation of chaos to conditional dynamics. Because it is of independent interest, we prove this generalization in full detail. Using a conditional form of the Pontryagin stochastic maximum principle (proven in the Appendix), we reduce the solution of the mean field game to a forward–backward system of stochastic differential equations of the conditional McKean–Vlasov type, which we solve in the linear quadratic setting. We use this class of models to show that Nash equilibriums in our formulation can be different from those originally found in the literature.

1. Introduction. Stochastic games are widely used in economic, engineering and social science applications, and the notion of Nash equilibrium is one of the most prevalent notions of equilibrium used in their analyses. However, when the number of players is large, exact Nash equilibria are notoriously difficult to identify and construct explicitly. In an attempt to circumvent this roadblock, Lasry and Lions in [17–19] initiated the theory of mean field games for a type of games in which all the players are statistically identical, and only interact through their empirical distributions. These authors successfully identify the limiting problem as a set of two coupled PDEs, the first one of Hamilton–Jacobi–Bellman type and the second one of Kolmogorov type. Approximate Nash equilibria for the finite-player games are then derived from the solutions of the limiting problem. Motivated by the analysis of large communication networks, Huang, Malhamé and Caines developed independently a very similar program; see [15], under the name of Nash Certainty Equivalence. A probabilistic approach was developed by Carmona and Delarue (see [5]), in which the limiting system of coupled PDEs is replaced by a fully coupled forward–backward stochastic differential equation (FBSDE for
short). Recently, an approach based on the weak formulation of stochastic controls was introduced in [10] and models with a common noise studied in [8].

From a modeling perspective, one of the major shortcomings of the standard mean field game theory is the strong symmetry requirement that all the players in the game are statistically identical. See nevertheless [15] where the asymptotic theory is applied to several groups of players. The second requirement of the mean field game theory is that, when the number of players is large, the influence of one single player on the system becomes asymptotically negligible. This is in sharp contrast with the reality of the banking system where the actions of a few Systemically Important Financial Institutions (SIFI) impact the system no-matter how large the number of small banks is.

In [14], Huang introduced a linear-quadratic infinite-horizon model in which there exists a major player, whose influence will not fade away when the number of players tends to infinity. Nguyen and Huang [23] introduce the finite-horizon counterpart, and [24] generalizes this model to the nonlinear case. These models are usually called “mean field game with major and minor players.” Unfortunately, the scheme proposed in [23, 24] fails to accommodate the case where the state of the major player enters the dynamics of the minor players. To be more specific, in [23, 24], the major player influences the minor players solely via their cost functionals. Nguyen and Huang [22] proposes a new scheme to solve the general case for linear-quadratic-Gaussian (LQG for short) games in which the major player’s state enters the dynamics of the minor players. The limiting control problem for the major player is solved by what the authors call “anticipative variational calculation.” In [3], the authors take, like in [24], a stochastic Hamilton–Jacobi–Bellman approach to a type of general mean field games with major and minor players, and the limiting problem is characterized by a set of stochastic PDEs.

In this paper, we analyze a type of general mean field games with major and minor players, and develop a systematic scheme to find approximate Nash equilibria for the finite-player games using a purely probabilistic approach. The limiting problem is identified as a two-player stochastic differential game, in which the control problem faced by the major player is of conditional McKean–Vlasov type, while the optimization problem faced by the representative minor player is a standard control problem. A matching procedure then follows the solution of the two-player game, which gives a FBSDE of McKean–Vlasov type as a characterization of the solution of the limiting problem. The construction of approximate Nash equilibria for the finite-player games with the aid of the limiting problem is also elaborated, with the approximate Nash equilibrium property carefully proved both for the major player and minor players, which fully justifies the scheme we propose. We believe that the results in this paper lead to a much more comprehensive understanding of this type of problems.

While [3] is clearly the closest contribution to ours, our paper differs from [3] in the following ways: first, we use a probabilistic approach based on a new version of the Pontryagin stochastic maximum principle for conditional McKean–Vlasov
dynamics in order to solve the embedded stochastic control problems, while in [3] a HJB equation approach is taken. Second, the limiting problem is defined as a two-player game as opposed to the three problems articulated in [3]. We believe that this gives a better insight into this kind of mean field games with a major player. Third, the finite-player game in [3] is a $N$-player game including only the minor players, and the major player is considered exogenous, and does not provide an active participation in the game. The associated propagation of chaos is then just a randomized version of the usual propagation of chaos associated to the usual mean field games, and the limiting scheme is not completely justified. Here, we define the finite-player game as an $(N + 1)$-player game including the major player. The construction of approximate Nash equilibriums is proved for the minor players, and most importantly, for the major player as well, fully justifying our limiting scheme for finding approximate Nash equilibria.

The classical theory of propagation of chaos, in which particles are identical is well developed. See, for example, the elegant treatment in [26] and a more recent account in [16]. However, when introducing a major particle in the system, even when the number of particles tends to infinity, the influence of this major particle on the other particles does not average out in the limit. This creates interesting novel features not present in the classical theory. They involve conditioning with respect to the information flow associated to the major particle. Our propagation of chaos result for SDEs of McKean–Vlasov type with conditional distributions is given in the stand alone Section 7. The results of this section play a crucial role in the construction of approximate Nash equilibriums for the limiting two-player game in Section 4. They are independent of the results on Mean Field Games. For this reason, we include them at the end of the paper, not to disrupt the flow.

The advantages of using the probabilistic approach are threefold. First, the probabilistic framework is natural when dealing with open-loop controls. In the present situation, the persistence of the influence of the major player forces the controls to be random, at least partially, even when looking for strategies in closed loop form. Second, the limiting conditional McKean–Vlasov control problem faced by the major player can be treated most elegantly using an appropriate version of the Pontryagin stochastic maximum principle. Since such a form of the stochastic maximum principle is not available in the published literature, we provide it in an Appendix at the end of the paper. Third, our approach can rely on existing results in the literature on the well-posedness of FBSDEs and their associated decoupling fields in order to address the solvability of the limiting problem.

The mean field game model with major and minor players investigated in this paper is as follows. The major player which is indexed by 0, can choose a control process $u_{0,N}$ taking values in a convex set $U_0 \subset \mathbb{R}^{k_0}$, and every minor player indexed by $i \in \{1, \ldots, N\}$ can choose a control process $u_{i,N}$ taking values in a convex set $U \subset \mathbb{R}^k$. The state of the system at time $t$ is given by a vector $X_{t,N} = (X_{t,0,N}, X_{t,1,N}, \ldots, X_{t,N,N}) \in \mathbb{R}^{d_0 +Nd}$ whose controlled dynamics are given...
by
\[
\begin{cases}
    dX_t^{0,N} = b_0(t, X_t^{0,N}, \mu_t^N, u_t^{0,N}) \, dt + \sigma_0(t, X_t^{0,N}, \mu_t^N, u_t^{0,N}) \, dW_t^0, \\
    dX_t^{i,N} = b(t, X_t^{i,N}, \mu_t^N, X_t^{0,N}, u_t^{i,N}) \, dt + \sigma(t, X_t^{i,N}, \mu_t^N, X_t^{0,N}, u_t^{i,N}) \, dW_t^i, \\
    1 \leq i \leq N,
\end{cases}
\]
(1)
where \((W_t^i)_{i \geq 0}\) is a sequence of independent Wiener processes, and

\[
\mu_t^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{X_t^{i,N}}
\]
(2)
is the empirical distribution of the states of the minor players, \(\delta_x\) standing for the point Dirac mass at \(x\). The Wiener process \(W_t^0\) is assumed to be \(m_0\) dimensional while all the other Wiener processes \(W_t^i\) for \(i \geq 1\) are assumed to be \(m\)-dimensional. \(X_t^{0,N}\) (and hence \(b_0\)) is \(d_0\)-dimensional while all the other \(X_t^{i,N}\) (and hence \(b\)) are \(d\)-dimensional. Finally, for consistency reasons, the matrices \(\sigma_0\) and \(\sigma\) are \(d_0 \times m_0\) and \(d \times m\) dimensional, respectively. The major player aims at minimizing the cost functional given by

\[
J_t^{0,N}(u_0^{0,N}, u^N) = \mathbb{E}\left[\int_0^T f_0(t, X_t^{0,N}, \mu_t^N, u_t^{0,N}) \, dt + g_0(X_T^{0,N}, \mu_T^N)\right],
\]
and the minor players aim at minimizing the cost functionals

\[
J_t^{i,N}(u_0^{0,N}, u^N) = \mathbb{E}\left[\int_0^T f(t, X_t^{i,N}, \mu_t^N, X_t^{0,N}, u_t^{i,N}) \, dt + g(X_T^{i,N}, \mu_T^N, X_T^{0,N})\right],
\]
(4)
\[1 \leq i \leq N.
\]
We use the notation \(u^N\) for \((u_1^{0,N}, \ldots, u_N^{N,N})\). We observe readily that an important difference between the current model and the usual mean field game model is the presence of the state of the major player in the state dynamics and the cost functionals of the minor players. Even when the number of minor players is large, the major player can still influence the behavior of the system in a nonnegligible manner.

The rest of the paper is organized as follows. In the preliminary Section 2, we review briefly the usual mean field game scheme, and then proceed to the scheme for the mean field games with major and minor players proposed in this paper. Some heuristic arguments leading to the scheme are also provided, and the difference between the current scheme and the one used in [23, 24] are highlighted. In Section 3, we carry out the scheme described in Section 2 for a type of mean field games with major and minor players with scalar interactions, and we use the Pontryagin maximum principle to solve the embedded stochastic control problems. The FBSDE of conditional mean field type characterizing the Nash equilibria for
the limiting two-player game is derived. In Section 4, we prove that the solution of the limiting problem can actually be used to build approximate Nash equilibria for the finite-player games, justifying our scheme. In Section 5, we apply the scheme to the case of Linear Quadratic Gaussian (LQG for short) models, and find explicit approximate Nash equilibria for the finite-player games, and in Section 6 a concrete example is given to show that the current scheme leads to different results from the scheme proposed in [22] and [24]. In the independent Section 7, we prove a conditional version of propagation of chaos which plays a pivotal role in the construction of approximate Nash equilibria in Section 4. Finally, in the Appendix at the end of the paper, we prove a version of the sufficient part of the Pontryagin stochastic maximum principle for conditional McKean–Vlasov dynamics used in solving the stochastic control problem faced by the major player.

2. Preliminaries.

2.1. Brief review of the standard mean field game problem. A standard introduction to the mean field game (MFG for short) theory starts with an $N$-player stochastic differential game, the dynamics of the states of the players being governed by stochastic differential equations (SDEs)

$$dX_{t}^{i,N} = b \left(t, X_{t}^{i,N}, \mu_{t}^{N}, u_{t}^{i,N} \right) dt + \sigma \left(t, X_{t}^{i,N}, \mu_{t}^{N}, u_{t}^{i,N} \right) dW_{t}^{i},$$

$i = 1, 2, \ldots, N,$

each player aiming at the minimization of a cost functional

$$J_{t}^{i,N}(u) = \mathbb{E} \left[ \int_{0}^{T} f \left(t, X_{t}^{i,N}, \mu_{t}^{N}, u_{t}^{i,N} \right) dt + g \left(X_{T}^{i,N}, \mu_{T}^{N} \right) \right],$$

where $\mu_{t}^{N}$ stands for the empirical distribution of the $X_{t}^{N,i}$ for $i = 1, \ldots, N$. The usual MFG scheme can be summarized in the following 3 steps:

1. Fix a deterministic flow $(\mu_{t})_{0 \leq t \leq T}$ of probability measures.

2. Solve the standard stochastic control problem: minimize

$$J(u) = \mathbb{E} \left[ \int_{0}^{T} f \left(t, X_{t}, \mu_{t}, u_{t} \right) dt + g \left(X_{T}, \mu_{T} \right) \right],$$

when the controlled dynamics of the process $X_{t}$ are given by

$$dX_{t} = b \left(t, X_{t}, \mu_{t}, u_{t} \right) dt + \sigma \left(t, X_{t}, \mu_{t}, u_{t} \right) dW_{t}.$$

3. Solve the fixed-point problem $\Phi(\mu) = \mu$, where for each flow $\mu$ as in step (1), $\Phi(\mu)$ denotes the flow of marginal distributions of the optimally controlled state process found in step (2).

If the above scheme can be carried out successfully, it is usually possible to prove that the optimal control found in step (2) can be used to provide approximate Nash equilibria for the finite-player game. The interested reader is referred to [15, 17–19] for detailed discussions of the PDE approach of the above scheme and to [5, 10] for two different probabilistic approaches.
2.2. **Heuristic derivation of the MFG approach.** In this subsection, we provide a heuristic argument which leads to a scheme for mean field games with major and minor players. The finite-player games are described by equations (1)–(4) above. Because all the minor players are identical and influenced by the major player in exactly the same way, it is reasonable to assume that they are exchangeable, even when the optimal strategies (in the sense of Nash equilibrium) are implemented. On the other hand, for any sequence of integrable exchangeable random variables \((X_i)_{i \geq 1}\), de Finetti’s law of large numbers states that almost surely,

\[
\frac{1}{N} \sum_{i=1}^{N} \delta_{X_i} \implies \mathcal{L}(X_1|\mathcal{G}),
\]

for some \(\sigma\)-field \(\mathcal{G}\) where \(\implies\) denotes convergence in distribution. See [1] or [12]. We may want to apply this result for each time \(t\) to the individual states \(X_i^{N,t}\) in which case, a natural candidate for the \(\sigma\)-field \(\mathcal{G}\) could be the element \(\mathcal{F}^t_0\) of the filtration generated by the Wiener process \(W^0\) driving the dynamics of the state of the major player. This suggests that in mean field games with major and minor players, we can proceed essentially in the same way as in the standard mean field game theory, except for the fact that instead of fixing a deterministic measure flow in the first step, we fix an adapted stochastic measure flow, and in the last step, match this stochastic measure flow to the flow of marginal conditional distribution of the state of the representative minor player given \(\mathcal{F}^t_0\). This is in accordance with intuition since, as all the minor players are influenced by the major player, they should make their decisions conditioned on the information provided by the major player. Notice that this is also consistent with the procedure used in the presence of a so-called common noise as investigated in [8].

However, the above argument fails to apply to the major player. Indeed, no matter how many minor players are present in the game, the major player’s control influences all the minor players, and in particular, the empirical distribution formed by the minor players. When we construct the limiting problem for the major player, it is thus more reasonable to allow the major player to control the stochastic measure flow, instead of fixing it a priori. This asymmetry between major and minor players was also observed in [3].

2.3. **Precise formulation of the MFG problem with major and minor players.** Using the above heuristic argument, we end up with the following formulation for the major–minor mean field game problem. The limiting control problem for the major player is of conditional McKean–Vlasov type with an endogenous measure flow, and the limiting control problem for the representative minor player is standard, with an exogenous measure flow fixed at the beginning of the scheme. As a consequence, the limiting problem becomes a two-player stochastic differential game between the major player and a representative minor player. This is in contrast with the existing literature where this limiting problem is usually framed as two consecutive stochastic control problems. Specifically:
(1) Fix an $\mathbb{F}^0$-progressively measurable stochastic measure flow $(\mu_t)_{0 \leq t \leq T}$ where $\mathbb{F}^0 = (\mathcal{F}^0_t)_{t \geq 0}$ denotes the filtration generated by the Wiener process $W^0$.

(2) Consider the following two-player stochastic differential game where the control $(u^0_t)_{0 \leq t \leq T}$ of the first player is assumed to be adapted to $\mathbb{F}^0$, and the control $(u_t)_{0 \leq t \leq T}$ of the second player is assumed to be adapted to the filtration $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ generated by $W^0$ and $W$, and where the controlled dynamics of the state of the system are given by

\[
\begin{align*}
&dX^0_t = b_0(t, X^0_t, \mathcal{L}(X_t|\mathcal{F}^0_t), u^0_t) \, dt + \sigma_0(t, X^0_t, \mathcal{L}(X_t|\mathcal{F}^0_t), u^0_t) \, dW^0_t, \\
&dX_t = b(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), X^0_t, u_t) \, dt + \sigma(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), X^0_t, u_t) \, dW_t, \\
&d\tilde{X}^0_t = b_0(t, \tilde{X}^0_t, \mu_t, u^0_t) \, dt + \sigma_0(t, \tilde{X}^0_t, \mu_t, u^0_t) \, dW^0_t, \\
&d\tilde{X}_t = b(t, \tilde{X}_t, \mu_t, \tilde{X}^0_t, u_t) \, dt + \sigma(t, \tilde{X}_t, \mu_t, \tilde{X}^0_t, u_t) \, dW_t,
\end{align*}
\]

with initial conditions $X^0_0 = \tilde{X}^0_0 = x^0_0$, $X_0 = \tilde{X}_0 = x_0$. The cost functionals for the two players are given by

\[
J^0(u^0, u) = \mathbb{E}\left[\int_0^T f_0(t, X^0_t, \mathcal{L}(X_t|\mathcal{F}^0_t), u^0_t) \, dt + g_0(X^0_T, \mathcal{L}(X_T|\mathcal{F}^0_T))\right],
\]

\[
J(u^0, u) = \mathbb{E}\left[\int_0^T f(t, \tilde{X}_t, \mu_t, \tilde{X}^0_t, u_t) \, dt + g(\tilde{X}_T, \mu_T, \tilde{X}^0_T)\right],
\]

where $\mathcal{L}(X_t|\mathcal{F}^0_t)$ stands for the conditional distribution of $X_t$ given $\mathcal{F}^0_t$. We look for Nash equilibria for this game.

(3) Satisfy the consistency condition

\[
(6) \quad \mu_t = \mathcal{L}(X_t|\mathcal{F}^0_t) \quad \forall t \in [0, T],
\]

where $X_t$ is the second component of the state (5) when a Nash equilibrium control couple $(u^0, u)$ found in step 2 is plugged in.

Notice that the above consistency condition amounts to solving a fixed-point problem in the space of stochastic measure flows. After the consistency condition (6) is met, $(X^0, X)$ and $(\tilde{X}^0, \tilde{X})$ coincide, even though at the beginning of the scheme they emerge from different measure flows: $(X^0, X)$ is defined with the endogenous measure flow $(\mathcal{L}(X_t|\mathcal{F}^0_t))_{0 \leq t \leq T}$, while $(\tilde{X}^0, \tilde{X})$ is defined with the exogenous measure flow $(\mu_t)_{0 \leq t \leq T}$. Indeed, when computing his best response to the major player, a typical minor player assumes that the stochastic flow $(\mu_t)_{0 \leq t \leq T}$ is fixed, like in the standard approach to mean field games recalled at the beginning of the section. The fact that he is responding to a major player who should behave in the environment given by $(\mu_t)_{0 \leq t \leq T}$, is the justification for the introduction of $\tilde{X}^0_t$ in lieu of $X^0_t$ to compute his best response. Similarly, for the reasons given at the end of the previous subsection, the major player computes his best response assuming that the typical minor player uses the endogenous stochastic flow $(\mathcal{L}(X_t|\mathcal{F}^0_t))_{0 \leq t \leq T}$. So, he is responding to the dynamics of $X_t$ instead of the
dynamics given by \( \dot{X}_t \). This explains this apparent doubling of the states which disappears in equilibrium when the consistency condition is satisfied.

Notice also that even when the \( X_i \) are scalar, the system (5) describes the dynamics of a 4-dimensional state driven by two independent Wiener processes. The dynamics of the first two components are of the conditional McKean–Vlasov type (because of the presence of the conditional distribution \( L(X_t | F_t^0) \) of \( X_t \) in the coefficients) while the dynamics of the last two components are given by standard stochastic differential equations with random coefficients. In this two player game, the cost functional \( J^0 \) of the major player is of the McKean–Vlasov type while the cost functional \( J \) of the representative minor player is of the standard type. As explained earlier, this is the main feature of our formulation of the problem. We end this subsection with the precise definition of a solution to the mean field game described above.

**Definition 2.1.** Given a tuple \( (\Omega, \mathcal{F}, \mathbb{P}, W^0, W) \), we use \( \mathbb{F}^0 \) (resp., \( \mathbb{F} \)) to denote the augmented natural filtration generated by \( W^0 \) (resp., \( W^0 \) and \( W \)). A solution of the limiting MFG is defined as a couple of controls \( (u^0, u) \), where \( u^0 \) is \( \mathbb{F}^0 \)-progressively measurable and \( u \) is \( \mathbb{F} \)-progressively measurable forming a Nash equilibrium of the two-player game defined in step 2 of the scheme, and satisfying the consistency condition defined in step 3.

Later in the paper, we show that if we are able to find a fixed point in the third step, that is, a stochastic measure flow \( (\mu_t)_{0 \leq t \leq T} \) satisfying (6), we can use it to construct approximate Nash equilibria for the finite-player games when the number of players is sufficiently large. The precise meaning of this statement will be made clear in Section 4.

### 3. Mean field games with major and minor players: The general case.

In this section, we analyze in detail the scheme explained in the previous section, and we derive a FBSDE characterizing the solution to the limiting problem. We assume that \( \Omega \) is a standard space and \( \mathcal{F} \) is its Borel \( \sigma \)-field, so that regular conditional distributions exist for all sub-\( \sigma \)-fields. The definition of standard probability spaces we use here can be found in [4]. The finite-player games are described by (1)–(4) where \( (W_i)_{i \geq 0} \) is a sequence of independent Wiener processes. We shall use the following assumptions, and we refer the readers to [7], Section 3 for the differentiability and convexity with respect to the measure arguments.

(A1) There exists a constant \( c > 0 \) such that for all \( t \in [0, T], x'_0, x_0 \in \mathbb{R}^{d_0}, x', x \in \mathbb{R}^d, \mu', \mu \in \mathcal{P}_2(\mathbb{R}^d), u'_0, u_0 \in U_0 \) and \( u', u \in U \) we have

\[
\begin{align*}
&\left| (b_0, \sigma_0)(t, x'_0, \mu', u'_0) - (b_0, \sigma_0)(t, x_0, \mu, u_0) \right| \\
&\quad + \left| (b, \sigma)(t, x', \mu', x'_0, u') - (b, \sigma)(t, x, \mu, x_0, u) \right| \\
&\quad \leq c \left( |x'_0 - x_0| + |x' - x| + |u'_0 - u_0| + |u' - u| + W_2(\mu', \mu) \right).
\end{align*}
\]
(A2) For all \( u_0 \in U_0 \) and \( u \in U \), we have
\[
\int_0^T \left( |(b_0, \sigma_0)(t, 0, \delta_0, u_0)|^2 + |(b, \sigma)(t, 0, \delta_0, 0, u)|^2 \right) \, dt < \infty.
\]

(A3) There exists a constant \( c_L > 0 \) such that for all \( x_0, x'_0 \in \mathbb{R}^{d_0}, u_0, u'_0 \in \mathbb{R}^{k_0} \) and \( \mu, \mu' \in \mathcal{P}_2(\mathbb{R}^d) \), we have
\[
| (f_0, g_0)(t, x'_0, \mu', u'_0) - (f_0, g_0)(t, x_0, \mu, u_0) | \\
\leq c_L \left( 1 + |(x'_0, u'_0)| + |(x_0, u_0)| + M_2(\mu') + M_2(\mu) \right) \\
\times \left( |(x'_0, u'_0) - (x_0, u_0)| + W_2(\mu', \mu) \right),
\]
and for all \( x_0 \in \mathbb{R}^{d_0}, x, x' \in \mathbb{R}^d, u, u' \in \mathbb{R}^k \) and \( \mu, \mu' \in \mathcal{P}_2(\mathbb{R}^d) \),
\[
| (f, g)(t, x', \mu', x_0, u') - (f, g)(t, x, \mu, x_0, u) | \\
\leq c_L \left( 1 + |(x', u')| + |(x, u)| + M_2(\mu') + M_2(\mu) \right) \\
\times \left( |(x', u') - (x, u)| + W_2(\mu, \mu') \right),
\]
where \( \mathcal{P}_2(\mathbb{R}^d) \) denotes the set of probability measures of order 2 (i.e., with a finite second moment), and \( W_2(\mu, \mu') \) the \( 2 \)-Wasserstein distance between \( \mu, \mu' \in \mathcal{P}_2(\mathbb{R}^d) \). Also, we used the notation \( M_2(\mu) = \int |x|^2 \mu(dx) \) for the second moment of \( \mu \).

(A4) The functions \( b_0, b, \sigma_0, \sigma, f_0 \) are differentiable with respect to \( (x_0, u_0) \), the mappings \( (x_0, \mu, u_0) \mapsto \partial_{x_0}(b_0, b, \sigma_0, f_0) \) and \( (x_0, \mu, u_0) \mapsto \partial_{u_0}(b_0, \sigma_0, f_0) \) being continuous for all \( t \in [0, T] \). The functions \( b, \sigma, f \) and \( b, \sigma, f_0 \) are differentiable with respect to \( (x, u) \), the mappings \( (x, \mu, u) \mapsto \partial_x(b, \sigma, f) \) and \( (x, \mu, u) \mapsto \partial_u(b, \sigma, f) \) being continuous for all \( t \in [0, T] \). \( b_0, b, \sigma_0, \sigma \) and \( f_0 \) are differentiable with respect to \( \mu \), the mapping \( (x_0, X, u_0) \mapsto \partial_{\mu}(b_0, \sigma_0, f_0)(t, x_0, \mathcal{L}(X), u_0)(X) \) being continuous for all \( t \in [0, T] \). Similarly, the function \( g_0 \) is differentiable with respect to \( x_0 \), the mapping \( (x_0, \mu) \mapsto \partial_{x_0}g(x_0, \mu) \) being continuous. The function \( g_0 \) is also differentiable with respect to the variable \( \mu \), the mapping \( (x_0, X) \mapsto \partial_{\mu}g_0(x_0, \mathcal{L}(X)) \) being continuous. The function \( g \) is differentiable with respect to \( x \), the mapping \( (x, \mu, x_0) \mapsto \partial_xg(x, \mu, x_0) \) being continuous.

(A5) The function \( x' \mapsto \partial_{\mu}(b_0, \sigma_0)(t, x_0, \mu, u_0)(x') \) in \( L^2(\mathbb{R}^{d_0}, \mu) \) is uniformly bounded. There exists a constant \( L \) such that, for any \( R \geq 0 \) and any \( (t, x_0, \mu, x, u_0) \) such that \( |x_0|, M_2(\mu), |x| \) and \( |u_0| \leq R \), \( |\partial_{x_0}f_0, g_0(t, x_0, \mu, u_0)| \), \( |\partial_{x_0}f_0, g(t, x_0, \mu, x, u)| \), \( |\partial_{x_0}f_0(t, x_0, \mu, u_0)| \) and \( |\partial_u f(t, x_0, \mu, x, u)| \) are bounded by \( L(1 + R) \) and the \( L^2(\mathbb{R}^{d_0}, \mu) \)-norm of \( x' \mapsto \partial_{\mu}(f_0, g_0)(t, x_0, \mu, u_0)(x') \) is bounded by \( L(1 + R) \).

Assumptions (A1)–(A2) guarantee that for all admissible controls, the SDEs (1)–(4) and (5) have unique solutions and (A3) guarantees that the associated cost
functionals are well-defined. Assumptions (A4)–(A5) will be used when we define adjoint processes for the limiting control problems.

In the following, for a generic filtration $\mathbb{G}$, we use $S^2_d(\mathbb{G}; U)$ to denote all $\mathbb{G}$-progressively measurable processes $X$ taking values in $U \subset \mathbb{R}^d$ such that

$$
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |X_t|^2 \right] < \infty,
$$

(8)

$\mathbb{H}^2_d(\mathbb{G}; U)$ to denote all $U$-valued $\mathbb{G}$-progressively measurable processes $X$ such that

$$
\mathbb{E}\left[ \int_0^T |X_t|^2 dt \right] < \infty,
$$

(9)

and finally we use $\mathcal{M}^2_d(\mathbb{G})$ to denote the set of $\mathbb{G}$-progressively measurable stochastic measure flows $\mu$ on $\mathbb{R}^d$ such that

$$
\mathbb{E}\left[ \int_0^T \int_{\mathbb{R}^d} |x|^2 \mu_t(dx) \right] < \infty.
$$

(10)

In the following discussion, we use $\mathbb{F}^0$ to denote the augmented natural filtration generated $W^0$ and $\mathbb{F}$ to denote the augmented natural filtration generated by $W^0$ and $W$.

### 3.1. Control problem for the major player

In this subsection, we consider the limiting two-player game and search for the major player’s best response $u^0$ to the control $u$ of the representative minor player. This amounts to solving the optimal control problem based on the controlled dynamics

$$
\begin{cases}
    dX^0_t = b_0(t, X^0_t, \mathcal{L}(X_t|\mathcal{F}_t^0), u^0_t) dt + \sigma_0(t, X^0_t, \mathcal{L}(X_t|\mathcal{F}_t^0), u^0_t) dW^0_t, \\
    X^0_0 = x^0_0, \\
    dX_t = b(t, X_t, \mathcal{L}(X_t|\mathcal{F}_t^0), X^0_t, u_t) dt + \sigma(t, X_t, \mathcal{L}(X_t|\mathcal{F}_t^0), X^0_t, u_t) dW_t, \\
    X_0 = x_0,
\end{cases}
$$

(11)

and the cost functional

$$
J^0(u^0) = \mathbb{E}\left[ \int_0^T f_0(t, X^0_t, \mathcal{L}(X_t|\mathcal{F}_t^0), u^0_t) dt + g_0(X^0_T, \mathcal{L}(X_T|\mathcal{F}_T^0)) \right],
$$

where it is assumed that the control $u \in \mathbb{H}^{2,k}(\mathbb{F}; U)$ is given, and the set of admissible controls $u^0$ is the space $\mathbb{H}^{2,k_0}(\mathbb{F}^0; U_0)$. In what follows, this stochastic control problem will be denoted by (P1). We check readily that conditions (A2.1)–(A2.4) in the Appendix at the end of the paper are satisfied. The Hamiltonian is defined as

$$
H_0(t, x_0, x, \mu, p_0, p, q_{00}, q_{11}, u_0, u)
$$

(12)

$$
= \langle p_0, b_0(t, x_0, \mu, u_0) \rangle + \langle p, b(t, x, \mu, x_0, u) \rangle \\
+ \langle q_{00}, \sigma_0(t, x_0, \mu, u_0) \rangle + \langle q_{11}, \sigma(t, x, \mu, x_0, u) \rangle + f_0(t, x_0, \mu, u_0).
$$
We then introduce the following assumption regarding the minimization of this Hamiltonian.

(M0) For all fixed \((t, x_0, x, \mu, p, p_0, q_{00}, q_{11}, u)\), there exists a unique minimizer of the Hamiltonian \(H_0\) as a function of \(u_0\). Note that this minimizer should not depend upon \(p, q_{11}\) and \(u\). It will be denoted by \(\hat{u}^0(t, x_0, \mu, p_0, q_{00})\).

**Remark 3.1.** This assumption is satisfied when the running cost \(f_0\) is strictly convex in \(u_0\), the drift \(b_0\) is linear in \(u_0\) and the volatility \(\sigma_0\) is uncontrolled in the sense that it does not depend upon \(u_0\). This will be the case in the examples considered later on.

For each admissible control \(u^0\), the associated adjoint process \((P^0, P, Q^{00}, Q^{01}, Q^{10}, Q^{11})\) is defined as the solution of the backward stochastic differential equation (BSDE):

\[
\begin{align*}
    dP^0_t &= -\partial_{x_0} H_0(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), P_t, Q_t, u_0^t, u_t) dt \\
          & \quad \quad + Q_t^{00} dW_t^0 + Q_t^{01} dW_t^1 \\
    dP_t &= -\partial_x H_0(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), P_t, Q_t, u_0^t, u_t) dt + Q_t^{10} dW_t^0 + Q_t^{11} dW_t^1 \\
          & \quad \quad - \mathbb{E}^{\mathcal{F}_T^0} \left[ \partial_\mu H_0(t, \tilde{X}_t, \mathcal{L}(\tilde{X}_t|\mathcal{F}^0_t), \tilde{P}_t, \tilde{Q}_t, u_0^t, u_t)(X_t) \right] dt, \\
    P^0_T &= \partial_{x_0} g(X_0^T, \mathcal{L}(X_T|\mathcal{F}^0_T)), \\
    P_T &= \mathbb{E}^{\mathcal{F}_T^0} \left[ \partial_\mu g(\tilde{X}_T, \mathcal{L}(\tilde{X}_T|\mathcal{F}^0_T))(X_T) \right],
\end{align*}
\]

where to lighten the notation we write \(X = (X^0, X), P = (P^0, P)\) and \(Q = (Q^{00}, Q^{01}, Q^{10}, Q^{11})\). We refer the reader to the Appendix at the end of the paper for (1) definitions of the tilde notation, which provides a natural extension of random variables to an extension of the original probability space, and of \(\mathbb{E}^{\mathcal{F}_T^0}[\cdot]\), which denotes expectation with respect to the regular conditional distribution on an extension of the original probability space, and (2) references to the definition and the properties of the differentiation with respect to the measure argument. Despite the presence of the conditional distributions in the coefficients, standard proofs of existence and uniqueness of solutions of BSDEs with Lipschitz coefficients still apply to (13) thanks to assumptions (A1)–(A5). See the Appendix for a more detailed and general discussion on this issue.

In order to minimize the complexity of the notation, we systematically add a bar on the top of a random variable to denote its conditional expectation with respect to \(\mathcal{F}_t^0\), for example, \(\bar{P}^0\) stands for \(\mathbb{E}[P^0|\mathcal{F}_t^0]\).

Once properly extended to cover the present situation, (see [7] for the necessary condition in the unconditional case, and the Appendix for the sufficient condition) the necessary part of the Pontryagin stochastic maximum principle says that, if the control \(u^0 = (u^0_t)\) is optimal, then the Hamiltonian (12) is minimized
along the trajectory of \((X_t^0, X_t, P_t, Q_t)\). So given assumption (M0) and the sufficient condition of the stochastic maximum principle proven in the Appendix at the end of the paper, combined with the fact that \(H_0\) is linear in \(p_0\) and \(q_00\), \(\hat{u}_t^0 = \hat{u}_i^0(t, X_t^0, \mathcal{L}(X_t | \mathcal{F}_t^0), P_t^0, Q_t^{00})\) will be an optimal control for the problem at hand if we can solve the forward–backward stochastic differential equation (FBSDE):

\[
\begin{align*}
\frac{dX_t^0}{dt} &= \partial_{p_0} H_0(t, X_t, \mathcal{L}(X_t | \mathcal{F}_t^0), P_t, Q_t, \hat{u}_t^0, u_t) dt \\
&+ \partial_{q_0} H_0(t, X_t, \mathcal{L}(X_t | \mathcal{F}_t^0), P_t, Q_t, \hat{u}_t^0, u_t) dW_t^0,
\end{align*}
\]

\[
\begin{align*}
\frac{dX_t}{dt} &= \partial_p H_0(t, X_t, \mathcal{L}(X_t | \mathcal{F}_t^0), P_t, Q_t, \hat{u}_t^0, u_t) dt \\
&+ \partial_{q_1} H_0(t, X_t, \mathcal{L}(X_t | \mathcal{F}_t^0), P_t, Q_t, \hat{u}_t^0, u_t) dW_t,
\end{align*}
\]

\[
\begin{align*}
\frac{dP_t^0}{dt} &= -\partial_{x_0} H_0(t, X_t, \mathcal{L}(X_t | \mathcal{F}_t^0), P_t, Q_t, \hat{u}_t^0, u_t) dt \\
&+ Q_t^{00} dW_t^0 + Q_t^{01} dW_t,
\end{align*}
\]

\[
\begin{align*}
\frac{dP_t}{dt} &= -\partial_{x} H_0(t, X_t, \mathcal{L}(X_t | \mathcal{F}_t^0), P_t, Q_t, \hat{u}_t^0, u_t) dt \\
&+ Q_t^{10} dW_t^0 + Q_t^{11} dW_t,
\end{align*}
\]

\[
\begin{align*}
&- \mathbb{E}^{\mathcal{F}_T^0}[\partial_{\mu} H_0(t, \tilde{X}_t, \mathcal{L}(\tilde{X}_t | \mathcal{F}_t^0), \tilde{P}_t, \tilde{Q}_t, \tilde{u}_t^0, u_t(X_t))] dt
\end{align*}
\]

with the initial and terminal conditions given by

\[
X_0^0 = x_0^0, \quad X_0 = x_0, \quad P_0^0 = \partial_{x_0} g(X_T^0, \mathcal{L}(X_T | \mathcal{F}_T^0)),
\]

\[
P_T = \mathbb{E}^{\mathcal{F}_T^0}[\partial_{\mu} g(\tilde{X}_T, \mathcal{L}(\tilde{X}_T | \mathcal{F}_T^0))(X_T)].
\]

In general, FBSDEs are more difficult to solve than BSDEs. This is even more apparent in the case of equations of the McKean–Vlasov type. See nevertheless [6] for an existence result in the unconditional case. In its full generality, the solvability of FBSDE (14) of conditional McKean–Vlasov type is beyond the scope of this paper. We will solve it only in the linear quadratic case.

We show in the Appendix that appropriate convexity assumptions are sufficient for optimality. We summarize them for later reference.

(C0) The function \(\mathbb{R}^{d_0} \times \mathcal{P}_2(\mathbb{R}^d) \ni (x, \mu) \mapsto g(x, \mu)\) is convex. The function \(\mathbb{R}^{d_0} \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times U_0 \ni (x_0, x, \mu, u_0) \mapsto H(t, x_0, x, \mu, p_0, p, q_00, q_{11}, u_0, u)\) is convex for all fixed \((t, p_0, p, q_00, q_{11}, u)\).

We then have the following proposition.

**Proposition 3.1.** Let us assume that (A1)–(A5), (M0) and (C0) are in force. If

\[
(X^0, X, P^0, P, Q^{00}, Q^{01}, Q^{10}, Q^{11}) \in \mathbb{S}^{2,d_0+d} \times \mathbb{S}^{2,d_0+d} \times \mathbb{H}^{2,(d_0+d) \times (d_0+d)}
\]

is a solution to the FBSDE (14), then \(\hat{u}_t^0(t, X_t^0, \mathcal{L}(X_T | \mathcal{F}_t^0), \tilde{P}_t^0, \tilde{Q}_t^{00})\) is an optimal control for problem (P1) and \((X^0, X)\) is the associated optimally controlled state process.
3.2. Control problem for the representative minor player. For the representative minor player’s best response control problem, for each fixed stochastic measure flow $\mu$ in $\mathcal{M}^{2,d}(\mathbb{F}^{0})$ and for each admissible control $u^0 = (u^0_t)_t$ of the major player, we solve the optimal control problem of the controlled dynamics

\begin{align}
\begin{cases}
    d\tilde{X}^0_t = b_0(t, \tilde{X}^0_t, \mu_t, u^0_t) \, dt + \sigma_0(t, \tilde{X}^0_t, \mu_t, u^0_t) \, dW^0_t, & \tilde{X}^0_0 = x^0_0, \\
    d\tilde{X}_t = b(t, \tilde{X}_t, \mu_t, \tilde{X}^0_t, u_t) \, dt + \sigma(t, \tilde{X}_t, \mu_t, \tilde{X}^0_t, u_t) \, dW_t, & \tilde{X}_0 = x_0,
\end{cases}
\end{align}

for the cost functional

\begin{equation}
J(u) = \mathbb{E}\left[ \int_0^T f(t, \tilde{X}_t, \mu_t, \tilde{X}^0_t, u_t) + g(\tilde{X}_T, \mu_T, \tilde{X}^0_T) \right].
\end{equation}

Note that since $u^0$ and $\mu$ are fixed, the first SDE in (15) can be solved off line, and its solution appears in the second SDE of (15) and the cost functional only as an exogenous source of randomness. If we choose the set of admissible controls for the representative minor player to be $H_{2,k}(F_{W^0, W}; U)$ where $F_{W^0, W}$ is the filtration generated by both Wiener processes $W^0$ and $W$, this problem is a standard non-Markovian stochastic control problem. We shall denote it by (P2) in the following. For this reason, we introduce only adjoint variables for $\tilde{X}_t$, and use the reduced Hamiltonian:

\begin{equation}
H(t, x^0_0, x, \mu, y, z_{11}, u) = \langle y, b(t, x, \mu, x^0_0, u) \rangle + \langle z_{11}, \sigma(t, x, \mu, x^0_0, u) \rangle + f(t, x, \mu, x^0_0, u).
\end{equation}

As before, in order to find a function satisfying the Isaac’s condition, we introduce the following assumption regarding its minimization.

(M) For all fixed $(t, x_0, x, \mu, y, z_{11})$, there exists a unique minimizer of the above reduced Hamiltonian $H$ as a function of $u$. This minimizer will be denoted by $\hat{u}(t, x_0, x, \mu, y, z_{11})$.

For all admissible control $u$ we can define the adjoint process $(Y, Z) = (Y^0, Y^0, Z^{00}, Z^{01}, Z^{10}, Z^{11})$ associated to $u$ as the solution of the following BSDE:

\begin{align}
\begin{cases}
    dY^0_t = -\partial_{x^0_0} H(t, \tilde{X}_t, \mu_t, Y_t, Z_t, u^0_t, u_t) \, dt + Z^{00}_t \, dW^0_t + Z^{01}_t \, dW_t, \\
    dY_t = -\partial_{x} H(t, \tilde{X}_t, \mu_t, Y_t, Z_t, u^0_t, u_t) \, dt + Z^{10}_t \, dW^0_t + Z^{11}_t \, dW_t, \\
    Y^0_T = \partial_{x^0_0} g(\tilde{X}_T, \mu_T, \tilde{X}^0_T), \quad Y_T = \partial_{x} g(\tilde{X}_T, \mu_T, \tilde{X}^0_T).
\end{cases}
\end{align}

Because we assume that (A1)–(A5) hold, the existence of the adjoint processes associated to a given admissible control $u$ is a consequence of the standard existence result of solutions of BSDEs. The necessary part of the Pontryagin stochastic maximum principle says that, if the admissible control $u = (u_t)_t$ is optimal, then the Hamiltonian (17) is minimized along the trajectory of $(X^0_t, X^t, Y_t, Z_t)$. So given
assumption (M) and the sufficient condition of the stochastic maximum principle (see, e.g., the Appendix in Section 7.4), \( \hat{u}_t = \hat{u}(t, \hat{X}_t^0, X_t, \mu_t, Y_t, Z_t) \) will be an optimal control for the problem at hand if we can solve the forward–backward stochastic differential equation (FBSDE):

\[
\begin{align*}
\frac{d\hat{X}_t^0}{dt} &= \partial_{y_0} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, u_t^0, \hat{u}_t) dt \\
&\quad + \partial_{z_{00}} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, u_t^0, \hat{u}_t) dW_t^0, \\
\frac{d\hat{X}_t}{dt} &= \partial_{y} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, u_t^0, \hat{u}_t) dt \\
&\quad + \partial_{z_{11}} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, u_t^0, \hat{u}_t) dW_t, \\
\frac{dY_t^0}{dt} &= -\partial_{x_0} g(\hat{X}_T, \mu_T, \hat{X}_T^0) dt + Z_{00}^0 dW_t^0 + Z_{01}^0 dW_t, \\
\frac{dY_t}{dt} &= -\partial_{x} g(\hat{X}_T, \mu_T, \hat{X}_T^0) dt + Z_{10}^0 dW_t^0 + Z_{11}^0 dW_t,
\end{align*}
\]

(19)

with the initial and terminal conditions given by

\[
\hat{X}_0^0 = x_0^0, \quad \hat{X}_0 = x_0, \quad Y_T^0 = \partial_{x_0} g(\hat{X}_T, \mu_T, \hat{X}_T^0),
\]

\[
Y_T = \partial_{x} g(\hat{X}_T, \mu_T, \hat{X}_T^0).
\]

We also need the following convexity assumption.

(C) The function \( \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^{d_0} \ni (x, \mu, x_0) \mapsto g(x, \mu, x_0) \) is convex in \((x_0, x)\). The function

\[
\mathbb{R}^{d_0} \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times U \ni (x_0, x, \mu, y_0, y, z_{00}, z_{11}, u_0, u) \\
\mapsto H(t, x_0, x, \mu, y_0, y, z_{00}, z_{11}, u_0, u)
\]

is convex for all \((t, y_0, y, z_{00}, z_{11}, u_0)\). Then we have the following proposition.

**Proposition 3.2.** Assuming that (A1)–(A5), (M) and (C) are in force, if \((\hat{X}^0, \hat{X}, Y^0, Y, Z_{00}^0, Z_{11}^0, Z_{10}^0, Z_{11}^1) \in \mathbb{S}^{2,d_0+d} \times \mathbb{S}^{2,d_0+d} \times \mathbb{H}^{2,(d_0+d)\times(d_0+d)}\) is a solution to the FBSDE (19), then an optimal control of the control problem (P2) is given by

\[
\hat{u}_t = \hat{u}(t, \hat{X}_t^0, \hat{X}_t, \mu_t, Y_t, Z_t^{11}),
\]

and \((\hat{X}^0, \hat{X})\) is the associated optimally controlled state process.

3.3. **Nash equilibrium for the limiting two-player game.** By the very definition of Nash equilibria, the following proposition is self-explanatory.
PROPOSITION 3.3. Assume that (A1)–(A5), (M0), (M), (C0) and (C) are in force. Consider the following FBSDE:

\[
\begin{aligned}
    dX^0_t &= \partial_{p_0} H_0(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dt + \partial_{q_{00}} H_0(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dW^0_t, \\
    dX_t &= \partial_p H_0(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dt + \partial_{q_{11}} H_0(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dW_t, \\
    d\hat{X}^0_t &= \partial_{\gamma_0} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, \hat{u}^0_t, \hat{u}_t) dt + \partial_{z_{00}} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, \hat{u}^0_t, \hat{u}_t) dW^0_t, \\
    d\hat{X}_t &= \partial_{\gamma} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, \hat{u}^0_t, \hat{u}_t) dt + \partial_{z_{11}} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, \hat{u}^0_t, \hat{u}_t) dW_t, \\
    dP^0_t &= -\partial_{x_0} H_0(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dt + Q^0_t dW^0_t, \\
    dP_t &= -\partial_{x} H_0(t, X_t, \mathcal{L}(X_t|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dt + Q^1_t dW_t + Q^{11}_t dW_t, \\
    dY^0_t &= -\partial_{y_0} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, \hat{u}^0_t, \hat{u}_t) dt + Z^0_t dW^0_t + Z^{01}_t dW_t, \\
    dY_t &= -\partial_{y} H(t, \hat{X}_t, \mu_t, Y_t, Z_t, \hat{u}^0_t, \hat{u}_t) dt + Z^{10}_t dW^0_t + Z^{11}_t dW_t,
\end{aligned}
\]

with the initial and terminal conditions given by

\[
\begin{aligned}
    X^0_0 &= x^0_0, & X_0 &= x_0, & \hat{X}^0_0 &= x^0_0, & \hat{X}_0 &= x_0, \\
    P^0_T &= \partial_{x_0} g(X^0_T, \mathcal{L}(X_T|\mathcal{F}^0_T)), & Y^0_T &= \partial_{x_0} g(\hat{X}_T, \mu_T, \hat{X}^0_T), & Y_T &= \partial_{x} g(\hat{X}_T, \mu_T, \hat{X}^0_T), \\
    P_T &= \mathbb{E}^{\mathbb{F}^0_T}[\partial_{x_0} g(\hat{X}^0_T, \mathcal{L}(\hat{X}_T|\mathcal{F}^0_T))(X_T)], & & \\
\end{aligned}
\]

where

\[
\hat{u}^0_t = \hat{u}^0(t, X^0_t, \mathcal{L}(X_t|\mathcal{F}^0_t), P^0_t, \hat{Q}^0_t), \quad \hat{u}_t = \hat{u}(t, \hat{X}^0_t, \hat{X}_t, \mu_t, Y_t, Z^{11}_t).
\]

If this FBSDE has a solution, then (\(\hat{u}^0, \hat{u}\)) is a Nash equilibrium for the limiting two-player stochastic differential game.

3.4. The consistency condition. The last step in the scheme amounts to imposing the consistency condition which writes

\[
\mu_t = \mathcal{L}(X_t|\mathcal{F}^0_t) \quad \forall t \in [0, T].
\]
Plugging it into FBSDE (20) gives the following ultimate FBSDE:

\[
\begin{cases}
    dX^0_t = \partial_{p_0} H_0(t, X^0_t, \mathcal{L}(X|\mathcal{F}^0_t), P^0_t, Q^0_t, \hat{u}^0_t, \hat{u}_t) dt \\
    + \partial_{q_0} H_0(t, X^0_t, \mathcal{L}(X|\mathcal{F}^0_t), P^0_t, Q^0_t, \hat{u}^0_t, \hat{u}_t) dW^0_t \\
    dX_t = \partial_p H_0(t, X_t, \mathcal{L}(X|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dt \\
    + \partial_{q_1} H_0(t, X_t, \mathcal{L}(X|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dW_t \\
    dP^0_t = -\partial_{x_0} H_0(t, X_t, \mathcal{L}(X|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dt \\
    + Q^0_t dW^0_t + Q^1_t dW_t \\
    dP_t = -\partial_x H_0(t, X_t, \mathcal{L}(X|\mathcal{F}^0_t), P_t, Q_t, \hat{u}^0_t, \hat{u}_t) dt + Q^1_t dW^0_t + Q^1_t dW_t \\
    - \mathbb{E}^{\mathcal{F}^0_t}[\partial_{\mu} H_0(t, \tilde{X}_t, \mathcal{L}(\tilde{X}_t|\mathcal{F}^0_t), \tilde{P}_t, \tilde{Q}_t, \tilde{u}^0_t, \tilde{u}_t)(X_t)] dt \\
    dY^0_t = -\partial_{x_0} H(t, X_t, \mathcal{L}(X|\mathcal{F}^0_t), Y_t, Z_t, \hat{u}^0_t, \hat{u}_t) dt + Z^0_t dW^0_t + Z^1_t dW_t, \\
    dY_t = -\partial_x H(t, X_t, \mathcal{L}(X|\mathcal{F}^0_t), Y_t, Z_t, \hat{u}^0_t, \hat{u}_t) dt + Z^1_t dW^0_t + Z^1_t dW_t,
\end{cases}
\]

with initial and terminal conditions given by

\[
\begin{cases}
    X^0_0 = x^0_0, & X_0 = x_0, \\
    P^0_T = \partial_{x_0} g(X^0_T, \mathcal{L}(X_T|\mathcal{F}^0_T)), \\
    P_T = \mathbb{E}^{\mathcal{F}^0_T}[\partial_{\mu} g(\tilde{X}^0_T, \mathcal{L}(\tilde{X}_T|\mathcal{F}^0_T))(X_T)], \\
    Y^0_0 = \partial_{x_0} g(X^0_T, \mathcal{L}(X_T|\mathcal{F}^0_T), X^0_T), \\
    Y_T = \partial_x g(X_T, \mathcal{L}(X_T|\mathcal{F}^0_T), X^0_T),
\end{cases}
\]

where this time we define

\[
\hat{u}^0_t = \hat{u}^0(t, X^0_t, \mathcal{L}(X|\mathcal{F}^0_t), \tilde{P}^0_t, \tilde{Q}^0_t), \quad \hat{u}_t = \hat{u}(t, X^0_t, X_t, \mathcal{L}(X|\mathcal{F}^0_t), Y_t, Z^1_t).
\]

**Remark 3.2.** Note that after implementing the consistency condition, \((X^0, X)\) and \((\tilde{X}^0, \tilde{X})\) become the same. We can also check that if we replace the current consistency condition by

\[
\mu_t = \mathcal{L}(\tilde{X}_t|\mathcal{F}^0_t) \quad \forall t \in [0, T]
\]

we arrive at the same FBSDE as above.

**Remark 3.3.** In the limiting control problem faced by the representative minor player, the dynamic of the major player is not affected by the control \(u\) and can be considered given. As a result, the adjoint process \(Y^0\) is redundant and independent of the rest of the system, and could have been discarded from the system (21). It is there in (21) because we want to write the system in a symmetric and compact fashion using the Hamiltonians \(H_0\) and \(H\).
The solvability of conditional McKean–Vlasov FBSDEs in the form of (21) is a hard problem. If the conditional distributions in (21) are replaced by plain distributions, the resulting FBSDEs are usually called “mean field FBSDEs” and are studied in some recent papers; see, for example, [6]. The conditioning with respect to \( \mathcal{F}_t^0 \) makes (21) substantially harder to solve compared to the ones already considered in the literature, and we leave the well-posedness of FBSDEs of the form of (21) to future research.

4. Propagation of chaos and \( \varepsilon \)-Nash equilibrium. In this section, we prove a central result stating that, when we apply the optimal control law found in the limiting regime to all the players in the original \((N + 1)\)-player game, we will find an approximate Nash equilibrium. This justifies the whole scheme as an effective way to find approximate Nash equilibria for the finite-player games. Throughout this section, we assume that (A1)–(A5), (M), (M0), (C) and (C0) hold. In addition, we assume that

(A6) The diffusion coefficients \( \sigma_0 \) and \( \sigma \) are constants.

Assumption (A6) is too strong for what we really need. We should merely assume that the two volatility \( \sigma_0 \) and \( \sigma \) are independent of the controls \( u^0 \) and \( u \). All the derivations given below can be adapted to this more general setting, but in order to limit the complexity of the formulas appearing in the arguments, we limit ourselves to assumption (A6).

Let us first recall the finite-player game setup under the assumption (A6): the controlled dynamics are now given by

\[
\begin{align*}
\{ \begin{aligned}
dX_t^{0,N} &= b_0(t, X_t^{0,N}, \mu_t^N, u_t^{0,N}) \, dt + \sigma_0 \, dW_t^0, \\
X_0^{0,N} &= x_0, \\
dX_t^{i,N} &= b(t, X_t^{i,N}, \mu_t^N, X_t^{0,N}, u_t^{i,N}) \, dt + \sigma \, dW_t^i, \\
X_0^{i,N} &= x_0, i = 1, 2, \ldots, N,
\end{aligned} \}
\]

and the cost functionals by

\[
J^{0,N} = \mathbb{E} \left[ \int_0^T f_0(t, X_t^{0,N}, \mu_t^N, u_t^{0,N}) \, dt + g_0(X_T^{0,N}, \mu_T^N) \right],
\]

\[
J^{i,N} = \mathbb{E} \left[ \int_0^T f(t, X_t^{i,N}, \mu_t^N, X_t^{0,N}, u_t^{i,N}) \, dt + g(X_T^{i,N}, \mu_T^N, X_T^{0,N}) \right],
\]

\[1 \leq i \leq N.\]

The sets of admissible controls for this \((N + 1)\)-player game are defined as follows.

DEFINITION 4.1. In the above \((N + 1)\)-player game, a process \( u^{0,N} \) is said to be admissible for the major player if \( u^{0,N} \in \mathbb{H}^{2,d_0}(\mathbb{F}^0, U_0) \) and it is said to be
κ-admissible for the major player if additionally we have

$$\mathbb{E} \left[ \int_0^T |u_i^{i,N}|^p \, dt \right] \leq \kappa,$$

with \( i = 0 \) and \( p = d + 5 \). On the other hand, a process \( u_i^{i,N} \) is said to be admissible for the \( i \)th minor player if \( u_i^{i,N} \in \mathbb{H}^{2,d}(\mathbb{R}^{W^0, W^1, \ldots, W^N}, U) \), and κ-admissible for the \( i \)th minor player if additionally it satisfies (24) with \( p = 2 \). The set of admissible controls and κ-admissible controls for the \( i \)th player are respectively denoted by \( \mathcal{A}_i \) and \( \mathcal{A}_i^\kappa \), \( i \geq 0 \). Note that \( \mathcal{A}_i \) and \( \mathcal{A}_i^\kappa \) are independent of \( i \geq 1 \).

Note that due to (A1)–(A3), for all \((u_0^{0,N}, u_1^{1,N}, \ldots, u_N^{N,N}) \in \prod_{i=0}^N \mathcal{A}_i\), the controlled SDE (23) always has a unique solution. On the other hand, we will see that the notion of κ-admissible controls plays an important role in Theorem 4.1 to obtain a quantitative uniform speed of convergence. We then give the definition of \( \varepsilon \)-Nash equilibrium in the context of the above finite-player game.

**Definition 4.2.** A set of admissible controls \((u_0^{0,N}, u_1^{1,N}, \ldots, u_N^{N,N}) \in \prod_{i=0}^N \mathcal{A}_i\) is called an \( \varepsilon \)-Nash equilibrium in \( \mathcal{A}_0^\kappa \times \prod_{i=1}^N \mathcal{A}_i^\kappa \) for the above \((N + 1)\)-player stochastic differential game if for all \( u_0^{0} \in \mathcal{A}_0^\kappa \) we have

$$J_0^{0,N}(u_0^{0,N}, u_1^{1,N}, \ldots, u_N^{N,N}) - \varepsilon \leq J_0^{0,N}(u_0^{0}, u_1^{1,N}, \ldots, u_N^{N,N}),$$

and for all \( 1 \leq i \leq N \) and \( u \in \mathcal{A}_i^\kappa \) we have

$$J_i^{i,N}(u_0^{0,N}, u_1^{1,N}, \ldots, u_N^{N,N}) - \varepsilon \leq J_i^{i,N}(u_0^{0,N}, \ldots, u_i^{i-1,N}, u, u^{i+1,N}, \ldots, u_N^{N,N}).$$

The following lemma is useful to derive explicit bounds on the rate of convergence of approximate Nash equilibriums. In order to obtain a quantitative convergence estimate, we rely on the following result of Horowitz and Karandikar which can be found in [25], Theorem 10.2.1. This result will only be directly used in establishing the propagation of chaos result Theorem 7.1, but we choose to present it here to shed more light on the convergence rate we obtain in the forthcoming Theorem 4.1.

**Lemma 4.1.** Let \((X_n)_{n \geq 0}\) be a sequence of exchangeable random variables taking values in \( \mathbb{R}^d \) with directing (random) measure \( \mu \) satisfying

$$c := \int |u|^{d+5} \beta(du) < \infty,$$

where \( \beta \) is the marginal of \( \mu \) in the sense that \( \beta(A) = \mathbb{E}[\mu(A)] \). Then there exists a constant \( C \) depending only upon \( c \) and \( d \) such that

$$\mathbb{E}[W_2^2(\mu^N, \mu)] \leq CN^{-2/(d+4)},$$

where as usual, \( \mu^N \) is the empirical measure of \( X_1, \ldots, X_N \).
Recall that the \textit{directing measure} of the sequence is the almost sure limit as \( N \to \infty \) of the empirical measures \( \mu^N \). Before stating and proving the central theorem of this section, we introduce two additional assumptions.

(A7) The FBSDE (21) admits a unique solution. Moreover, there exists a random decoupling field \( \theta : [0, T] \times \Omega \times \mathbb{R}^{d_0} \times \mathbb{R}^d \leftrightarrow \theta(t, \omega, x_0, x) \) such that
\[
Y_t = \theta(t, X^0_t, X_t) \quad \text{a.s.},
\]
where \( \theta \) satisfies:

1. There exists a constant \( c_\theta \) such that
\[
|\theta(t, \omega, x'_0, x') - \theta(t, \omega, x_0, x)| \leq c_\theta(|x'_0 - x_0| + |x' - x|).
\]
2. For all \((t, x_0, x) \in [0, T] \times \mathbb{R}^{d_0} \times \mathbb{R}^d\), \( \theta(t, \cdot, x_0, x) \) is \( \mathcal{F}_t \)-measurable.

The concept of (deterministic) decoupling field lies at the core of many investigations of the well-posedness of standard FBSDEs; see, for example, [13, 21]. Its non-Markovian counterpart corresponding to non-Markovian FBSDEs was introduced in [20]. The possibility of applying existing results concerning the well-posedness of non-Markovian FBSDEs is appealing, but due to the conditional McKean–Vlasov nature of FBSDE (21) a general sufficient condition is hard to come by, and it is highly likely that well-posedness can only be established on a case-by-case basis. A concrete sufficient condition of well-posedness and the existence of a decoupling field will be given in Section 5 for Linear Quadratic Gaussian (LQG for short) models.

The following theorem is the central result of this section. It stipulates that when the number of players is sufficiently large, the solution of the limiting problem provides approximate Nash equilibriums. Note that an important consequence of assumption (A6) is that the minimizer \( \hat{u}^0 \) identified in the previous section is now independent of \( q_{00} \), and by an abuse of notation, we use \( \hat{u}^0(t, x_0) \) to denote \( \hat{u}^0(t, x_0, \mathcal{L}(X_t|\mathcal{F}_t^0), \bar{P}^0_t) \). Accordingly, \( \hat{u} \) is now independent of \( z_{11} \), and if we assume that (A7) is in force, \( Y_t \) can then be written as \( \theta(t, X^0_t, X_t) \), and again by a similar abuse of notation we use \( \hat{u}(t, x_0, x) \) to denote \( \hat{u}(t, x_0, x, \mathcal{L}(X_t|\mathcal{F}_t^0), \theta(t, x_0, x)) \), where \( X, P^0 \) solve the FBSDE (21). Finally, we impose the following.

(A8) There exists a constant \( c \) such that for all \( t \in [0, T] \) and \( x'_0, x_0 \in \mathbb{R}^{d_0} \),
\[
|\hat{u}^0(t, x'_0) - \hat{u}^0(t, x_0)| \leq c\|x'_0 - x_0\| \quad \text{a.s.}
\]
Moreover,
\[
\mathbb{E}\left[\int_0^T |\hat{u}^0(t, 0)|^2 \, dt\right] < \infty.
\]

\textbf{Theorem 4.1.} Assume that (A1)–(A8), (C0), (C), (M0) and (M) hold. There exists a sequence \((\varepsilon_N)_{N \geq 1}\) and a nondecreasing function \( \rho : \mathbb{R}^+ \to \mathbb{R}^+ \) such that:
(i) There exists a constant $c$ such that for all $N \geq 1$,
\[ \varepsilon_N \leq c N^{-1/(d+4)}. \]

(ii) For all $\kappa > 0$, the feedback profile $(\hat{u}^0(t, \hat{X}^0_i, N), (\hat{u}(t, \hat{X}^0_i, \hat{X}^i, N))_{1 \leq i \leq N})$ forms an $(\rho(\kappa)\varepsilon_N)$-Nash equilibrium for the $(N + 1)$-player game when the admissible control sets are taken as $A^\kappa_0 \times \prod_{i=1}^N A^\kappa_i$.

**Proof.** For a fixed $N$, we start with investigating what happens if the major player deviates from the strategy $\hat{u}^0(t, \hat{X}^0_0, N)$ unilaterally. When all the players apply the feedback controls identified in the statement of the theorem, the resulting controlled state processes will be denoted by $(\hat{X}^i,N)_i \geq 0$ and solve
\[
\begin{cases}
    d\hat{X}^0,N = b_0(t, \hat{X}^0_i, \hat{\mu}_i, \hat{X}^0_i(t, \hat{X}^0_i)) \ dt + \sigma_0 \ dW^0_i, \\
    \hat{X}^0,N_0 = x_0, \\
    d\hat{X}^i,N = b(t, X^i,N, \hat{\mu}_i, \hat{X}^i_i(t, \dot{\hat{X}}^i_i, \hat{X}^0_i)) \ dt + \sigma \ dW^i_i, \\
    \hat{X}^i,N_0 = x_0, i \geq 1,
\end{cases}
\]

where the empirical measures are defined as in (2). Following the approach presented in Section 7, we define the limiting nonlinear processes as the solution of
\[
\begin{cases}
    d\hat{X}^0 = b_0(t, \hat{X}^0, L(\hat{X}^i_1|\mathcal{F}^0), \hat{u}^0(t, \hat{X}^0)) \ dt + \sigma_0 \ dW^0, \\
    \hat{X}^0_0 = x_0, \\
    d\hat{X}^i = b(t, \hat{X}^i, L(\hat{X}^i_1|\mathcal{F}^0), \hat{X}^i, \hat{u}(t, \dot{\hat{X}}^i, \hat{X}^i)) \ dt + \sigma \ dW^i, \\
    \hat{X}^i_0 = x_0, i \geq 1.
\end{cases}
\]

The stochastic measure flow $L(\hat{X}^i_1|\mathcal{F}^0)$ will be sometimes denoted by $\hat{\mu}_i$ in the following. A direct application of Theorem 7.1 in Section 7 yields the existence of a constant $\hat{c}$ such that
\[
\max_{0 \leq i \leq N} \mathbb{E} \left[ \sup_{0 \leq t \leq T} |\hat{X}^i,N - \hat{X}^i| \right] \leq \hat{c} N^{-2/(d+4)},
\]
and by applying the usual upper bound for 2-Wasserstein distance we also have
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} W^2_2 \left( \hat{\mu}_i, \frac{1}{N} \sum_{i=1}^N \delta_{\hat{X}^i} \right) \right] \leq \hat{c} N^{-2/(d+4)},
\]
where $\hat{c}$ depends upon $T$, the Lipschitz constants of $b_0, b, \hat{u}^0$ and $\hat{u}$, and
\[
\hat{\eta} = \mathbb{E} \int_0^T |\hat{X}^i_1|^{d+5} \ dt.
\]
Now we turn our attention to the cost functionals. We define
\[
\hat{j}^{0,N} = \mathbb{E}\left[\int_0^T f_0(t, \hat{X}^{0,N}_t, \hat{\mu}_t^N, \hat{u}^0(t, \hat{X}^{0,N}_t)) dt + g_0(\hat{X}^{0,N}_T, \hat{\mu}_T^N)\right],
\]
\[
\hat{j}^0 = \mathbb{E}\left[\int_0^T f_0(t, \hat{X}^0_t, \hat{\mu}_t, \hat{u}^0(t, \hat{X}^0_t)) dt + g_0(\hat{X}^0_T, \hat{\mu}_T)\right],
\]
and we have, by assumptions (A3) and (A6), that
\[
|\hat{j}^{0,N} - \hat{j}^0| = \mathbb{E}\left[\int_0^T f_0(t, \hat{X}^{0,N}_t, \hat{\mu}_t^N, \hat{u}^0(t, \hat{X}^{0,N}_t)) + g_0(\hat{X}^{0,N}_T, \hat{\mu}_T^N) - f_0(t, \hat{X}^0_t, \hat{\mu}_t, \hat{u}^0(t, \hat{X}^0_t)) - g_0(\hat{X}^0_T, \hat{\mu}_T)\right]
\[
\leq \mathbb{E}\left[\int_0^T c(1 + |\hat{X}^{0,N}_t| + |\hat{X}^0_t| + |\hat{u}^0(t, \hat{X}^{0,N}_t)| + |\hat{u}^0(t, \hat{X}^0_t)| + M_2(\hat{\mu}_t^N) + M_2(\hat{\mu}_t))
\times (|\hat{X}^{0,N}_t - \hat{X}^0_t| + W_2(\hat{\mu}_t^N, \hat{\mu}_t)) dt\right]
\[
\leq c\mathbb{E}\left[\int_0^T 1 + |\hat{X}^{0,N}_t|^2 + |\hat{X}^0_t|^2 + \frac{1}{N}\sum_{i=1}^N |\hat{X}^{i,N}_t|^2 + |\hat{X}^i_t|^2 dt\right]^{1/2}
\times \mathbb{E}\left[\int_0^T |\hat{X}^{0,N}_t - \hat{X}^0_t|^2 + W_2^2(\hat{\mu}_t^N, \hat{\mu}_t) dt\right]^{1/2}
\]
and by applying (27) and (28) we deduce that
\[
\hat{j}^{0,N} = \hat{j}^0 + O(N^{-1/(d+4)}).
\]
Assume now that the major player uses a different admissible control \(v^0 \in A^N_0\), and other minor players keep using the strategies \((\hat{u}(t, \hat{X}^{i,N}_t))_{i \geq 1}\). The resulting perturbed state processes will be denoted by \((\hat{X}^{i,N}_t)_{i \geq 0}\) and is the solution of the system
\[
\begin{cases}
    d\hat{X}^{0,N}_t = b_0(t, \hat{X}^{0,N}_t, \hat{\mu}_t^N, v^0) dt + \sigma_0 dw^0_t, \\
    \hat{X}^{0,N}_0 = x_0, \\
    d\hat{X}^{i,N}_t = b(t, \hat{X}^{i,N}_t, \hat{\mu}_t^N, \hat{X}^{0,N}_t, \hat{u}(t, \hat{X}^{i,N}_t)) dt + \sigma dw^i_t, \\
    \hat{X}^{i,N}_0 = x_0, 1 \leq i \leq N,
\end{cases}
\]
combine (25) and (31) and consider the limiting nonlinear processes defined as the solution of

\[
\begin{align*}
\dot{X}_0^0 &= b_0(t, \dot{X}_0^0, L(\dot{X}_1^0|F_0^0), \dot{u}_0^0(t, \dot{X}_1^0)) \, dt + \sigma_0 \, dW_0^0, \quad \dot{X}_0^0 = x_0^0, \\
\dot{X}_i^0 &= b(t, \dot{X}_i^0, L(\dot{X}_i^0|F_0^0), \dot{X}_1^0, \dot{u}(t, \dot{X}_1^0)) \, dt + \sigma \, dW_i^0, \quad \dot{X}_0^0 = x_0^0, i \geq 1, \\
\dot{\tilde{X}}_0^0 &= b_0(t, \dot{\tilde{X}}_0^0, L(\dot{\tilde{X}}_1^0|F_0^0), \dot{\tilde{u}}_0^0(t, \dot{\tilde{X}}_1^0)) \, dt + \sigma_0 \, dW_0^0, \quad \dot{\tilde{X}}_0^0 = x_0^0, \\
\dot{\tilde{X}}_i^0 &= b(t, \dot{\tilde{X}}_i^0, L(\dot{\tilde{X}}_i^0|F_0^0), \dot{\tilde{X}}_1^0, \dot{\tilde{u}}(t, \dot{\tilde{X}}_1^0)) \, dt + \sigma \, dW_i^0, \quad \dot{\tilde{X}}_0^0 = x_0^0, i \geq 1,
\end{align*}
\]

and now Theorem 7.1 yields the existence of a constant \( \tilde{c} \) such that

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |\tilde{X}_i^{N} - \tilde{X}_i^0|^2 \right] \leq \tilde{c} N^{-2/(d+4)},
\]

where \( \tilde{c} \) depends upon \( T \), the Lipschitz constants of \( b_0, b, \dot{u}_0, u, \dot{\eta} \) and

\[
\dot{\eta} = \mathbb{E} \int_0^T |\tilde{X}_1^0|^{d+5} \, dt.
\]

It is important to note that \( \dot{\eta} \) depends on the control \( v^0 \). On the other hand, the coefficients \( b_0 \) and \( b \) are globally Lipschitz-continuous, so by usual estimates and Gronwall’s inequality, for all \( \kappa > 0 \) there exists a constant \( \rho_1(\kappa) \) such that

\[
\mathbb{E} \int_0^T |v_i^0|^{d+5} \, dt \leq \kappa \quad \Longrightarrow \quad \dot{\eta} \leq \rho_1(\kappa).
\]

It is then clear that for all \( \kappa > 0 \) there exists a constant \( \rho_2(\kappa) \) such that

\[
\mathbb{E} \int_0^T |v_i^0|^{d+5} \, dt \leq \kappa \quad \Longrightarrow \quad \tilde{c} \leq \rho_2(\kappa).
\]

By using the same estimates as in (29), we deduce that there exists a constant \( \rho(\kappa) \) such that for all \( v^0 \in \mathcal{A}_0^\kappa \), we have

\[
|\tilde{J}_0^{N} - \tilde{J}_0^0| \leq \rho(\kappa) \varepsilon N^{-1/(d+4)}.
\]

Finally, since \((\dot{u}_0^0(t, \dot{X}_1^0), \dot{u}(t, \dot{X}_1^0))\) solves the limiting two-player game problem, it is clear that

\[
\tilde{J}_0^{N} \leq \tilde{J}_0^0,
\]

and combining (30), (33) and (34) we get the desired result for the major player.

We then consider the case when a minor player changes his strategy unilaterally, and without loss of generality we consider the case when the minor player with index 1 changes his strategy to \( v \in \mathcal{A}_1^\kappa \). This part of the proof is highly similar with that of Theorem 3 in [5], and we will refer to [5] for some details of the proof.
in the following. The resulting perturbed controlled dynamics are given by

\[
\begin{align*}
    \bar{d}X^0_{t,N} &= b(t, \bar{X}^0_{t,N}, \bar{\mu}_t, \bar{\hat{u}}^0(t, \hat{X}^0_{t,N})) dt + \sigma_0 dW^0_t, \\
    \bar{X}^0_{0,N} &= x_0, \\
    \bar{d}X^1_{t,N} &= b(t, \bar{X}^1_{t,N}, \bar{\mu}_t, \bar{X}^0_{t,N}, v_t) dt + \sigma dW^1_t, \\
    \bar{X}^1_{0,N} &= x_0, \\
    \bar{d}X^i_{t,N} &= b(t, \bar{X}^i_{t,N}, \bar{\mu}_t, \bar{X}^0_{t,N}, \hat{u}(t, \hat{X}^i_{t,N})) dt + \sigma dW^i_t, \\
    \bar{X}^i_{0,N} &= x_0, 2 \leq i \leq N.
\end{align*}
\]

By the usual estimates on the difference between \(\bar{X}^i_{t,N}\) and \(\hat{X}^i_{t,N}\), and by applying Gronwall’s inequality we can show that

\[
E\left[ \sup_{0 \leq t \leq T} \left| \bar{X}^0_{t,N} - \hat{X}^0_{t,N} \right|^2 \right] + \frac{1}{N} \sum_{i=1}^N E\left[ \sup_{0 \leq t \leq T} \left| \bar{X}^i_{t,N} - \hat{X}^i_{t,N} \right|^2 \right] \leq \frac{c}{N} \int_0^T |v_t - \hat{u}(t, \hat{X}^1_{t,N})|^2 dt.
\]

(35)

Combining the above bound, the growth properties of \(\hat{u}\) and (27), we see that for all \(\kappa > 0\), there exists a nondecreasing function \(\rho_1 : \mathbb{R}^+ \to \mathbb{R}^+\) such that

\[
\int_0^T |v_t|^2 \leq \kappa \implies E\left[ \sup_{0 \leq t \leq T} \left| \bar{X}^0_{t,N} \right|^2 \right] + E\left[ \sup_{0 \leq t \leq T} W^2_2(\bar{\mu}_t, \mu_t) \right] \leq \rho_1(\kappa) N^{-2/(d+4)}.
\]

We hence conclude that there exists a nondecreasing function \(\rho_2 : \mathbb{R}^+ \to \mathbb{R}^+\) such that when \(\int_0^T |v_t|^2 \leq \kappa\), we have

\[
E\left[ \sup_{0 \leq t \leq T} \left| \bar{X}^1_{t,N} - \hat{X}^1_{t,N} \right|^2 \right] \leq \rho_2(\kappa) N^{-2/(d+4)},
\]

where \(\bar{X}^1\) is the solution of the SDE

\[
\begin{align*}
    \bar{d}X^1_t &= b(t, \bar{X}^1_t, \mu_t, X^0_t, v_t) dt + \sigma dW^1_t, \\
    \bar{X}^1_0 &= x_0,
\end{align*}
\]

where \(\mu\) and \(X^0\) are in the solution of the FBSDE (21). We then conclude in the same way as for the major player. □

5. MFG with major–minor agents: The LQG case. The linear-quadratic-Gaussian (LQG) stochastic control problems are among the best-understood models in stochastic control theory. It is thus natural to expect explicit results for the major–minor mean field games in a similar setting. This type of model was first treated in [14] in infinite horizon. The finite-horizon case was treated in [23]. However, the state of the major player does not enter the dynamics of the states of the
minor players in [23]. The general finite-horizon case is solved in [22] by the use of the so-called nonanticipative variational calculus. It is important to point out that the notion of Nash equilibrium used in [22] corresponds to the Markovian feedback Nash equilibrium while here, we work with open-loop Nash equilibriums. See for example [9] for some of the striking differences. In what follows, we carry out the general systematic scheme introduced in the previous discussions and derive approximate Nash equilibria for the LQG major–minor mean field games.

The dynamics of the states of the players are given by the following linear SDEs:

(37) \[
\begin{align*}
&dX^0_t = (A_0X^0_t + B_0 u^0_t + F_0 \tilde{X}^N_t) \, dt + D_0 \, dW^0_t, \\
&dX^i_t = (A_iX^i_t + B_i u^i_t + F_i \tilde{X}^N_t + G_i X^0_t) \, dt + \bar{D} \, dW^i_t,
\end{align*}
\]

where as usual, $X^{0,N}$ and $X^{i,N}$ are $d_0$ and $d$–dimensional, respectively, $u^{0,N}$ and $u^{i,N}$ take values in $\mathbb{R}^{k_0}$ and $\mathbb{R}^{k_i}$, respectively, $W^0$ is a $m_0$-dimensional Wiener process and $W^i$’s are $m$-dimensional. The coefficient matrices in (37) are deterministic and are of appropriate dimensions, and $\tilde{X}^N_t$ stands for $\frac{1}{N} \sum_{i=1}^N X^i_t$. For the sake of presentation, we introduce the linear transformations $\Phi$ and $\Psi$ defined by

$$
\Phi(X) = H_0 X + \eta_0 \quad \text{and} \quad \Psi(X, Y) = H X + \tilde{H} Y + \eta.
$$

The cost functionals for the major and minor players are given by

$$
J^0(u) = \mathbb{E} \left[ \int_0^T \{ (X^0_t - \Phi(\tilde{X}^N_t))^\top Q_0 (X^0_t - \Phi(\tilde{X}^N_t)) + u^0_t \, R_0 u^0_t \} \, dt \right],
$$

$$
J^i,N(u) = \mathbb{E} \left[ \int_0^T \{ (X^{i,N}_t - \Psi(X^0_t, \tilde{X}^N_t))^\top \right.
\times Q(X^{i,N}_t - \Psi(X^0_t, \tilde{X}^N_t)) + u^{i,N}_t \, R u^{i,N}_t \} \, dt \right].
$$

in which $Q$, $Q_0$, $R$ and $R_0$ are symmetric matrices and $R$ and $R_0$ are assumed to be positive definite. We use the notation $a^\top$ for the transpose of $a$.

Because of the linear quadratic structure, we check that assumptions (A1)–(A6), (M0)–(M) and (C0)–(C) are satisfied. We then arrive directly at the non-Markovian conditional McKean–Vlasov FBSDE (21) which writes (note Remark 3.3)

(38) \[
\begin{align*}
&dX^0_t = (A_0X^0_t - \frac{1}{2} B_0 R_0^{-1} B_0^\top \mathbb{E}[P^0_t | \mathcal{F}^0_t] + F_0 \mathbb{E}[X_t | \mathcal{F}^0_t]) \, dt + D_0 \, dW^0_t, \\
&dX_t = (A X_t - \frac{1}{2} B R^{-1} B^\top Y_t + F \mathbb{E}[X_t | \mathcal{F}^0_t] + G X^0_t) \, dt + \bar{D} \, dW_t, \\
&dP^0_t = (-A^0_t P^0_t - G^\top P_t - 2Q_0(X^0_t - \Phi(\mathbb{E}[X_t | \mathcal{F}^0_t]))) \, dt \\
&\quad \quad \quad \quad \quad \quad + Q^0_t \, dW^0_t + Q^{01}_t \, dW_t, \\
&dP_t = -A^\top P_t + Q^{10}_t \, dW^0_t + Q^{11}_t \, dW_t \\
&\quad \quad \quad \quad \quad \quad - F^\top_0 \mathbb{E}[P^0_t | \mathcal{F}^0_t] \, dt - F^\top_0 \mathbb{E}[P_t | \mathcal{F}^0_t] \, dt \\
&\quad \quad \quad \quad \quad \quad - 2H^\top_0 Q_0(X^0_t - \Phi(\mathbb{E}[X_t | \mathcal{F}^0_t])) \, dt, \\
&dY_t = (-A^\top Y_t - 2Q(X_t - \Psi(X^0_t, \mathbb{E}[X_t | \mathcal{F}^0_t])) \, dt + Z^0_t \, dW^0_t + Z_t \, dW_t,
\end{align*}
\]
with the initial and terminal conditions given by
\[
X_0^0 = x_0^0, \quad X_0 = x_0, \\
P_T^0 = P_T = Y_T = 0.
\]

As already explained at the end of Section 3, the solvability of general conditional McKean–Vlasov FBSDEs is a difficult problem. However, due to the special linear structure of (38) we can go one step further and look for more explicit sufficient conditions of well-posedness. As before, we use a bar to denote the conditional expectation with respect to \(F_0^t\), so we arrive at the following more compact form:

\[
\begin{align*}
\begin{cases}
  dX_i^0 = (A_0 X_i^0 - \frac{1}{2} B_0 R_0^{-1} B_i^0 \bar{P}_i^0 + F_0 \bar{X}_i) dt + D_0 dW_i^0, \\
  dX_i = (A X_i - \frac{1}{2} B R^{-1} B_i \bar{Y}_i + F \bar{X}_i + G X_i^0) dt + D dW_i, \\
  dP_i^0 = (-A_0^i P_i^0 - G_i^i P_i - 2 Q_i^0 X_i^0 + 2 Q_0 H_0 \bar{X}_i + 2 Q_0 \eta) dt \\
  \quad + Q_i^{00} dW_i^0 + Q_i^{01} dW_i, \\
  dP_i = -A_i^i P_i + Q_i^{10} dW_i^0 + Q_i^{11} dW_i - F_i^0 \bar{P}_i^0 dt - F_i^i \bar{P}_i dt \\
  \quad - (2 H_i^0 Q_i^0 X_i^0 - 2 H_i^0 Q_0 H_0 \bar{X}_i - 2 H_i^0 Q_0 \eta) dt, \\
  dY_i = (-A_i^i Y_i - 2 Q_i X_i + 2 Q H X_i^0 + 2 Q \bar{H} \bar{X}_i + 2 Q \eta) dt \\
  \quad + Z_i^0 dW_i^0 + Z_i dW_i.
\end{cases}
\]

We then condition all the equations by the filtration \(F_0^t\). The following well-known lemma will be useful when we deal with the Itô stochastic integral terms.

**Lemma 5.1.** As before, we use \(\mathbb{F}\) to denote the filtration generated by \(W^0\) and \(W\), and \(\mathbb{F}_0^0\) to denote the filtration generated by \(W^0\). If \(H\) is a process in \(H^{2,r}(\mathbb{F})\) where \(r\) is a dimension making the following integrals meaningful, then

\[
\begin{align*}
\mathbb{E}\left[\int_0^t H_s dW_s^0 \bigg| F_0^t \right] &= \int_0^t \mathbb{E}\left[H_s \bigg| F_0^t \right] dW_s^0, \\
\mathbb{E}\left[\int_0^t H_s dW_s \bigg| F_0^t \right] &= 0, \\
\mathbb{E}\left[\int_0^t H_s ds \bigg| F_0^t \right] &= \int_0^t \mathbb{E}\left[H_s \bigg| F_0^t \right].
\end{align*}
\]

We then use this lemma to derive the SDEs satisfied by the conditional versions of the above processes. We add a bar on the various processes to denote the conditional versions, and since \(X_i^0\) is already \(F_0^t\)-adapted, its notation will stay unchanged. If \((X^0, X, P^0, P, Y) \in \mathbb{H}^{2,d_0} \times \mathbb{H}^{2,d} \times \mathbb{H}^{2,d_0} \times \mathbb{H}^{2,d} \times \mathbb{H}^{2,d}\) is a solution
to (39), then \((X^0, \bar{X}, \bar{P}^0, \bar{P}, \bar{Y})\) must solve
\[
\begin{align*}
\begin{cases}
    dX^0_t = (A_0X^0_t - \frac{1}{2}B_0R_0^{-1}B_0^\dagger \bar{P}^0_t + F_0 \bar{X}_t) dt + D_0 dW^0_t, \\
    d\bar{X}_t = (A \bar{X}_t - \frac{1}{2}BR^{-1}B^\dagger \bar{Y}_t + F \bar{X}_t + GX^0_t) dt, \\
    d\bar{P}^0_t = (-A_0^\dagger \bar{P}^0_t - G^\dagger \bar{P}_t - 2Q_0X^0_t + 2Q_0H_0 \bar{X}_t + 2Q_0\eta_0) dt \\
        & \quad + \bar{Q}^0_t dW^0_t, \\
    d\bar{P}_t = -A^\dagger \bar{P}_t + \bar{Q}^{10}_t dW^0_t \\
        & \quad - F^\dagger \bar{P}^0_t - F^\dagger \bar{P}_t - (2H_0^\dagger Q_0X^0_t - 2H_0^\dagger Q_0H_0 \bar{X}_t - 2H_0^\dagger Q_0\eta_0) dt, \\
    d\bar{Y}_t = (-A^\dagger \bar{Y}_t - 2Q \bar{X}_t + 2QHX^0_t + 2Q \hat{H} \bar{X}_t + 2Q) dt + \bar{Z}^0_t dW^0_t.
\end{cases}
\end{align*}
\] (41)

If we use \(X\) to denote \((X^0, \bar{X})\) and \(Y\) for \((\bar{P}^0, \bar{P}, \bar{Y})\), we can write the above FBSDE in the following standard form:
\[
\begin{align*}
\begin{cases}
    dX_t = (A_0X_t + B_0Y_t + C) dt + D_0 dW^0_t, \\
    dY_t = -(A^\dagger Y_t + \hat{B}Y_t + \hat{C}) dt + Z_t dW^0_t,
\end{cases}
\end{align*}
\] (42)

with initial and terminal conditions given by
\[
\begin{align*}
X_0 = \begin{pmatrix} x^0_0 \\ x_0 \end{pmatrix}, & \quad Y_T = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\end{align*}
\]
in which
\[
\begin{align*}
A = \begin{pmatrix} A_0 & F_0 \\ G & A + F \end{pmatrix}, & \quad B = \begin{pmatrix} -\frac{1}{2}B_0R_0^{-1}B_0^\dagger & 0 & 0 \\ 0 & 0 & -\frac{1}{2}BR^{-1}B^\dagger \end{pmatrix}, \\
D = \begin{pmatrix} D_0 \\ 0 \end{pmatrix}, & \quad \hat{A} = \begin{pmatrix} 2Q_0 & -2Q_0H_0 \\ 2H_0^\dagger Q_0 & -2H_0^\dagger Q_0H_0 \\ -2QH & 2Q \hat{H} \end{pmatrix}, \\
\hat{B} = \begin{pmatrix} A_0^\dagger & G^\dagger & 0 \\ F_0^\dagger & A^\dagger + F^\dagger & 0 \\ 0 & 0 & A^\dagger \end{pmatrix}.
\end{align*}
\]

In order to find explicit sufficient conditions of the well-posedness of the linear FBSDE (42), we follow the usual four step scheme and look for solutions in the form \(Y_t = S_tX_t + s_t\), where \(S\) and \(s\) are two deterministic functions defined on \([0, T]\). Consider the following matrix Riccati equation with terminal condition:
\[
\dot{S}_t + S_t \hat{A} + \hat{B}S_t + S_t \hat{B}S_t + \hat{A} = 0, \quad S_T = 0,
\] (43)

and the linear ODE
\[
\dot{s}_t = -(\hat{B} + S_t \hat{B})s_t - (\hat{C} + S_t \hat{C}), \quad s_T = 0.
\] (44)
We observe that, when $S$ is a solution of (43), the backward ODE (44) is always uniquely solvable. It turns out that the existence and uniqueness of solutions for the matrix Riccati equation (43) lies at the heart of the well-posedness of the FBSDE (41), which is established in the following proposition. A sufficient condition for the well-posedness of (43) will later be given in Proposition 5.3.

**Proposition 5.1.** If the matrix Riccati equation (43) and the backward ODE (44) are uniquely solvable and their solutions are denoted by

\[
S_t = \begin{pmatrix} S_{t,1,1} & S_{t,1,2} \\ S_{t,2,1} & S_{t,2,2} \\ S_{t,3,1} & S_{t,3,2} \end{pmatrix}, \quad s_t = \begin{pmatrix} s_{t,1} \\ s_{t,2} \\ s_{t,3} \end{pmatrix},
\]

then the FBSDE (41) is uniquely solvable. The first two components of the solution, namely $(X^0, \tilde{X}^0)$, are given by the solution of the linear SDE

\[
\begin{aligned}
\frac{d\tilde{X}^0}{dt} &= \left( A_0 \tilde{X}^0_t - \frac{1}{2} B_0 R_0^{-1} B_0^\dagger (S^1_{t,1} X^0_t + S^1_{t,2} \tilde{X}_t + s^1_t) + F_0 \tilde{X}_t \right) dt + D_0 dW^0_t, \\
\frac{d\tilde{X}_t}{dt} &= \left( A \tilde{X}_t - \frac{1}{2} B R^{-1} B^\dagger (S^3_{t,1} X^0_t + S^3_{t,2} \tilde{X}_t + s^3_t) + F \tilde{X}_t + G \tilde{X}^0_t \right) dt,
\end{aligned}
\]

with initial conditions given by

\[
X^0_0 = x^0_0, \quad \tilde{X}_0 = x_0.
\]

The processes $(\tilde{P}^0, \tilde{P}, \tilde{Y})$ are given by

\[
\begin{aligned}
\tilde{P}^0_t &= S^1_{t,1} X^0_t + S^1_{t,2} \tilde{X}_t + s^1_t, \\
\tilde{P}_t &= S^2_{t,1} X^0_t + S^2_{t,2} \tilde{X}_t + s^2_t, \\
\tilde{Y}_t &= S^3_{t,1} X^0_t + S^3_{t,2} \tilde{X}_t + s^3_t.
\end{aligned}
\]

**Proof.** The existence part of the proof is a pure verification procedure. The uniqueness is also a standard result; cf. Chapter 2, Section 5 of [21]. □

We now turn to the original conditional FBSDE (39). Now that $X^0, \tilde{X}_t, \tilde{P}^0$ and $\tilde{P}$ are found, we plug them into the FBSDE which becomes a standard linear FBSDE with random coefficients. By using the fact that $X^0, \tilde{X}_t, \tilde{P}^0$ and $\tilde{P}$ are actually solutions of linear SDEs with deterministic coefficients, we have the following proposition.

**Proposition 5.2.** If the matrix Riccati equation (43) is uniquely solvable, the FBSDE (39) has a unique solution. Moreover, there exists a deterministic function $K$ and a $\mathbb{P}^0$-progressively measurable process $k$ such that

\[
Y_t = K_t X_t + k_t.
\]
We plug $X^0, \tilde{X}, \tilde{Y}, \tilde{P}^0$ and $\tilde{P}$ into (39), and we readily observe that the second and the last equations form a standard linear FBSDE with random coefficients ($X^0$ is already known). The structure of this FBSDE is standard in the sense that it can be derived from a stochastic optimal control problem, which yields (45). We now plug all the known processes into the third and the fourth equations in (39), which yields a standard BSDE whose well-posedness is well known. The processes $P^0$ and $P$ thus follow. \[ \square \]

Proposition 5.1 and Proposition 5.2 are built on the assumption that the matrix Riccati equation (43) is uniquely solvable, and we proceed to derive a sufficient condition to shed more light on this issue. We first define the $(2d_0 + 3d) \times (2d_0 + 3d)$-matrix $B$ as

\[ B = \begin{pmatrix} A & B \\ \hat{A} & \hat{B} \end{pmatrix}. \]

We then define $\Psi(t, s)$ as

\[ \Psi(t, s) = \exp(B(t - s)), \]

in other words $\Psi(t, s)$ is the propagator of the matrix ODE $\dot{X}_t = BX_t$ and satisfies

\[ \frac{d}{dt} \Psi(t, s) = B\Psi(t, s), \]

with initial condition $\Psi(s, s) = I_{2d_0 + 3d}$. We further consider the block structure of $\Psi(T, t)$ and write

\[ \Psi(T, t) = \begin{pmatrix} \Gamma_{1,1}^T & \Gamma_{1,2}^T \\ \Gamma_{2,1}^T & \Gamma_{2,2}^T \end{pmatrix}. \]

We have the following sufficient condition for the unique solvability of (43).

**Proposition 5.3.** If for each $t \in [0, T]$, the $(d_0 + 2d) \times (d_0 + 2d)$-matrix $\Gamma_{2,2}^T$ is invertible and the inverse is a continuous function of $t$, then

\[ S_t = -(\Gamma_{2,2}^T)^{-1}\Gamma_{2,1}^T \]

solves the Riccati equation (43).

The assumption in Proposition 5.3 will be denoted by assumption (A'). As we have already mentioned, assumptions (A1)–(A6), (M0)–(M) and (C0)–(C) are satisfied in our current linear-quadratic setting. According to (45), (A7) is satisfied, and because $\tilde{u}^0(t, x_0, \tilde{L}(X_t|\mathcal{F}^0_t), \tilde{P}^0_t) = -\frac{1}{2}B_0R_0^{-1}B_0^{\dagger}\tilde{P}^0_t$, (A8) is satisfied. We thus conclude that if assumption (A') holds, we can apply Theorem 4.1.

**Theorem 5.1.** Assume that assumption (A') is in force. There exists a sequence $(\varepsilon_N)_{N \geq 1}$ and a nondecreasing function $\rho : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ such that:
(i) There exists a constant $c$ such that for all $N \geq 1$,

$$\varepsilon_N \leq cN^{-1/(d+4)}.$$  

(ii) The partially feedback profile

$$(-\frac{1}{2}R_0^{-1}B_0^\ast(S_i^{1,1}X_i^{0,N} + S_i^{1,1}\bar{X}_i + s_i^{1}), (-\frac{1}{2}R_0^{-1}B_0^\ast(K_iX_i^{i,N} + k_i))_{1 \leq i \leq N})$$

forms an $\rho(\kappa)\varepsilon_N$-Nash equilibrium for the $(N + 1)$-player LQG game when the sets of admissible controls are taken as $A_0^\varepsilon \times \prod_{i=1}^N A_i^\varepsilon$.

6. A concrete example. The scheme proposed in this paper differs from the one proposed in [22, 24] as the control problem faced by the major player is here of the conditional McKean–Vlasov type, and the measure flow is endogenous to the controller. This makes the limiting problem a bona fide two-player game instead of a succession of two consecutive standard optimal control problems. Essentially, this adds another fixed point problem, coming from the Nash equilibrium for the two-player game, on top of the fixed-point problem of step 3 of the standard mean field game paradigm. The reader may wonder whether after solving the two fixed-point problems of the current scheme, we could end up with the same solution as in the scheme proposed in [22, 24]. In order to answer this question, we provide a concrete example, in which we show that the two solutions are different, and the Nash equilibria for finite-player games indeed converge to the solution of the scheme proposed in this paper.

We consider the $(N + 1)$-player game whose state dynamics are given by

$$\begin{cases}
    dX_{0,N}^i = \left(\frac{a}{N} \sum_{i=1}^N X_{i,N}^i + bu_{t,N}^0\right) dt + D_0 dW^0_t, & X_{0,N}^0 = x_0^0,
    \\
    dX_{i,N}^i = cX_{0,N}^i dt + D dW^i_t, & X_{0,N}^i = x_0, i = 1, 2, \ldots, N,
\end{cases}$$

the objective function of the major player is given by

$$J_{0,N}^0 = \mathbb{E}\left[\int_0^T \left(q\left|X_{0,N}^0\right|^2 + \left|u_{t,N}^0\right|^2\right) dt\right],$$

and the objective functions of the minor players are given by

$$J_{i,N}^i = \mathbb{E}\left[\int_0^T \left|u_{t,N}^i\right|^2 dt\right].$$

All the processes considered in this section one-dimensional. We search for an open loop Nash equilibrium. As we can readily observe, in this finite-player stochastic differential game, the minor players’ best responses are always 0, regardless of other players’ control processes. Therefore, the only remaining issue is to determine the major player’s best response to the minor players using a zero control. This amounts to solving a stochastic control problem. This minimalist structure of the problem will facilitate the task of differentiating the current scheme from those of [22, 24].
6.1. Finite-player game Nash equilibrium. We use the stochastic maximum principle. The admissible controls for the major player are the square-integrable \( F_0 \)-progressively measurable processes. His Hamiltonian is given by

\[
H = y_0 \left( \frac{a}{N} \sum_{i=1}^{N} x_i + bu_0 \right) + c x_0 \sum_{i=1}^{N} y_i + q x_0^2 + u_0^2.
\]

The minimization of the Hamiltonian is straightforward. We get \( \hat{u}_0 = -by_0/2 \).

Applying the game version of the Pontryagin stochastic maximum principle leads to the FBSDE:

\[
\begin{align*}
&dX_t^{0,N} = \left( \frac{a}{N} \sum_{i=1}^{N} X_i^{i,N} - \frac{1}{2} b^2 Y_t^{0,N} \right) dt + D_0 dW_t^0, \\
&dX_t^{i,N} = c X_t^{0,N} dt + D dW_t^i, \quad 1 \leq i \leq N, \\
&dY_t^{0,N} = -\left( c \sum_{i=1}^{N} Y_i^{i,N} + 2q X_t^{0,N} \right) dt + \sum_{j=0}^{N} Z_t^{0,j,N} dW_t^j, \\
&dY_t^{i,N} = -a Y_t^{0,N} dt + \sum_{j=0}^{N} Z_t^{i,j,N} dW_t^j, \quad 1 \leq i \leq N.
\end{align*}
\]

The initial conditions for the state processes are the same as always, and will be omitted systematically in the following. The terminal conditions read \( Y_t^{i,N} = 0 \) for \( 0 \leq i \leq N \). Keeping in mind the fact that the optimal control identified by the necessary condition of the Pontryagin stochastic maximum principle is \( \hat{u}_t^{0,N} = -b Y_t^{0,N}/2 \) it is clear that, what matters in the above equations, is the aggregate behavior of the processes \((X_t^{i,N})\) and \((Y_t^{i,N})\). Accordingly, we introduce

\[
X_t^N = \frac{1}{N} \sum_{i=1}^{N} X_t^{i,N}, \quad Y_t^N = \sum_{i=1}^{N} Y_t^{i,N},
\]

and the above FBSDE leads to the system

\[
\begin{align*}
&dX_t^{0,N} = \left( a X_t^{0,N} - \frac{1}{2} b^2 Y_t^{0,N} \right) dt + D_0 dW_t^0, \\
&dX_t^{N} = c X_t^{0,N} dt + \frac{D}{N} d \left( \sum_{i=1}^{N} W_t^i \right), \\
&dY_t^{0,N} = -\left( c Y_t^{N} + 2q X_t^{0,N} \right) dt + \sum_{j=1}^{N} Z_t^{0,j,N} dW_t^j, \\
&dY_t^{N} = -\frac{a}{N} Y_t^{0,N} dt + \sum_{i=1}^{N} \sum_{j=0}^{N} Z_t^{i,j,N} dW_t^j,
\end{align*}
\]
and by conditioning with respect to $\mathcal{F}_t^0$ for the last two equations we have

$$
\begin{align*}
\dot{X}_t^0 &= (aX_t^N - \frac{1}{2}b^2 \bar{Y}_t^{0,N}) \, dt + D_0 \, dW_t^0, \\
\dot{X}_t^N &= cX_t^{0,N} \, dt + \frac{D}{N} \, d\left(\sum_{i=1}^N W_t^i\right), \\
\dot{\bar{Y}}_t^{0,N} &= -(c\bar{Y}_t^N + 2q X_t^{0,N}) \, dt + Z_t^{0,0} \, dW_t^0, \\
\dot{\bar{Y}}_t^N &= -a \bar{Y}_t^{0,N} \, dt + \sum_i Z_i^{0,0} \, dW_t^0,
\end{align*}
$$

where we used an over line on top of a random variable to denote its conditional expectation with respect to $\mathcal{F}_t^0$. Following the usual scheme of solving FBSDEs we see that the solvability of the above FBSDE depends on the solvability of

$$(46) \quad \dot{S}_t + S_t \dot{A} + \dot{B}S_t + S_t \dot{B}S_t + \dot{\hat{A}} = 0, \quad S_T = 0,$$

where we define

$$A = \begin{pmatrix} 0 & a \\ c & 0 \end{pmatrix}, \quad B = \begin{pmatrix} -\frac{b^2}{2} & 0 \\ 0 & 0 \end{pmatrix}, \quad \hat{A} = \begin{pmatrix} 2q & 0 \\ 0 & 0 \end{pmatrix}, \quad \hat{B} = \begin{pmatrix} 0 & c \\ a & 0 \end{pmatrix},$$

and $S_t$ is a $2 \times 2$ matrix which can be decomposed as

$$S = \begin{pmatrix} S_t^{0,0} & S_t^{0,1} \\ S_t^{1,0} & S_t^{1,1} \end{pmatrix}.$$ 

Compared with the matrix Riccati equation (43), the matrix Riccati equation (46) is in standard form in the language of [21], because it’s $2 \times 2$, $A^\dagger = \hat{B}$ and condition (4.23) in [21] is satisfied. We can hence apply Theorem 7.2. in the same reference to conclude that (46) admits a unique solution. We then proceed to solve the following forward SDE:

$$
\begin{align*}
\dot{X}_t^0 &= \left(aX_t^N - \frac{1}{2}b^2(S_t^{0,0}X_t^{0,N} + S_t^{0,1}X_t^N)\right) \, dt + D_0 \, dW_t^0, \\
\dot{X}_t^N &= cX_t^{0,N} \, dt + \frac{D}{N} \, d\left(\sum_{i=1}^N W_t^i\right)
\end{align*}
$$

and we obtain the optimally controlled dynamic for the major player. The optimal control is given by

$$u_t^0 = -\frac{b}{2} \bar{Y}_t^{0,N}.$$
6.2. The current scheme. The scheme introduced in this paper proposes to solve the McKean–Vlasov control problem consisting of the controlled dynamics

\[
\begin{align*}
\frac{dX^0_t}{dt} &= (a\mathbb{E}[X_t|\mathcal{F}_t^0] + bu^0_t) dt + D_0 dW^0_t, \\
\frac{dX_t}{dt} &= cX^0_t dt + D dW_t,
\end{align*}
\]

the objective function remains to be

\[
J^0 = \mathbb{E} \int_0^T \left[ q\left(X^0_t\right)^2 + (u^0_t)^2 \right] dt.
\]

Applying directly the result in the LQG part of the paper, we get the FBSDE

\[
\begin{align*}
\frac{dX^0_t}{dt} &= (a\bar{X}_t - \frac{1}{2}b^2 \bar{P}^0_t) dt + D_0 dW^0_t, \\
\frac{dX_t}{dt} &= cX^0_t dt + D dW_t, \\
\frac{dP^0_t}{dt} &= -(2q X^0_t + cP_t) dt + Q^{00}_t dW^0_t + Q^{01}_t dW_t, \\
\frac{dP_t}{dt} &= -aP^0_t dt + Q^{10}_t dW^0_t + Q^{11}_t dW_t,
\end{align*}
\]

and after conditioning we get

\[
\begin{align*}
\frac{dX^0_t}{dt} &= (a\bar{X}_t - \frac{1}{2}b^2 \bar{P}^0_t) dt + D_0 dW^0_t, \\
\frac{d\bar{X}_t}{dt} &= cX^0_t dt, \\
\frac{d\bar{P}^0_t}{dt} &= -(2q X^0_t + c\bar{P}_t) dt + \bar{Q}^{00}_t dW^0_t, \\
\frac{d\bar{P}_t}{dt} &= -a\bar{P}^0_t dt + \bar{Q}^{10}_t dW^0_t.
\end{align*}
\]

(47)

We still use the four-step scheme to solve this FBSDE, and we see that the associated Riccati equation is again (46). We then solve the forward SDE

\[
\begin{align*}
\frac{dX^0_t}{dt} &= (a\bar{X}_t - \frac{1}{2}b^2 (S^{0,0}_t X^0_t + S^{0,1}_t \bar{X}_t)) dt + D_0 dW^0_t, \\
\frac{d\bar{X}_t}{dt} &= cX^0_t dt,
\end{align*}
\]

and we obtain the solution. The optimal control \(u^0\) is given by \(-\frac{b}{2} \bar{P}^0_t\). We have the following proposition.

PROPOSITION 6.1. For all \(t \in [0, T]\), we have

\[
\left| X^{0,N}_t - X^0_t \right| + \left| X^N_t - \bar{X}_t \right| \leq e^{Kt} \frac{D}{N} \left| \sum_{i=1}^N W^i_t \right|.
\]

As a result, we have that for all \(t \in [0, T]\),

\[
X^{0,N}_t \to X^0_t, \quad X^N_t \to \bar{X}_t, \quad Y^{0,N}_t \to \bar{P}^0_t, \quad Y^N_t \to \bar{P}_t \quad \text{a.s.,}
\]

and finally we have the convergence of the optimal controls for the finite-player games toward the limiting optimal control, namely

\[
u^{0,N}_t \to u^0_t \quad \text{a.s. } \forall t \in [0, T].
\]
PROOF. For a fixed \( t > 0 \), by calculating the difference between the SDEs satisfied by processes \( X_0, X^N, \bar{X}_0 \) and \( \bar{X} \), we see that there exists a constant \( K \) such that

\[
|X_0^{0,N} - X_0^0| + |X_0^N - \bar{X}_0| \\
\leq K \int_0^t |X_s^{0,N} - X_s^0| + |X_s^N - \bar{X}_s| \, ds + \frac{D}{N} \sum_{i=1}^N W_i^t.
\]

and by Gronwall’s inequality, we have the desired inequality. The convergence of the processes follows by letting \( N \) go to infinity. \( \square \)

6.3. The scheme in [22, 24]. We now turn to the scheme proposed in [22, 24]. We start by fixing a \( \mathcal{F}_t^0 \)-progressively measurable process \( m \), and solve the control problem consisting of the dynamics

\[
dX_t^0 = (am_t + bu_t^0) \, dt + D_0 \, dW_t^0, \quad X_0^0 = x_0^0,
\]

and the objective function

\[
J^0 = \mathbb{E} \int_0^T \left[ q(X_t^0)^2 + (u_t^0)^2 \right] \, dt.
\]

By applying the usual Pontryagin maximum principle, we quickly arrive at the following FBSDE characterizing the optimally controlled system:

\[
\begin{cases}
    dX_t^0 = (am_t - \frac{1}{2}b^2 Y_t^0) \, dt + D_0 \, dW_t^0, \\
    dY_t^0 = -2q X_t^0 \, dt + Z_t^0 \, dW_t^0, \\
    X_0^0 = x_0^0, \quad Y_T^0 = 0.
\end{cases}
\]

We then impose the consistency condition \( m_t = \mathbb{E}[X_t|\mathcal{F}_t^0] := \bar{X}_t \) which leads to the FBSDE

\[
\begin{cases}
    dX_t^0 = (a \bar{X}_t - \frac{1}{2}b^2 Y_t^0) \, dt + D_0 \, dW_t^0, \\
    d\bar{X}_t = c X_t^0 \, dt, \\
    dY_t^0 = -2q X_t^0 \, dt + Z_t^0 \, dW_t^0.
\end{cases}
\]

The comparison of (48) and (47) will be based on the following proposition.

PROPOSITION 6.2. There exists \( t \in [0, T] \) and an event \( E \subset \Omega \) such that \( \mathbb{P}(E) > 0 \) and on \( E \),

\[
\bar{P}_t^0 \neq Y_t^0.
\]
PROOF. We prove this proposition by contradiction. Assume that for all \( t \), almost surely \( \bar{P}_t^0 = Y_t^0 \). Plugging them into the first two equations of (48) and (47), by uniqueness of solutions of SDEs, we know that the \( X^0 \) and \( \bar{X} \) in these two systems are equal. Computing the difference between the third equations of (48) and (47), we conclude that \( \bar{P} \) is 0 by uniqueness of solutions of BSDE. Using the fourth equation in (47), we see that \( \bar{P} \) is 0, and finally again by uniqueness of solutions of BSDE we see that \( X^0 \) is 0 because it is the driver in the third equation in (47). This is a contradiction. \( \square \)

Note that the optimal control provided by the scheme in [22, 24] is given by \(-\frac{b}{2} Y^0\). In light of Propositions 6.1 and 6.2, we conclude that the two schemes lead to different optimal controls, and the Nash equilibria for the finite-player games converge toward the one produced by the current scheme, instead of the one produced by the scheme proposed in [22, 24].

7. Conditional propagation of chaos. In this section, we consider a system of \( (N + 1) \) interacting particles with stochastic dynamics:

\[
\begin{align*}
    dX^0_{i,N} &= b_0(t, X^0_{i,N}, \mu^N_{i}) dt + \sigma_0(t, X^0_{i,N}, \mu^N_{i}) dW^0_t, \\
    dX^i_{i,N} &= b(t, X^i_{i,N}, \mu^N_{i,}, X^0_{i,N}) dt + \sigma(t, X^i_{i,N}, \mu^N_{i}, X^0_{i,N}) dW^i_t, \\
    X^0_{0,N} &= x_0, \\
    X^i_{0,N} &= x_0, 
\end{align*}
\]

(49)
on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), where the empirical measure \(\mu^N\) was defined in (2). Here, \((W^i)_{i \geq 0}\) is a sequence of independent Wiener processes, \(W^0\) being \(n_0\)-dimensional and \(W^i\) \(n\)-dimensional for \(i \geq 1\). The major-particle process \(X^0_{0,N}\) is \(d_0\)-dimensional, and the minor-particle processes \(X^i_{i,N}\) are \(d\)-dimensional for \(i \geq 1\). The coefficient functions

\[
(b_0, \sigma_0) : [0, T] \times \Omega \times \mathbb{R}^{d_0} \times \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}^{d_0} \times \mathbb{R}^{d_0 \times m_0},
\]

\[
(b, \sigma) : [0, T] \times \Omega \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^{d_0} \to \mathbb{R}^d \times \mathbb{R}^{d \times m},
\]

are allowed to be random, and as usual, \(\mathcal{P}_2(E)\) denotes the space of probability measures on \(E\) having a finite second moment. We shall make the following assumptions.

(A1.1) The functions \(b_0\) and \(\sigma_0\) (resp., \(b\) and \(\sigma\)) are \(\mathcal{P}^{W_0} \otimes \mathcal{B}(\mathbb{R}^{d_0}) \otimes \mathcal{B}(\mathcal{P}(\mathbb{R}^d))\)-measurable [resp., \(\mathcal{P}^W \otimes \mathcal{B}(\mathbb{R}^{d}) \otimes \mathcal{B}(\mathcal{P}(\mathbb{R}^d))\) \(\otimes \mathcal{B}(\mathbb{R}^{d_0})\)-measurable], where \(\mathcal{P}^{W_0}\) is the progressive \(\sigma\)-field associated with the filtration \(\mathcal{F}_t^0\) on \([0, T] \times \Omega\) and \(\mathcal{B}(\mathcal{P}(\mathbb{R}^d))\) is the Borel \(\sigma\)-field generated by the metric \(W_2\).

(A1.2) There exists a constant \(K > 0\) such that for all \(i \in [0, T]\), \(\omega \in \Omega\), \(x, x' \in \mathbb{R}^d\), \(x_0, x'_0 \in \mathbb{R}^{d_0}\) and \(\mu, \mu' \in \mathcal{P}_2(\mathbb{R}^d)\),

\[
|b_0(\sigma_0)(t, \omega, x_0, \mu) - b_0(t, \omega, x'_0, \mu')| \leq K (|x_0 - x'_0| + W_2(\mu, \mu')),
\]
\[
|(b, \sigma)(t, \omega, x, \mu, x_0) - b(t, \omega, x', \mu', x'_0)| \\
\leq K(|x - x'| + |x_0 - x'_0| + W_2(\mu, \mu')).
\]

(A1.3) We have
\[
\mathbb{E} \left[ \int_0^T |(b_0, \sigma_0)(t, 0, \delta_0)|^2 + |(b, \sigma)(t, 0, \delta_0, 0)|^2 \, dt \right] < \infty.
\]

Our goal is to study the limiting behaviour of the solution of the system (49) when \( N \) tends to infinity. The limit will be given by the so-called \textit{limiting nonlinear processes}, but before defining it, we need to introduce notations and definitions for the regular versions of conditional probabilities which we use throughout the remainder of the paper.

7.1. Regular conditional distributions and optional projections. We consider a measurable space \((\Omega, \mathcal{F})\) and we assume that \( \Omega \) is standard (see for example [11]), and \( \mathcal{F} \) is its Borel \( \sigma \)-field to allow us to use regular conditional distributions for any sub-\( \sigma \)-field of \( \mathcal{F} \). In fact, if \((\mathcal{G}_t)\) is a right continuous filtration, we make use of the existence of a map \( \Pi^G_{\mathcal{G}_t} : [0, \infty) \times \Omega \ni (\omega, \tilde{\omega}) \mapsto \mathcal{P}(\omega) \) which is \((\mathcal{O}, \mathcal{B}(\mathcal{P}(\omega)))\)-measurable and such that for each \( t \geq 0 \), \( \{\Pi^G_{\mathcal{G}_t}(\omega, A) ; \omega \in \Omega, A \in \mathcal{F}\} \) is a regular version of the conditional probability of \( \mathcal{P} \) given the \( \sigma \)-field \( \mathcal{G}_t \). Here, \( \mathcal{O} \) denotes the optional \( \sigma \)-field of the filtration \((\mathcal{G}_t)\). This result is a direct consequence of Proposition 1 in [28] applied to the process \((X_t)\) given by the identity map of \( \Omega \) and the constant filtration \( \mathcal{F}_t = \mathcal{F} \). For each \( t \geq 0 \), we define the probability measures \( \mathbb{P} \otimes \Pi^G_{\mathcal{G}_t} \) and \( \Pi^G_{\mathcal{G}_t} \otimes \mathbb{P} \) on \( \Omega^2 = \Omega \times \Omega \) via the formulas
\[
\mathbb{P} \otimes \Pi^G_{\mathcal{G}_t}(A \times B) = \int_A \Pi^G_{\mathcal{G}_t}(\omega, B) \mathbb{P}(d\omega) \quad \text{and} \quad (50) \\
\Pi^G_{\mathcal{G}_t} \otimes \mathbb{P}(A \times B) = \int_B \Pi^G_{\mathcal{G}_t}(\omega, A) \mathbb{P}(d\omega).
\]

It is easy to check that, integrals of functions of the form \( \Omega^2 \ni (\omega, \tilde{\omega}) \mapsto \varphi(\omega)\psi(\tilde{\omega}) \) with respect to these two measures are equal. This shows that these two measures are the same. We will use this result in the following way: if \( X \) is measurable and bounded on \( \Omega^2 \), we can interchange \( \omega \) and \( \tilde{\omega} \) in the integrand of
\[
\int_{\Omega^2} X(\omega, \tilde{\omega}) \Pi^G_{\mathcal{G}_t}(\omega, d\tilde{\omega}) \mathbb{P}(d\omega)
\]
without changing the value of the integral.

In this section, we often use the notation \( \mathbb{E}^{G_t} \) for the expectation with respect to the transition kernel \( \Pi^G_{\mathcal{G}_t} \), that is, for all random variable \( X : \Omega^2 \ni (\omega, \tilde{\omega}) \mapsto X(\omega, \tilde{\omega}) \in \mathbb{R} \), we define
\[
\mathbb{E}^{G_t}[X(\omega, \tilde{\omega})] = \int_{\Omega} X(\omega, \tilde{\omega}) \Pi^G_{\mathcal{G}_t}(\omega, d\tilde{\omega}),
\]
which, as a function of $\omega$, is a random variable on $\Omega$. Also, we still use $\mathbb{E}$ to denote the expectation with respect to the first argument, that is,

$$
\mathbb{E}[X] = \int_{\Omega} X(\omega, \tilde{\omega}) P(d\omega),
$$

which, as a function of $\tilde{\omega}$, is a random variable on $\Omega$. Finally, whenever we have a random variable $X$ defined on $\Omega$, we define the random variable $\tilde{X}$ on $\Omega^2$ via the formula $\tilde{X}(\omega, \tilde{\omega}) = X(\tilde{\omega})$.

### 7.2. Conditional McKean–Vlasov SDEs

In order to define properly the limiting nonlinear processes, we first derive a few technical properties of the conditional distribution of a process with respect to a filtration. We now assume that the filtration $(G_t)$ is a sub-filtration of a right continuous filtration $(\mathcal{F}_t)$, in particular $G_t \subseteq \mathcal{F}_t$ for all $t \geq 0$, and that $(X_t)$ is an $\mathcal{F}_t$-adapted continuous process taking values in a Polish space $(E, \mathcal{E})$. Defining $\mu^X_t(\omega)$ as the distribution of the random variable $X_t$ under the probability measure $\Pi^G_t(\omega, \cdot)$, we obtain the following result which we state as a lemma for future reference.

**Lemma 7.1.** There exists a stochastic measure flow $\mu^X: [0, \infty) \times \Omega \rightarrow \mathcal{P}(E)$ such that:

1. $\mu^X$ is $\mathcal{P}/\mathcal{B}(\mathcal{P}(E))$-measurable, where $\mathcal{P}$ is the progressive $\sigma$-field associated to $(G_t)$ on $[0, \infty) \times \Omega$, and $\mathcal{B}(\mathcal{P}(E))$ the Borel $\sigma$-field of the weak topology on $\mathcal{P}(E)$;
2. $\forall t \geq 0, \mu^X_t$ is a regular conditional distribution of $X_t$ given $G_t$.

We first study the well-posedness of the SDE

$$
dX_t = b(t, X_t, L(X_t|G_t)) \, dt + \sigma(t, X_t, L(X_t|G_t)) \, dW_t.
$$

We say that this SDE is of the conditional McKean–Vlasov type because the conditional distribution of $X_t$ with respect to $G_t$ enters the dynamics. Note that when $G_t$ is the trivial $\sigma$-field, (51) reduces to a classical McKean–Vlasov SDE. In the following, when writing $L(X_t|G_t)$ we always mean $\mu^X_t$, for the stochastic flow $\mu^X$ whose existence is given in Lemma 7.1.

The analysis of the SDE (51) is done under the following assumptions. We let $W$ be a $m$-dimensional Wiener process on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, $\mathcal{F}_t^0$ its (raw) filtration, $\mathcal{F}_t = \mathcal{F}_t^W$ its usual $\mathbb{P}$-augmentation, and $G_t$ a subfiltration of $\mathcal{F}_t$ also satisfying the usual conditions. We impose the following standard assumptions on $b$ and $\sigma$:

(B1.1) The function

$$(b, \sigma): [0, T] \times \Omega \times \mathbb{R}^n \times \mathcal{P}(\mathbb{R}^n) \ni (t, \omega, x, \mu) \mapsto (b(t, \omega, x, \mu), \sigma(t, \omega, x, \mu)) \in \mathbb{R}^n \times \mathbb{R}^{n \times m}$$
is $\mathcal{P}^G \otimes B(\mathbb{R}^n) \otimes B(\mathcal{P}(\mathbb{R}^n))$-measurable, where $\mathcal{P}^G$ is the progressive $\sigma$-field associated with the filtration $\mathcal{G}_t$ on $[0, T] \times \Omega$.

(B1.2) There exists $K > 0$ such that for all $t \in [0, T], \omega \in \Omega, x, x' \in \mathbb{R}^n$, and $\mu, \mu' \in \mathcal{P}_2(\mathbb{R}^n)$, we have

$$|b(t, \omega, x, \mu) - b(t, \omega, x', \mu')| + |\sigma(t, \omega, x, \mu) - \sigma(t, \omega, x', \mu')|$$

$$\leq K(|x - x'| + W_2(\mu, \mu')).$$

(B1.3) It holds that

$$\mathbb{E}\left[\int_0^T |b(t, 0, \delta_0)|^2 + |\sigma(t, 0, \delta_0)|^2 dt\right] < \infty.$$

**Definition 7.1.** By a (strong) solution of (51) we mean an $\mathcal{F}_t$-adapted continuous process $X$ taking values in $\mathbb{R}^n$ such that for all $t \in [0, T],$$X_t = x_0 + \int_0^t b(s, X_s, \mathcal{L}(X_s|\mathcal{G}_s)) \, ds$$+ \int_0^t \sigma(s, X_s, \mathcal{L}(X_s|\mathcal{G}_s)) \, dW_s \quad \text{a.s.}$

In order to establish the well-posedness of (51), we need some form of control on the 2-Wasserstein distance between two conditional distributions. We shall use the following dual representation which is a special case of Theorem 5.10 in [27].

**Proposition 7.1.** If $\mu, \nu \in \mathcal{P}_p(E)$ where $E$ is an Euclidean space and $p \geq 1$, then

$$W_p^2(\mathcal{L}(X|\mathcal{G}), \mathcal{L}(Y|\mathcal{G})) \leq \mathbb{E}[|X - Y|^p |\mathcal{G}] \quad \text{a.s.}$$

We shall use the following consequences of this representation.

**Lemma 7.2.** If $X$ and $Y$ are two random variables of order 2 taking values in a Euclidean space, and $\mathcal{G}$ a sub-$\sigma$-field of $\mathcal{F}$, then for all $p \geq 2$ we have

$$W_2^p(\mathcal{L}(X|\mathcal{G}), \mathcal{L}(Y|\mathcal{G})) \leq \mathbb{E}[|X - Y|^p |\mathcal{G}] \quad \text{a.s.}$$

By taking expectations on both sides, we further have

$$\mathbb{E}[W_2^p(\mathcal{L}(X|\mathcal{G}), \mathcal{L}(Y|\mathcal{G}))] \leq \mathbb{E}[|X - Y|^p].$$
PROOF. We first prove the case $p = 2$. By using Proposition 7.1, we have
\[
W_2^2(\mathcal{L}(X|\mathcal{G}), \mathcal{L}(Y|\mathcal{G}))
\]
\[
= \sup \left\{ \int \phi(x)\mathcal{L}(X|\mathcal{G})(dx) - \int \psi(y)\mathcal{L}(Y|\mathcal{G})(dy) \bigg| (\psi, \phi) \in C_b \times C_b, \phi(x) - \psi(y) \leq |x - y|^2 \right\}
\]
\[
= \sup \left\{ \int \phi(x) - \psi(y)\mathcal{L}((X, Y)|\mathcal{G})(dx, dy) \bigg| (\psi, \phi) \in C_b \times C_b, \phi(x) - \psi(y) \leq |x - y|^2 \right\}
\]
\[
\leq \int |x - y|^2\mathcal{L}((X, Y)|\mathcal{G})(dx, dy) = \mathbb{E}[|X - Y|^2|\mathcal{G}],
\]
and it suffices to apply conditional Jensen’s inequality to obtain the desired result for all $p \geq 2$. □

We then have the following well-posedness result.

**Proposition 7.2.** The conditional McKean–Vlasov SDE (51) has a unique strong solution. Moreover, for all $p \geq 2$, if we replace the assumption (B1.3) by
\[
\mathbb{E} \int_0^T \left| b(t, 0, \delta_0) \right|^p + \left| \sigma(t, 0, \delta_0) \right|^p \, dt < \infty,
\]
then, the solution of (51) satisfies
\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |X_t|^p \right] < \infty.
\]

**Proof.** The proof is an application of the contraction mapping theorem. For each $c > 0$, we consider the space of all $\mathcal{F}_t$-progressively measurable processes satisfying
\[
\|X\|_c^2 := \mathbb{E} \left[ \int_0^T e^{-ct} |X_t|^2 \, dt \right] < \infty.
\]
This space will be denoted by $\mathbb{H}_c^2$. It can be easily proven to be a Banach space. Furthermore, for all $X \in \mathbb{H}_c^2$, we have
\[
\mathcal{L}(X_t|\mathcal{G}_t) \in \mathcal{P}_2(\mathbb{R}^n) \quad \text{a.s., a.e.}
\]
and we can define
\[
U_t = x_0 + \int_0^t b(s, X_s, \mathcal{L}(X_s|\mathcal{G}_s)) \, ds + \int_0^t \sigma(s, X_s, \mathcal{L}(X_s|\mathcal{G}_s)) \, dW_s.
\]
It is easy to show that $U \in \mathbb{H}^2_c$. On the other hand, if we fix $X, X' \in \mathbb{H}^2_c$ and let $U$ and $U'$ be the processes defined via the above equality from $X$ and $X'$ respectively, we have

\[
\mathbb{E} \left( \left| \int_0^t b(s, X'_s, \mathcal{L}(X'_s | \mathcal{G}_s)) - b(s, X_s, \mathcal{L}(X_s | \mathcal{G}_s)) \, ds \right|^2 \right) \\
\leq 2TK^2 \mathbb{E} \left[ \int_0^t (X'_s - X_s)^2 + W_2^2(\mathcal{L}(X'_s | \mathcal{G}_s), \mathcal{L}(X_s | \mathcal{G}_s)) \, ds \right] \\
\leq 2TK^2 \mathbb{E} \left[ \int_0^t (X'_s - X_s)^2 \, ds \right],
\]

and we have the same type of estimate for the stochastic integral term by replacing the Cauchy–Schwarz inequality by the Itô isometry. This yields

\[
\| U' - U \|^2_c = \mathbb{E} \left[ \int_0^T e^{-ct} |U'_t - U_t|^2 \, dt \right] \\
\leq 2(T + 1)K^2 \mathbb{E} \left[ \int_0^T e^{-ct} \left( \int_0^t (X'_s - X_s)^2 \, ds \right) \, dt \right] \\
\leq \frac{2(T + 1)K^2}{c} \| X' - X \|^2_c,
\]

and this proves that the map $X \rightarrow U$ is a strict contraction in the Banach space $\mathbb{H}^2_c$ if we choose $c$ sufficiently large. The fact that the solution possesses finite moments can be obtained by using standard estimates and Lemma 7.2. We omit the proof here. □

In the above discussion, $\mathcal{G}_t$ is a rather general subfiltration of the Brownian filtration $\mathcal{F}_t^W$. From now on, we shall restrict ourselves to subfiltrations $\mathcal{G}_t$ equal to the Brownian filtration generated by the first $r$ components of $W$ for some $r < m$. We rewrite (51) as

(52) \quad \boxed{dX_t = b(t, X_t, \mathcal{L}(X_t | \mathcal{G}_t^W)) \, dt + \sigma(t, X_t, \mathcal{L}(X_t | \mathcal{G}_t^W)) \, dW_t,}

and we expect that the solution of the SDE (52) is given by a deterministic functional of the Brownian paths. In order to prove this fact in a rigorous way, we need the following notion.

**Definition 7.2.** By a set-up we mean a 4-tuple $(\Omega, \mathcal{F}, \mathbb{P}, W)$ where $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space with a $d$-dimensional Wiener process $W$. We use $\mathcal{F}_t^W$ to denote the natural filtration generated by $W$ and $\mathcal{G}_t^W$ to denote the natural filtration generated by the first $r$ components of $W$. By the canonical set-up, we mean $(\Omega^c, \mathcal{F}^c, \mathbb{W}, B)$, where $\Omega^c = C([0, T]; \mathbb{R}^m)$, $\mathcal{F}^c$ is the Borel $\sigma$-field associated with the uniform topology, $\mathbb{W}$ is the Wiener measure and $B_t$ is the coordinate (marginal) projection.
Proposition 7.2 basically states that the SDE (52) is uniquely solvable on any set-up, and in particular it is uniquely solvable on the canonical set-up. The solution on the canonical set-up, denoted by $X^c$, gives us a measurable functional from $C([0, T]; \mathbb{R}^d)$ to $C([0, T]; \mathbb{R}^n)$. Because of the important role played by this functional, in the following we use $\Phi_1$ (instead of $X^c$) to denote it.

**Lemma 7.3.** Let $\psi : C([0, T]; \mathbb{R}^m) \to \mathbb{R}^n$ be $\mathcal{F}_t^B$-measurable, then we have

$$\mathcal{L}(\psi|\mathcal{G}_t^B)(W) = \mathcal{L}(\psi(W)|\mathcal{G}_t^W).$$

**Proof.** By the definition of conditional distributions, it suffices to prove that for all bounded measurable functions $f : \mathbb{R}^n \to \mathbb{R}^+$ we have

$$\mathbb{E}[f(\psi(W.))|\mathcal{G}_t^W] = \mathbb{E}[f(\psi)|\mathcal{G}_t^B](W.),$$

and by using the definition of conditional expectations the above equality can be easily proved. □

With the help of Lemma 7.3, we can state and prove the following.

**Proposition 7.3.** On any set-up $(\Omega, \mathcal{F}, \mathbb{P}, W)$, the solution of (52) is given by

$$X_s = \Phi(W_s).$$

**Proof.** We are going to check directly that $\Phi(W_s)$ is a solution of (52). By the definition of $\Phi$ as the solution of (52) on the canonical set-up, we have

$$\Phi(w) = x_0 + \int_0^t b(s, \Phi(w)_s, \mathcal{L}(\Phi(\cdot)_s|\mathcal{G}_s^B)(w)) \, ds$$

$$+ \int_0^t \sigma(s, \Phi(w)_s, \mathcal{L}(\Phi(\cdot)_s|\mathcal{G}_s^B)(w)) \, dW_s, \quad \mathbb{P}\text{-a.s.,}$$

where $w$ stands for a generic element in the canonical space $C([0, T]; \mathbb{R}^m)$. By using Lemma 7.3, we thus have

$$\Phi(W_s) = x_0 + \int_0^t b(s, \Phi(W_s)_s, \mathcal{L}(\Phi(W_s)_s|\mathcal{G}_s^B)) \, ds$$

$$+ \int_0^t \sigma(s, \Phi(W_s)_s, \mathcal{L}(\Phi(W_s)_s|\mathcal{G}_s^B)) \, dW_s, \quad \mathbb{P}\text{-a.s.,}$$

which proves the desired result. □
7.3. The nonlinear processes. The limiting nonlinear processes associated with the particle system (49) is defined as the solution of

\[
\begin{align*}
    dX_0^t &= b_0(t, X_0^t, \mathcal{L}(X_1^1|\mathcal{F}_0^t)) dt + \sigma_0(t, X_0^t, \mathcal{L}(X_1^1|\mathcal{F}_0^t)) dW_0^t, \\
    dX_i^t &= b(t, X_i^t, \mathcal{L}(X_i^1|\mathcal{F}_0^t), X_0^t) dt + \sigma(t, X_i^t, \mathcal{L}(X_i^1|\mathcal{F}_0^t), X_0^t) dW_i^t, \\
    i &\geq 1, \\
    X_0^0 &= x_0, \\
    X_i^0 &= x_i, \\
    i &\geq 1.
\end{align*}
\]

(53)

Under the assumptions (A1.1)–(A1.3), the unique solvability of this system is ensured by Proposition 7.2. Due to the strong symmetry among the processes \((X_i^i)_{i \geq 1}\), we first prove the following proposition.

**Proposition 7.4.** For all \(i \geq 1\), the solution of (53) solves the conditional McKean–Vlasov SDE

\[
\begin{align*}
    dX_0^t &= b_0(t, X_0^t, \mathcal{L}(X_1^1|\mathcal{F}_0^t)) dt + \sigma_0(t, X_0^t, \mathcal{L}(X_1^1|\mathcal{F}_0^t)) dW_0^t, \\
    dX_i^t &= b(t, X_i^t, \mathcal{L}(X_i^1|\mathcal{F}_0^t), X_0^t) dt + \sigma(t, X_i^t, \mathcal{L}(X_i^1|\mathcal{F}_0^t), X_0^t) dW_i^t, \\
    i &\geq 1, \\
    X_0^0 &= x_0, \\
    X_i^0 &= x_i, \\
    i &\geq 1.
\end{align*}
\]

and for all fixed \(t \in [0, T]\), the random variables \((X_i^i)_{i \geq 1}\) are \(\mathcal{F}_0^t\)-conditionally i.i.d.

**Proof.** This is an immediate consequence of Proposition 7.3.

Now that the nonlinear processes are well-defined, in the next subsection we prove that these processes give the limiting behavior of (49) when \(N\) tends to infinity.

7.4. Conditional propagation of chaos. We extend the result of the unconditional theory to the conditional case involving the influence of a major player. As in the classical case, the propagation appears in a strong path wise sense.

**Theorem 7.1.** There exists a constant \(C\) such that

\[
\max_{0 \leq i \leq N} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| X_i^{i,N} - X_i^i \right|^2 \right] \leq CN^{-2/(d+4)},
\]

where \(C\) only depends on \(T\), the Lipschitz constants of \(b_0\) and \(b\) and

\[
\eta = \mathbb{E} \left[ \int_0^T |X_1^1|^{d+5} \, dt \right].
\]

**Proof.** We first note that, by the SDEs satisfied by \(X^0\) and \(X^{0,N}\) and the Lipschitz conditions on the coefficients,

\[
\left| X_i^{0,N} - X_i^0 \right|^2 = \left( \int_0^t b_0(s, X_s^{0,N}, \frac{1}{N} \sum_{j=1}^N \delta_{X_{i,j}}) - b(s, X_s^0, \mu_s) \, ds \right)^2
\]

\[= \left( \int_0^t b_0(s, X_s^{0,N}, \frac{1}{N} \sum_{j=1}^N \delta_{X_{i,j}}) - b(s, X_s^0, \mu_s) \, ds \right)^2.
\]

Hence, we have

\[
\max_{0 \leq i \leq N} \mathbb{E} \left[ \sup_{0 \leq t \leq T} \left| X_i^{i,N} - X_i^i \right|^2 \right] \leq CN^{-2/(d+4)},
\]

where \(C\) only depends on \(T\), the Lipschitz constants of \(b_0\) and \(b\) and

\[
\eta = \mathbb{E} \left[ \int_0^T |X_1^1|^{d+5} \, dt \right].
\]
\[
\leq K \left( \int_0^t \left| X_s^{0,N} - X_0^0 \right|^2 ds + \int_0^t \int_0^t W_2^2 \left( \frac{1}{N} \sum_{j=1}^N \delta_{X_s^j,N}, \frac{1}{N} \sum_{j=1}^N \delta_{X_s^j} \right) ds \right) \\
+ \int_0^t W_2^2 \left( \frac{1}{N} \sum_{j=1}^N \delta_{X_s^j, \mu_s} \right) ds \right) \\
\leq K \left( \int_0^t \left| X_s^{0,N} - X_0^0 \right|^2 ds + \int_0^t \frac{1}{N} \sum_{j=1}^N (X_s^{j,N} - X_s^j)^2 ds \\
+ \int_0^t W_2^2 \left( \frac{1}{N} \sum_{j=1}^N \delta_{X_s^j, \mu_s} \right) ds \right).
\]

We take the supremum and the expectation on both sides, by the exchangeability we get

\[
\mathbb{E} \left[ \sup_{0 \leq s \leq t} \left| X_s^{0,N} - X_s^0 \right|^2 \right] \\
\leq K \left( \int_0^t \mathbb{E} \left[ \sup_{0 \leq u \leq s} \left| X_u^{0,N} - X_u^0 \right|^2 \right] ds + \int_0^t \mathbb{E} \left[ (X_s^{1,N} - X_s^1)^2 \right] ds \\
+ \int_0^t \mathbb{E} \left[ W_2^2 \left( \frac{1}{N} \sum_{j=1}^N \delta_{X_s^{j,N}, \mu_s} \right) \right] ds \right) \\
\leq K \left( \int_0^t \mathbb{E} \left[ \sup_{0 \leq u \leq s} \left| X_u^{0,N} - X_u^0 \right|^2 \right] ds + \int_0^t \mathbb{E} \left[ \sup_{0 \leq u \leq s} \left| X_u^{1,N} - X_u^1 \right|^2 \right] ds \\
+ \int_0^t \mathbb{E} \left[ W_2^2 \left( \frac{1}{N} \sum_{j=1}^N \delta_{X_s^{j,N}, \mu_s} \right) \right] ds \right).
\]

By following the above computation, we can readily obtain the same type of estimate for $X_s^{1,N} - X_s^1$:

\[
\mathbb{E} \left[ \sup_{0 \leq s \leq t} \left| X_s^{1,N} - X_s^1 \right|^2 \right] \\
\leq K' \left( \int_0^t \mathbb{E} \left[ \sup_{0 \leq u \leq s} \left| X_u^{0,N} - X_u^0 \right|^2 \right] ds + \int_0^t \mathbb{E} \left[ \sup_{0 \leq u \leq s} \left| X_u^{1,N} - X_u^1 \right|^2 \right] ds \\
+ \int_0^t \mathbb{E} \left[ W_2^2 \left( \frac{1}{N} \sum_{j=1}^N \delta_{X_s^{j,N}, \mu_s} \right) \right] ds \right).
\]
by summing up the above two inequality and using the Gronwall’s inequality we get
\[
E\left[\sup_{0\leq t\leq T} |X_t^{0,N} - X_t^0|^2\right] + E\left[\sup_{0\leq t\leq T} |X_t^{1,N} - X_t^1|^2\right] 
\leq K \int_0^T E\left[ W_2^2\left(\frac{1}{N} \sum_{j=1}^N \delta_{X_j^t}, \mu_t\right)\right] ds \leq K \int_0^T |X_t^1|^d ds \leq K \int_0^T |X_t^1|^{d+5} N^{-2/(d+4)},
\]
where the second inequality comes from a direct application of Lemma 4.1, with the help of Lemma 7.2, and this proves the desired result. \(\Box\)

APPENDIX: A MAXIMUM PRINCIPLE FOR CONDITIONAL MCKEAN–VLASOV CONTROL PROBLEMS

In this last section, we establish a version of the sufficient part of the stochastic Pontryagin maximum principle for a type of conditional McKean–Vlasov control problem. In some sense, these results are extensions of the results in [7], and we will sometimes refer the reader to [7] for details and proofs. The setup is the following: \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space, \(\mathbb{F}\) is a filtration satisfying the usual conditions on \(\Omega\). \(\mathcal{G}\) and \(\mathcal{H}\) are two subfiltrations of \(\mathbb{F}\) also satisfying the usual conditions, and \((W_t)_{t \geq 0}\) is a \(n\)-dimensional \(\mathbb{F}\)-Wiener process. We assume that the probability space \(\Omega\) is standard.

The controlled dynamics are given by
\[
dX_t = b(t, X_t, \mathcal{L}(X_t|\mathcal{G}_t), u_t) \, dt + \sigma(t, X_t, \mathcal{L}(X_t|\mathcal{G}_t), u_t) \, dW_t, \tag{54}
\]
and the objective function to minimize is given by
\[
J(u) = E\left[ \int_0^T f(t, X_t, \mathcal{L}(X_t|\mathcal{G}_t), u_t) + g(X_T, \mathcal{L}(X_T|\mathcal{G}_T)) \right],
\]
where \(X\) is \(d\)-dimensional and \(u\) takes values in \(U \subset \mathbb{R}^k\) which is convex. The set of admissible controls is the space \(\mathbb{H}^{2,k}(\mathcal{H}, U)\) defined in (9). We assume that assumptions (A1)–(A4) in [7] are satisfied, and we relabel them (A2.1)–(A2.4) in the following.

We see that in the current setting of the stochastic control problem we have three filtrations. Intuitively, \(\mathbb{F}\) corresponds to all the possible information, \(\mathcal{H}\) corresponds to the information available to the agent and \(\mathcal{G}\) is the filtration with respect to which we take conditional distribution of \(X\) in the coefficients. This model is sometimes referred to as control problem with “partial information” in the literature, for example, cf. [2], while the conditioning with respect to \(\mathcal{G}\) seems to be new. We will see in the following that with slight modifications to the existing methods, a sufficient maximum principle can be readily established.
A.1. Hamiltonian and adjoint processes. The Hamiltonian of the problem is defined as
\[ H(t, x, \mu, y, z, u) = \langle y, b(t, x, \mu, u) \rangle + \langle z, \sigma(t, x, \mu, u) \rangle + f(t, x, \mu, u). \]
Given an admissible control \( u \in H^{2,k}(\mathbb{H}, U) \), the associated adjoint equation is defined as the following BSDE:
\[
\begin{align*}
    dY_t &= -\partial_x H(t, X_t, \mathcal{L}(X_t|G_t), Y_t, Z_t, u_t) \ dt + Z_t \ dW_t \\
    Y_T &= \partial_x g(X_T, \mathcal{L}(X_T|G_T)) + \mathbb{E}^{G_T}[\partial_\mu g(\tilde{X}_T, \mathcal{L}(\tilde{X}_T|G_T)|X_T)],
\end{align*}
\]
where \( X = X^u \) denotes the state controlled by \( u \), and whose dynamics are given by (54). We refer the reader to [7], Section 3 for the definition of differentiability and convexity with respect to the measure argument. This BSDE is of the McKean–Vlasov type because of the presence of conditional distributions of the unknown processes \((Y, Z)\) in the coefficients. However, as noted in [7], Section 3.4, under assumptions (A2.1)–(A2.4), standard fixed point arguments can be used to prove existence and uniqueness of a solution to these equations (it suffices to use Lemma 7.2 when appropriate to deal with 2-Wasserstein distance between conditional distributions).

A.2. Sufficient Pontryagin maximum principle. The following theorem gives us a sufficient condition of optimality.

**Theorem A.1.** On the top of assumptions (A2.1)–(A2.4), we assume that:

1. The function \( \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \ni (x, \mu) \mapsto g(x, \mu) \) is convex.
2. The function \( \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times U \ni (x, \mu, u) \mapsto H(t, x, \mu, Y_t, Z_t, u) \) is convex \( dt \otimes \mathbb{P} \) a.e.
3. For any admissible control \( u' \), we have the following integrability condition:
\[
\mathbb{E}\left[ \left( \int_0^T \| \sigma(t, X'_t, \mathcal{L}(X'_t|G_t), u'_t) \cdot Y_t \|^2 \ dt \right)^{1/2} \right] < \infty,
\]
\[
\mathbb{E}\left[ \left( \int_0^T \| X'_t \cdot Z_t \|^2 \ dt \right)^{1/2} \right] < \infty.
\]
Moreover, if
\[
\mathbb{E}[H(t, X_t, \mathcal{L}(X_t|G_t), Y_t, Z_t, u_t)|\mathcal{H}_t] = \inf_{u \in \mathcal{U}} \mathbb{E}[H(t, X_t, \mathcal{L}(X_t|G_t), Y_t, Z_t, u)|\mathcal{H}_t],
\]
then \((u_t)_{0 \leq t \leq T}\) is an optimal control of the conditional McKean–Vlasov control problem.
PROOF. The various steps of the proof of Theorem 4.6 in [7] can be followed \textit{mutatis mutandis} once we remark that, the interchanges of variables made in Theorem 4.6 of [7] when using independent copies can be done in the same way in the present situation. Indeed, the justification for these interchanges was given at the end of Section 7.1 earlier in the previous section. □

One final observation is that a sufficient condition for the integrability condition (57) is that, on the top of (A2.1)–(A2.4), we have $Y \in \mathbb{S}^{2,d}$ and $Z \in \mathbb{H}^{2,d \times n}$, which is an easy consequence of the Burkholder–Davis–Gundy inequality.
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