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Abstract. A common problem in the analysis of gene expression microarray
data is the identification of groups of features that are coherently expressed.
For example, one often wishes to know whether a group of genes, clustered
because of correlation in one data set, are still highly co-expressed in another
data set. Alternatively, for some expression array platforms there are many,
relatively short probes for each gene of interest. In this case, it is possible
that a given probe is not measuring its targeted gene, but rather a different
gene with a similar region (called cross-hybridization). Accurate detection
of the collection of probe sets (groups of probes targeting the same gene)
which demonstrate highly coherent expression patterns is the best approach
to the identification of which genes are present in the sample. We develop a
Bayesian Factor Model (BFM) to address the general problem of detection
of coherent patterns in gene expression data sets. We compare our method
to “state of the art” methods for the identification of expressed genes in both
synthetic and real data sets, and the results indicate that the BFM outper-
forms the other procedures for detecting transcripts. We also demonstrate the
use of factor analysis to identify the presence/absence status of gene modules
(groups of coherently expressed genes). Variation in the number of copies of
regions of the genome is a well known and important feature of most can-
cers. We examine a group of genes, representative of Copy Number Alter-
ation (CNA) in breast cancer, then identify the presence/absence of CNA in
this region of the genome for other cancers. Coherent patterns can also be
evaluated in high-throughput sequencing data, a novel technology to measure
gene expression. We analyze this type of data via factor model and examine
the detection calls in terms of read mapping uncertainty.

1 Introduction

Multivariate statistical methods for analysis of high-dimensional data have been
the topic of many publications in the last decade. A challenging issue, connected
with high-dimensional data, is the fact that the number of variables is much larger
than the number of samples. In particular, gene expression data from DNA mi-
croarrays are characterized by measurements of many different genes, often in
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only a few samples. Although the number of genes is large, there may be only a
few underlying gene components accounting for much of the variation in the data.
The analysis of high dimensional data requires special techniques such as vari-
able selection or dimension reduction. Factor models are a flexible and powerful
tool to analyze multivariate dependence and to verify patterns and relationships
in the data. Several types of factor models with different constraints and computa-
tional algorithms can be found in the literature. The Principal Component Analysis
(PCA) is a well-known dimension reduction method used in various applications
involving gene expression; see, for example, Yeung and Ruzzo (2001). However,
the literature indicates that other techniques can be superior in terms of dimension
reduction. As an example, consider the Partial Least Squares (PLS) method com-
pared with PCA in Nguyen and Rocke (2002), and also evaluated in Boulesteix
and Strimmer (2006). The regression response variable is taken into account in the
PLS approach as opposed to PCA, and thus the PLS usually performs better than
PCA in prediction problems. Another technique used to reduce the dimensional-
ity of the data, defining a linear combination of a reduced set of factors, is called
Non-negative Matrix Factorization (NMF). The method is applied to the analy-
sis of gene expression data by Brunet et al. (2004) and Kim and Tidor (2003),
and within this context the factors represent groups of genes (metagenes) strongly
correlated in subsets of the data. The NMF might be useful to study biological sub-
systems, because it can identify local and global patterns of similarities between
genes. In contrast, other techniques, such as PCA, focus on only global patterns.

Liu et al. (2005) use information from multiple chips to analyze gene expres-
sion data with the purpose of providing the uncertainty of the measured expres-
sion value for each gene. Their approach (multi-mgMOS) is designed to model
the binding affinity of probe pairs and to capture the effect of specific binding to
MM probes. The model includes a probe-specific parameter that is shared across
chips to identify composition effects. They argue that the likelihood can be writ-
ten in closed form and this allows fast gradient-based optimization to obtain the
parameters.

Computational advances have been critical in enabling the application of com-
plex models for analysis of large data sets. The development of iterative MCMC
simulation methods has contributed to the increasing attention devoted to the
Bayesian framework as a good alternative to work with factor models. In recent
years, numerous studies have applied factor models combined with the Bayesian
approach to the analysis of gene expression data, and their results often show an
improvement in the identification and estimation of metagene groups and patterns
related to the underlying biology. As an example, West (2003) introduced sparse
latent factor models, as a natural extension of the sparse regression modeling. The
study assumes typical Bayesian variable selection priors and demonstrates the abil-
ity of latent factor models to describe pattern/signature profiling in expression
genomics. Lucas et al. (2006) also apply hierarchical sparsity priors and obtain
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substantial improvements in terms of identification of complex patterns of covari-
ation among genes. The paper explores the Bayesian methodology for large-scale
regression, ANOVA and latent factor models. Carvalho et al. (2008) is another
reference working with sparsity priors to address dimension reduction on latent
factor models applied to gene expression data. Stochastic simulation and evolu-
tionary stochastic search methods are used in the paper to address questions of
uncertainty about the number of latent factors. This same issue is also evaluated in
Lopes and West (2004) via reversible jump MCMC methods.

In the present paper, we consider factor models to study the expression pattern
across Affymetrix oligonucleotide microarrays. In the first application, our goal is
to evaluate the presence/absence status of probe sets targeting genes. We compare
the factor model with two other detection techniques proposed in the literature.
In the second application, we study the Copy Number Alteration (CNA) in differ-
ent regions of the genome. We examine a gene list, detected with CNA in breast
cancer, to investigate whether the CNA is affecting other types of cancer at the
same chromosomal location. We develop a third application (see Appendix A) to
evaluate the coherent pattern across samples of RNA-Seq data. The introduction
of high-throughput sequencing technologies has opened new doors into the field
of gene expression. Our goal is to study the presence/absence status of genes and
the corresponding read mapping uncertainty.

The outline of this paper is as follows. Section 2 introduces the first applica-
tion with an overview of existing detection methods. The data and few strategies
to adjust the measurements are described in Section 2.1. Next, the factor model
is proposed in Section 2.2. Section 2.3 shows inference results to verify the per-
formance of the BFM in terms of parameter estimation. Section 2.4 presents the
comparison between BFM and other detection methods, using a simulated data
set. Section 2.5 develops the comparison analysis based on a real data set from a
spike-in study designed by Affymetrix. In Section 3, the factor analysis is used to
test whether a group of genes, detected with CNA in breast cancer, is coherently
expressed in other types of cancer. The sparse latent factor model is presented
in Section 3.1. The performance of the model for inference results is evaluated
in Section 3.2. In Section 3.3, we show a real data application involving 7 data
sets. Finally, Section 4 presents the conclusions. The algorithms required to fit
the factor models were implemented using the MATLAB programming language
(http://www.mathworks.com).

2 Presence/absence calls for gene expression

In gene expression analysis, it is unlikely that all probe set sequences in a microar-
ray will find its complementary sequence in the hybridization solution. An efficient
method is then required to distinguish between the probe sets detecting transcripts
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of those genes present in the target sample and the probe sets expressing only non-
specific binding or background noise. Approaches exploring this problem have
been proposed for different microarray platforms, for example, Affymetrix im-
plemented the detection above background (DABG) method for detection calls in
GeneChip® Exon Arrays (Affymetrix, 2005), Kapur et al. (2007) apply a method
called “GeneBASE” to investigate presence/absence calls in the same type of array
and Li and Wong (2001) study experiments involving replicate arrays using a soft-
ware “dChip” which includes a presence/absence method similar to the MAS 5.0
detection procedure.

A popular detection method was developed for Affymetrix GeneChip® oligonu-
cleotide arrays, and it is implemented as part of the preprocessing technique
Microarray Suite version 5.0 or MAS 5.0 (Affymetrix, 2001). In this case, the
detection calls can take the values absent, marginal or present. Both perfect
match (PM) and mismatch (MM) probes are used to calculate the score R =
(PM — MM)/(PM + MM) for each probe pair within a probe set. First, the method
tests whether all the probe pairs are saturated, if so the probe set is classified as
present, otherwise a one-sided Wilcoxon’s signed rank test is applied to obtain a p-
value which is used to assign a detection call. The default parameters of this pres-
ence/absence (P/A) method are studied in Archer and Reese (2009) using spike-in
data sets. McClintick and Edenberg (2006) and Liu et al. (2002) apply MAS 5.0
P/A and show that it works relatively well in practice; however, other frameworks
improving this solution can be found in the literature. As an example, Wu and
Irizarry (2005) define a procedure called Half-price method. They argue that us-
ing MM data may be problematic in gene expression analysis, and then define a
method based on PM probes only. Their results indicate that the half-price tech-
nique outperforms MAS 5.0 P/A in terms of detection calls. Two recent studies
using MAS 5.0 P/A in a multiple-array analysis are Ouandaogo et al. (2011) and
Tiedermann et al. (2012).

Another interesting method was proposed by Warren et al. (2007), and it is
named Presence Absence calls with Negative Probe sets (PANP). In brief, the au-
thors identify Affymetrix probe sets which cannot hybridize to the intended target,
because they have been designed in the reverse direction against their own tran-
scripts. These probe sets are called Negative Strand Matching Probe sets (NSMPs)
and can be obtained from chip annotation files available on Affymetrix webpage.
The selected NSMPs are assumed as controls, and the empirical cumulative distri-
bution of their intensities is used to derive a cutoff intensity; a particular probe set
is classified as present if its expression value is higher than the threshold. Before
applying this analysis, the data are preprocessed using any technique. In particular,
the performance of PANP is evaluated in the paper with data obtained from RMA
(Irizarry et al., 2003b), GCRMA (Wu et al., 2004) and MAS 5.0. Besides simplic-
ity, the authors indicate that another advantage of PANP is the fact that it works
with preprocessing techniques using (PM, MM) or PM-only probes. The paper
shows that PANP combined with RMA, GCRMA and even MAS 5.0 outperforms
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the default detection method of MAS 5.0 in terms of several metrics of accuracy
and precision. The choice of threshold in PANP is somewhat arbitrary and has a
strong impact over the final result. If the threshold is slightly shifted, the detection
calls of some probe sets will change.

In none of these techniques the coherent expression is used to identify the pres-
ence of a gene. Our Bayesian factor model is proposed to take advantage of the
tremendous amount of information—available from studying the co-expression of
probes across all samples—about the behavior of a probe set. The expression of
one probe is the observed intensity value in one of the samples or microarray.
A consistent expression pattern for all probes suggests presence, whereas probes
randomly alternating intensities across arrays indicates absence; this characteristic
will be considered to generate detection calls in the downstream analyses.

2.1 The data

Suppose n microarrays are available for analysis; each array contains K probe sets.
The first step in a usual microarray analysis is to preprocess the data; the observed
intensity values are transformed to remove the noise effect in an individual chip,
and to adjust the information obtained from replicate microarrays. Details about
three well-known preprocessing techniques can be found in Irizarry et al. (2003b),
Wu et al. (2004) and Affymetrix (2001). Consider the following preprocessing
steps which are used in the data analyses of Section 2.

1. In an individual chip, there are technical variables that affect the vast major-
ity of spots on the microarray, such as total RNA in the sample and camera
exposure time. When examining expression patterns across the samples, the
overwhelming signal in the raw data reflects these effects. We address the indi-
cated problem by dividing the probe intensities by the corresponding intensity
mean computed for each array.

2. Even though samples may be extracted from the same type of tissue, the dis-
tribution of intensity values has a broad range and is highly skewed. Thus it is
standard practice to log-transform expression data.

3. Consider a matrix X containing intensities of probe set k € {1,..., K} from
each chip. Each row represents an individual probe within the probe set, and
each column represents a microarray. The n intensities observed for any probe
are assumed to follow a Normal distribution. Different probes may be associ-
ated with different mean and variance parameters. In order to evaluate whether
the pattern of expression is consistent across samples for all probes belonging
to probe set k, the rows of the indicated X matrix will be standardized.

4. Some microarrays are brighter than others due to technical effects introduced
during their production (e.g., scanner setting and physical problems). In order
to subtract away such effects, we compute the first principal component (pcy)
based on the entire data set. Note that pc; is computed only once, it is repre-
sentative of the overall relative brightness of the chips and does not reflect the
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biology of individual genes. For each row i (probe), we subtract the component
of its expression in the direction of this principal component (X; — X; pc1 pc)).
See footnote 1 for further details about this step.

We recognize that there are a number of different approaches to removing pro-
cessing effects from the raw data. The factor model we utilize is general and can
be applied with any data cleansing approach. Appendix D shows data sets prepro-
cessed via RMA background adjustment and quantile normalization.

We are dealing with Affymetrix arrays that consist of groups of 22—40 probes (a
probe set) that are all intended to target the same gene. These come in pairs (11 to
20 pairs per probe set) with 1 perfect match and 1 mismatch probe in each pair.
The biggest probe set has 20 probe pairs, and thus 40 probes.

Figure 1 shows the image of the specified X matrix for different probe sets. The
previous manipulations have been applied to the original data. The data correspond
to 251 oligonucleotide microarrays containing 22,283 probe sets. The transcripts in
the hybridization solution are extracted from breast cancer tumors. As a reference
for this data set consider Miller et al. (2005) which investigates the importance of
the p53 tumor suppressor functional status for predicting human breast cancer be-
havior. Two distinct patterns can be observed when comparing the images. Image
(a) displays a consistent sequence of intensities for every probe across the arrays.
The values decrease when moving from the left to the right, and this pattern is the
same for all probes. In image (a), the gene is present and the associated probes
indicate such presence by exhibiting similar intensities within each array. On the
other hand, image (b) shows that the probes randomly alternate intensities across
samples. No pattern can be observed and within each array the probes disagree
from each other by expressing different levels of intensities. This situation indi-
cates absence of the gene, and the displayed values are just noise effects.

(a) (b)
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Figure 1 Intensities of all probes within two different probe sets (a) and (b). Samples are along
the x-axis and probes are on the y-axis. White corresponds to relatively high expression levels of
the corresponding probe in the corresponding sample. The columns have been sorted so that the
1st principal component is monotone. (a) is an example displaying a strong and consistent pattern
of intensities for every probe across samples. (b) is an example of a noise probe set with probes
randomly alternating intensities across arrays.
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Any experimental design, controlling phenotypic information or any other vari-
able possibly affecting individuals, has not been used to produce and select the
microarrays included in our data set. In this context, it does not seem appropriate
to extrapolate the interpretation of Figure 1 assuming associations with unknown
clinical variables.

The existing detection methods (MAS 5.0 P/A and PANP) can provide pres-
ence/absence calls for every microarray and every probe set, whereas the factor
model proposed in the next subsection uses the information from several microar-
rays to define a single detection call for each probe set. Our goal is to identify
those genes that are potentially relevant to the experiment being conducted. In par-
ticular, genes may be present in some samples but not in others. In this case, our
method would call the probe set as present because all of the probes to that probe
set have low values on some samples (those where the gene is absent) and high
values for other samples; see Figure 1(a). Alternatively, our method would count
as absent any probe set whose probes are expressed at a non-constant level within
each sample. In this case, the differential expression of the probes across the sam-
ples is explained by noise, and this would translate into a decoherent expression
pattern.

2.2 Bayesian factor model for gene expression detection

Suppose X;; is the log of light intensity of the probe i within a probe set on sample
j=1,2,...,n. Assume further that the transformations indicated in Section 2.1
have been applied to the data. Let X be the matrix with element x;; in the ith row
and jth column. The following model' is assumed for the expression data of X:

X =ar+e, (1)

where « is an m-dimensional column vector reflecting the strength of hybridization
between the target of the probe set and each of the m probes, component A is a n-
dimensional row vector describing the pattern of expression of the target across
samples, and finally ¢ is the idiosyncratic noise term.

If the gene is present (a # 0), all probes are expected to display expression
values correlated with A; therefore, we say “coherent pattern.” Each element in A
is associated with the magnitude of the expression values in one of the samples.

We assume a mixture prior distribution on the factor loadings.

o~ 1 =g)Nu, 1) +gNp (0, P2) 2

I'We admit there is some variation that is systematic across all probe sets. Ideally, we could address
this issue by assuming the model X} = 86 + axAg + ¢ for a probe set k, where 8§ is the systematic
variation. In this case, we would have to work with the full data set due to the dependence between
probe sets, and this task is computationally expensive. Our normalization step 4 (Section 2.1) sub-
tracts off an approximation of 8§; hence, we can assume model (1) and work with each probe set
independently.
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with ®| = w11, and ® = w» I,,,. We define g as the prior probability of detecting
the probe set as present. A small and positive number is suggested for the scalar
w1, while w» is large and positive. Because we treat probe sets that have a high
probability of having derived from the first component as noise, the relative sizes
of w and w; effectively define our estimated signal to noise ratio. A small w; is
chosen for defining a Normal component centered on zero with small variability,
which indicates that the factor loadings are close to zero, and then the detection call
“Absent” is appropriate. There are certainly pairs of probes that show correlation in
the data, but we are inherently choosing between a model that explains everything
as noise and a model that assumes that everything is correlated with everything
else.

A point mass distribution at 0 has been considered as a replacement for compo-
nent N,, (0, @) in the mixture prior (2). However, this is unsuitable for the factor
loadings because the classification “Present” is obtained only if a completely ran-
dom sequence of intensities is observed across samples. In practice, there is often
structure in a probe set that has not been completely subtracted by the data cleaning
techniques. Additionally, because the probes come in pairs with each pair different
in only 1 of 25 locations, there is built in correlation between subsets of the probes
even in the absence of the target gene of interest.

We complete the model specification with the conjugate priors A ~ N, (0, I,,)
and &;; ~ N (0, oiz) with an Inverse Gamma distribution 1G(a, b) for al.z. Denote
ol = (012,02, ey o*,%l)/.

In order to sample from p(a, A, | X), we implement the Gibbs Sampler algo-
rithm; see Gamerman and Lopes (2006) for details about this Markov Chain Monte
Carlo method. The likelihood function and the full conditional posterior distribu-
tions are shown in the Appendix B.? In particular, during the Gibbs sampling we
draw o from the second mixture component with probability

«_ NIO|O, Do) ( N[0]0, @] N[00, @]
~ ~vomg, o517 \Noms, o517 T NiomE, o

T —q)), 3)

where My, M5, ®} and @3 are specified in the Appendix B. It is the average of
g™ across all draws from the MCMC that is used to assign presence/absence calls
in the BEM.

2.3 Inference results of the Bayesian factor model

The main aim of this subsection is to verify the performance of the BFM in terms
of inference results for its parameters. A simulated data set is considered in this
application. First, the proposed BFM is fitted to the real data and the posterior

2In Section 2.4, we define a data generating procedure that requires the specification (1) including
a mean expression parameter x. The full model (with w) is explored in Appendix B. Let © =0 to
identify results related to model (1).
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estimates of the involved parameters are assumed as real values in the process
of simulating data. Next, for each microarray a random value is generated from
N (0, criz) with i =1, 2,..., m representing a probe; this is the noise term in the
BFM. The product oA results in a m x n matrix which is added to the previous
noise matrix. The pattern of a noise probe set can be simulated by letting o and/or
A be a null vector.

Assume as prior specifications: w1 = 0.01 defining small variability for the first
component within the mixture prior (2), w2 = 100 defining large variability for the
second component, g = 0.5 indicating equal prior probability for both components
in the mixture. In addition, consider the Inverse Gamma prior distribution with
a=2.1 and b = 1.1, which has expected value 1, mode 0.3548 and variance 10.
As initial values of the chain, consider A(? generated from its prior N, (0, I,,), and
a null vector for «?; the value 1 is indicated for each (aiz)(o).

We are aware of the identifiability problem related to the sign of & and A. This
issue does not affect g* in (3); therefore, constraints are not imposed to address the
problem. The Gibbs Sampler is run for 2000 iterations. The first 1000 elements of
the chain are considered as burn-in period, and thus removed from the analysis.
Fast convergence to the limiting distribution is observed for all chains we have
examined.

Two scenarios are chosen to evaluate results: the first one is presented in Fig-
ure 1(a) showing a strong pattern of expression across samples, and the second
one is indicated in Figure 1(b) suggesting a noise probe set. The corresponding
simulated data sets are displayed in Figure 2. As can be seen, the simulated data
are very similar to the real data in Figure 1.

Figure 3 presents box plots to study the distance between posterior estimates and
real values of the parameters. The graphs for & and A are concentrated around zero
suggesting a small difference between the posterior estimates and the correspond-

ing real values. The box plot for the ratio 02 / Uz wrue 18 centered around 1 indicating

(a) (b)
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Figure 2 Intensities of a probe set across microarrays (synthetic data). (a) and (b) reproduce the
scenario of Figure 1(a) and (b), respectively.
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Data matrix in Figure 2 (a) Data matrix in Figure 2 (b)
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Figure 3 Box plots summarizing the behavior of the bias (for a; and X.j) or the ratio (for aiz)

involving the posterior estimates and the true value of the parameters. Right: results associated with
Figure 2(a) and Left: results associated with Figure 2(b).

again a good approximation. In summary, these results show that the model is per-
forming well in terms of inference. The comparison between the factor analyses
developed in each panel (strong pattern probe set versus noise probe set) leads to
the following additional conclusions: (i) the majority of the 95% intervals for pa-
rameters includes the real value, (ii) the noise probe set analysis produces wider
95% credible intervals (including zero) for A and this higher posterior uncertainty
reflects on the larger differences observed in the box plot for A — Atrue (right panel),
(iii) as expected, all 95% intervals for « do not include O in the strong pattern probe
set analysis, while many of them includes 0 in the noise probe set analysis.

The Gibbs Sampler applied to the data shown in Figure 2(a) and (b) indicates
that the posterior probability ¢g* converges to 1 and 0 respectively. This result con-
firms the visual interpretation of the images which suggests presence of the gene
for panel (a) and absence for panel (b).

2.4 Comparison of detection methods, using a simulated data set

In a simulated scenario the true detection calls are known, and thus the perfor-
mance of the methods can be evaluated. We will now estimate the characteristics
of a real data set and use those estimates to generate a simulated data set for which
we know whether each gene is present or absent. First, the real data are trans-
formed as suggested in Section 2.1. We use 500 probe sets from this data set to
generate 500 different simulated probe sets. The pairwise linear correlation coef-
ficient between each pair of rows (probes) in the X matrix is computed, resulting
in a m X m matrix, with m being the number of probes. An interesting aspect can
be observed in the correlation matrix: probe sets with strong patterns across sam-
ples exhibit high correlations (close to 1), whereas a noise probe set is associated
with low correlations (close to 0). This characteristic can be used to rank the probe
sets by computing the average correlation in the matrix. A selection of 2000 probe



Detection of coherent patterns in gene expression data 11

sets are sorted in an increasing order of average correlations. Then, the first 200
cases are selected. In addition, starting with the 201st probe set and moving to-
ward the case 2000, we select every 6th probe set for use in generating simulated
data. This strategy ensures the selection of a wide range of cases including strong,
intermediate and weak patterns across samples.

Real values of parameters are determined for each selected probe set. In the pre-
vious subsection, this task was accomplished by fitting the BEM to the transformed
data; however, in this case other detection methods are considered in the analysis.
MAS 5.0 P/A and PANP work with original data, that is, without the manipula-
tions described in Section 2.1, which includes standardizing the data. Therefore, a
slight modification is required in the BFM indicated in (1). Consider

X:M1n+0l)x+8, (4)

where 1 is an m-dimensional column vector whose entries are mean intensities
fixed for each probe, and component 1, is a n-dimensional row vector of ones.
The interpretation of other components remains the same. Assume the prior spec-
ification u ~ N, (0, 10017,,). The complete conditional posterior distributions for
this model are specified in the Appendix B.

In summary, we consider the following steps to generate the data:

1. The factor model (4) is fitted to the 500 selected X matrices containing the
original data (without manipulations). Again, convergence to the limiting dis-
tribution is fast, and the posterior mean is assumed in the next step as the real
value of the involved parameters.

2. As described in the previous section, for each microarray a value is randomly
generated from N (0, o*l.Z) (i=1,2,...,m) forming a noise matrix, which is
added to the matrix u1, + aA. The group of 200 selected probe sets showing
the weakest patterns across samples are chosen to represent noise probe sets. In
other words, o and A are set to be null vectors in these cases. The remaining
300 probe sets are generated using posterior estimates of all parameters.

3. The PANP method requires Negative Strand Matching Probe sets to be used
as controls. In the generated data set, 100 probe sets simulated as noise cases
are assumed as NSMPs. The detection call “Absent” is automatically assigned
for these cases. In addition, the generated values are preprocessed using RMA
when the method PANP is applied.

4. The MAS 5.0 P/A method is applied to the synthetic data obtained in step 2.

. In the analysis of the BFM, we first apply the data cleaning procedure suggested

in Section 2.1 to the generated data. Next, we fit the factor model (1) to the
“clean” synthetic data.

|91

Figure 4 displays Receiver Operating Characteristic (ROC) curves for the three
detection methods. This graph plots true positive (TP) rates against false positive
(FP) rates computed for different choices of a threshold parameter. In fact, two
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Figure 4 ROC curves comparing true positive (TP) and false positive (FP) rates. In panel (a) we
have: PANP (black solid lines) and MAS 5.0 P/A (gray solid lines). Panel (b) shows summarized
results: we consider the most frequent call registered in 251 samples to derive the PANP (solid) and
MAS 5.0 P/A (dotted) curves, and the dashed line represents the MAS 5.0 P/A result using Fisher’s
combined probability test (see Whitlock, 2005). The curve for the BFM (dashed line with asterisk)
is built based on different sample sizes (25, 50, 100, 150, 200 and 251 arrays); the asterisk marks
indicate the FP and TP rate for each size.

thresholds are specified in PANP and MAS 5.0 P/A, below the first value the clas-
sification is “Present,” and above the second value the classification is “Absent.”
In this analysis the detection “Marginal” will be suppressed by choosing the same
number for both thresholds. In order to build the ROC curve, the detection methods
(PANP and MAS 5.0 P/A) are applied to the data and their p-values are computed.
Next, different choices of the single threshold are compared with the p-values,
and then detection calls are defined. The true call is known because a simulated
data set is used; therefore, TP and FP rates can be calculated for each case. The
BFM defines a single list of detection calls taking into account all microarrays,
whereas the other methods generate a list of calls for each chip, for this reason
251 ROC curves are shown for PANP and MAS 5.0 P/A in Figure 4(a). Panel (b)
shows a single curve for PANP and MAS 5.0 summarizing the information from
the multiple samples.

An interesting result is observed for the BFM: the posterior probability ¢* in (3)
converges to 1 for any probe set exhibiting an intermediate or strong pattern across
samples. On the other hand, this probability converges to 0 for any probe set show-
ing weak or no pattern. These extreme probabilities determine only presence or
absence calls, and thus eliminate the need of defining thresholds for a “Marginal”
detection call. The ROC curve for the BFM in Figure 4 shows the results for 6 dif-
ferent sample sizes ranging from 25 to 251; these samples are randomly selected
from the group of 251 arrays. Given any threshold in the interval (0, 1), the (FP,
TP) rates are summarized by the asterisk marks for each sample size.

The high level of certainty in presence/absence calls is in part a function of the
size of the data sets. We have around 251 observations from a 22—40 dimensional
(depending on the probe set) multivariate normal, which offers significant evidence



Detection of coherent patterns in gene expression data 13

for the presence or absence of a non-zero mean. We have evaluated the behavior of
q* in a MCMC run assuming a reduced number of probes and/or a reduced number
of samples. The analysis involves a random selection of 5 rows and/or 5 columns
of the two matrices presented in Figure 1. We have found that the probabilities
g™ differing from O or 1 are common when small sample sizes and/or few probes
are used in the study. However, the simulations we have presented are reflective of
many publicly available data sets. In particular, the number of probes in a probe
set is fixed and unchanging.

According to Figure 4, PANP outperforms MAS 5.0 P/A for detecting gene
expression. The best result would be 0% false positives and 100% true positives
which is represented by the point located in the top left corner of the graph. The
closer the curve is to this point, the better is the performance of the method. As
can be seen, most black solid lines (associated with PANP) are above the gray solid
lines (representing MAS 5.0 P/A). This finding agrees with the result obtained by
Warren et al. (2007). Only 5 asterisk marks are shown in Figure 4 because the
results for 200 and 251 arrays are the same; we have FP = 0% for all cases and
(TP = 22.67%) for 25 arrays, (TP = 67.33%) for 50 arrays, (TP = 87.33%) for
100 arrays, (TP = 95%) for 150 arrays, (TP = 99.67%) for 200 arrays and (TP =
99.67%) for 251 arrays. This clearly suggests that the BFM outperforms the other
two methods when the sample size is large.

The number of microarrays available for analysis and the choice of w; have
an impact over the TP rate. Figure 5 explores these aspects. Panel (a) shows TP
rates for different numbers of samples and different choices of w;. Note that, for
a fixed w, the rate increases as the number of arrays increases. The TP rate is
0% if only 10 arrays and w; > 0.0075 are considered. A strong pattern across 251
samples may not be displayed on 10 samples. The FP rate is 0% for all sample
sizes. A random pattern across 251 samples is still random for smaller sample
sizes. For a fixed number of arrays, the TP rate seems to decrease as w increases.
This aspect is also explored in panel (b) which presents the TP rates for choices of
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Figure 5 BFM: (a): TP rates for different number of samples and different choices of w;. (b): TP
rates for different choices of w| and assuming 251 microarrays fixed.
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w1 ranging from 0.05 to 0.150; all 251 samples are used in the analysis. Recall that
w1 controls the variability in the first component of the mixture prior (2) specified
for the factor loadings. As can be seen, the largest TP rates are associated with
small ws, and again this rate decreases as w; increases. If w; is set to be 0.11,
the TP rate is 0%, that is, the model cannot distinguish the two components of
the mixture prior, and thus probe sets showing strong pattern will be incorrectly
classified as “Absent.” In summary, Figure 5 shows that the performance of the
BFM depends on the sample size, and the choice of w; can be used to calibrate
the model by relaxing or strengthening the assumption of zero factor loadings for
a noise probe set.

The BFM is insensitive to the choice of wj, in the range of very small values
for w; that we are interested in. This result is expected since we work with a
relatively large data set (251 microarrays) and this is sufficient to identify variance
parameters. Additional graphs similar to Figure 5(b) are presented in Appendix B
(Figure B.1), and they show how the factor model behaves, in terms of true positive
rates, for other choices of w;.

For a different type of cell, the normalization procedure defined in Section 2.1
provides transformed data with variability of intensities similar to those observed
in the study of breast cancer developed here. Therefore, the choice of w; and w;
does not depend on the type of cell we are examining.

2.5 Comparison of detection methods, using a real data set

In order to compare the performance of detection methods, a data set containing
information regarding the true presence/absence of a subset of genes is required.
The spike-in study developed by Affymetrix for expression algorithm assessment
is an interesting option involving the HG-U133A array (http://www.affymetrix.
com/support/technical/sample_data/datasets.affx). According to Affymetrix (see
the previous URL): “The data consist of 3 technical replicates of 14 separate hy-
bridizations of 42 spiked transcripts in microarrays for human genome; therefore,
the number of arrays available for analysis is 42. Different concentrations, ranging
from 0 pM to 512 pM, are used for the spiked transcripts. Four spikes are bac-
terial controls, eight spikes are artificial sequences believed to be unique in the
human genome, and thirty spikes correspond to cDNA clones isolated from total
RNAs of a lymphoblast cell line.” In other words, the chip contains sequences of
42 genes known to be absent in a non-spiked array, and the hybridization solution
contains transcripts from these special genes at different concentrations. An effi-
cient detection method is supposed to identify those 42 spiked genes as “Present,”
this is the point being evaluated in this subsection. Further details about this data
set can be found in the Affymetrix website previously indicated. A similar data set
designed for the same purpose has been used by Irizarry et al. (2003a) to evaluate
the effectiveness of expression measures produced by MAS 5.0 and RMA.


http://www.affymetrix.com/support/technical/sample_data/datasets.affx
http://www.affymetrix.com/support/technical/sample_data/datasets.affx
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In the real data analysis, two packages of functions written in the open source
statistical language R are used. The detection method MAS 5.0 P/A is imple-
mented in “affy” Gautier et al. (2004), and PANP can be applied via “panp.” Both
packages are integrated into the Bioconductor project (http://www.bioconductor.
org), a collaborative effort providing softwares for computational biology and
bioinformatics (Gentleman et al., 2004).

Recall that MAS 5.0 P/A and PANP require the specification of two thresholds
defining regions for detection calls (present, marginal, absent). The choice of such
thresholds is a crucial aspect to be considered in a study comparing three differ-
ent detection methods. The number of presence/absence calls varies depending on
the chosen values. As an example, assume the default thresholds (0.04 and 0.06
in MAS 5.0 P/A, 0.01 and 0.02 in PANP) to analyze the set of 42 microarrays in
the spike-in study. These techniques generate detection calls for each array, and
this information is summarized in a single list of calls by selecting the most fre-
quent classification for each probe set. MAS 5.0 P/A and PANP detect 46.95%
and 32.03% of the probe sets as present, respectively. The BFM applied to the
same data set identifies 0.77% of the probe sets as present. Different percentages
of presence calls suggest different false positive rates for each method.

In this real application, assume again the prior specifications and MCMC con-
figuration indicated in Section 2.3. The BFM detects 172 probe sets out of 22,300
as “Present.” Taking the previous discussion into account, we define thresholds for
PANP and MAS 5.0 P/A such that the number of presence calls is close to the
result from the BFM. It is not possible to select thresholds providing exactly 172
presence calls for PANP and MAS 5.0 P/A, because some p-values are the same
(precision of 4 decimal places) which implies the same classification for a group
of probes sets. Therefore, the threshold providing the smallest number of presence
calls larger than 172 is chosen for the analysis (0.00180 for MAS 5.0 P/A, and
0.00015 for PANP). The first threshold is the most important, because in the study
of the spike-in data interest lies in the presence calls. The second threshold is not
considered here, and any probe set with p-value larger than the first threshold will
be classified as “not present” combining marginal and absence calls.

Figure 6 compares detection calls for the 42 spiked probe sets. As can be seen,
the BFM correctly identifies all 42 cases as “Present,”> whereas PANP and MAS
5.0 P/A indicate 16 and 14 presence calls, respectively. This result based on real
data reinforces the conclusion of the simulated study in the previous subsection,
where the BFM outperforms the other two methods. Figure 7 displays images of
two probe sets across samples in the spike-in data. Panel (a) shows a consistent and
strong pattern for each probe across samples. The corresponding probe set belongs
to the group of 42 spiked-in cases, and it was detected as “Present” by the BFM

3The factor model takes into account the co-expression of probes across all arrays to generate the
P/A call. The detection call for a certain probe set is not generated based only on a single array
hybridized with concentration 0 of the target sequence.


http://www.bioconductor.org
http://www.bioconductor.org
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Figure 6 Detection calls of BEM, PANP and MAS 5.0 P/A for 42 spiked probe sets. Presence calls
(gray) and non-presence calls (white). All 42 spiked probe sets are detected as present using BFM,
which is a significant improvement over PANP or MAS 5.0 P/A.
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Figure 7 Spike-in study: (a) is an example of a probe set showing a consistent pattern across
samples (detection call: BFM = “Present,” Other methods = “Absent”). (b) is an example of a
probe set detected as “Absent” by the BFM.

and as “Absent” by the other techniques. Panel (b) presents a probe set whose
probes randomly alternate intensities across samples. This is a typical “Absent”
case correctly identified by the BFM.

3 Factor model to study DNA copy number alteration

The number of copies of a gene in a chromosome can be modified as a conse-
quence of problems during cell division. These alterations play an important role
in human cancer. Several methods have been developed for identification of such
chromosomal abnormalities; see for example Lai et al. (2005), Diskin et al. (2006),
Wieringen et al. (2006) and Rueda and Uriarte (2007). However, none of these
methods compare data sets representing different tumors to investigate whether a
gene list, detected with CNA in one cancer type, is also representative of CNA in
other types of tumors.
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We focus on regions of the genome that are known to exhibit CNA, and identify
those genes that are showing evidence of it. This is critically important because
these are the genes in the region that may be relevant in cancer progression. The
genes that do not show coherent expression in the region are evidently unexpressed
or otherwise regulated and are therefore less likely to be driver mutations.

Consider seven data sets evaluated in Chin et al. (2006), Miller et al. (2005),
Sotiriou et al. (2006), Wang et al. (2005), Bild et al. (2006), Marks et al. (1991) and
Freije et al. (2004).* The first four studies involve microarrays for breast cancer,
and the remaining references are associated with lung, ovarian and brain cancer,
respectively. In addition, assume a collection of genes known to be coherently ex-
pressed. These co-expressed genes are located altogether in the chromosome, and
their locations are known. An annotation file identifying the chromosome location
of each probe set can be obtained from the Affymetrix webpage, and it can be
used to determine the gene lists investigated in this section. We generate the lists
by collecting all genes within a fixed range, defined around some central point
representing the location of the group.

The selected genes have been shown to be over-expressed in certain breast can-
cers due to duplications of their DNA segment (see Pollack et al., 2002; Lucas et
al., 2010).> Extra copies of the DNA leads directly to a higher concentration of
mRNA for those genes through a dosing effect, and thus the measurements in the
microarrays are affected. The question driving the present study is: does the same
chromosomal duplication occur in other types of cancer cells? In other words,
given a chromosomal region that is known to exhibit CNA in breast cancer, can
we measure that abnormality in breast cancer gene expression and can we assess
whether that same region exhibits CNA in other tumor tissue types? Our study fo-
cuses on the effects of CNA over the gene expression pattern across samples. The
factor analysis can be used to statistically assess the CNA effect.

3.1 The factor model

Denote X as the (m x n) matrix containing the RMA output of probe set i in
sample j. The RMA is used to preprocess the data analyzed in Section 3 and we

4We consider Affymetrix HG-U133A oligonucleotide arrays explored in Chin, Miller, Sotiriou,
Wang, Marks and Freije. The experiments to generate signatures use HG U133 2.0 plus arrays
(Affymetrix) in Bild. Only the RMA output was available for the dat sets Chin and Bild.

5In Lucas et al. (2010) the expression scores of 56 latent factors were assessed on both breast cancer
data set as well as breast tumor cell lines. These scores were then compared with CGH clones in the
corresponding tumor and cell line samples using Pearson correlation. Approximately, 1/3 of the
factors show a significant degree of association with the CGH clones in small chromosomal regions
in both tumor and cell line. We consider an interval around the central point of the chromosomal
region where the indicated correlations are significant to select probe sets for our analysis. Note
that the breast cancer data is linked to CNAs in specific chromosomal regions through latent factors
identified in a factor model.
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are no longer looking at the expression of probes. In the scenario without CNA,
we expect the expression of probe sets across samples to randomly alternate values
due to the activities of pathways that are relevant to each gene individually. In the
scenario with chromosomal duplications, the pathway activity is swamped by the
impact of CNA, and coherent patterns can be detected. We choose to standardize
the rows of X; as a result, we can consider a more parsimonious model without a
mean expression parameter p. The factor analyses with and without x provide very
similar results which makes the parsimonious version more attractive. Consider the
one-factor formulation X = aA + & shown in (1). The model defined in Section 2
and the current one differ in terms of the mixture prior distribution specified for
the factor loadings.

a; ~ (1 —hi)do(a;) +hiNQO, w),
(5)
h; ~ Bernoulli(q) and ¢ ~ Beta(yy, y2),

where Jo(«;) means «; = 0 with probability 1. Because each row of X repre-
sents a different probe set and some genes may exhibit distinct patterns, the mix-
ture prior is specified for each loading i. Note that /; is a binary latent variable
indicating whether o; = O or not. The probability ¢ measures the overall level
of sparsity in the factor loadings, and we express our uncertainty about this pa-
rameter through the Beta distribution. The posterior estimate of ¢ is an interest-
ing measure of coherent patterns in X. Conjugate priors are specified for the re-
maining parameters: A; ~ N(0, 1), &;; ~ N(0, aiz) and al-z ~ 1G(a, b). The Gibbs
Sampler algorithm is implemented to generate values from p(a, A, 02, h, q|X).
The likelihood function and the full conditional posterior distributions are pre-
sented in Appendix C. The conditional probability p(h; = 1|w, A, 02, ¢, X) =
q/{qg + (1 — g)N[0|Mg, V4]/N[0]0, w]} can be used to measure how strong is
the expression pattern of probe set i; see Appendix C to identify M, and V.

3.2 Simulated study

Assume w = 10 and y; = y» =1 in (5), aiz ~1G(2.1, 1.1). The MCMC algorithm
is set to perform 2000 iterations (burn-in period = 1000). The initial values of
the chains are ai(O) =0, (aiz)(o) =1, q(O) =0.5, hl(()) ~ Bernoulli(0.5) and )\5.0) ~
N(0, 1). Fast convergence to the target distribution is observed. The procedure
to generate the data is simple: we select a real breast cancer data set (Miller et
al., 2005) representing the expressions of 23 probe sets across 251 samples. The
model in Section 3.1 is fitted to the real data and the posterior estimates of «, A
and o2 are assumed as the real values. In short, our procedure to simulate data
is a reconstruction of X with its most important features. We generate ¢;; from
N(O, aiz) and compute o + ¢ to obtain the synthetic X.

The conditional posterior distribution of «; is a mixture of o (c; ) and a Gaussian
component. Figure 8(a) suggests a good performance of the proposed model; in
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Figure 8 Panel (a): box plots summarizing the behavior of the bias (for a; and A ;) or the ratio

(for oi2) involving the posterior estimates and the true value of the parameters. Panel (b): box plots
indicating the distribution of p(h; = 1|---), and the image of the simulated X with columns sorted
so that the 1st principal component is monotone.

most cases the true value is close to the posterior mean and located inside the 95%
credible interval. Panel (b) shows the heat map image of the simulated data and
box plots representing the posterior distribution of p(h; = 1| - - -). Note that the box
plots concentrate the probability mass around 1 for some probe sets, which means
that these cases have higher posterior probability that o; # 0, and it suggests a
coherent pattern across samples. Some probe sets located in the top have box plots
more dispersed in the unit interval. In particular, the box plots in rows 4-8 indicate
probability mass below 0.5. The expression patterns observed in the image are in
accordance with the interpretation obtained from the box plots.

3.3 Real data analysis

Here, we investigate the CNA effect over the gene expression across samples of
4 different types of cancer. Again, CNA is known to occur in some chromosome
regions for breast tumors (see Pollack et al., 2002; Lucas et al., 2010); we identify
the group of genes located in those regions, and then examine the expressions of
these genes for other types of cancer. The same priors and MCMC configurations
described in Section 3.2 are applied in this study; fast convergence to the target
distribution is observed.

Figures 9 and 10 show images of matrices X with rows representing probe sets.
We apply the factor model described in Section 3.1 to each data set, and generate
box plots representing the distribution of p(h;|---). In addition, we perform the
factor analysis for probe-level data using the model (1). The presence/absence calls
for each probe set are presented in the color bar displayed to the left of some
panels; the probe-level data are not available for some data sets.

Note that few probe sets are detect as “absent’ in the breast cancer data sets. This
result is expected since the genes were selected in a region of the genome where
CNA occurs for breast cancer. In the ovarian case, most probe sets are detected
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Figure 9 Probe-level analysis with model (1): Presence (white) and Absence (black) calls are
shown on the left of some images. Gene-level analysis with model (5): Box plots representing the
distribution of p(h; = 1|---) are shown in the middle of each panel. All panels investigate the same
gene list located between positions 108,000,000 and 112,000,000 in Chromosome 6. Columns are
sorted so that the 1st principal component is monotone.

as “Present”; however, the number of absence calls increases a bit as compared to
the breast cancer. The brain cancer indicates distinct results, that is, a majority of
presence calls in Figure 9 and a majority of absence calls in Figure 10. In most
cases, presence calls seem associated with a row displaying increasing or decreas-
ing patterns in the image, and absence calls seem associated with random patterns.

The box plots in Figures 9 and 10 show high probability mass above 0.5 for most
probe sets in almost all panels. Note that coherent patterns in the image graph are
related to box plots located above 0.5, and random patterns correspond to dispersed
box plots centered below 0.5. The brain cancer panel in Figure 10 is the case
showing the largest number of box plots not concentrated around 1.

The box plots in Figure 11 represent the posterior distribution of the probability
g specified in (5). As can be seen, the graph for the brain cancer (Figure 10) is
the only one suggesting high probability mass below 0.5. This result indicates that
the sparsity level in the factor loadings vector is high, and thus the CNA can be



Detection of coherent patterns in gene expression data 21

Chin (Breast) Miller (Breast)

j [ f, ‘l‘#‘wl AL el
q = | : il ‘M\ i
%13 ] i i !‘ ‘ & g \;Hl“l‘ H‘H\']HI\ i{"\“\ “\ ! | “ |
i e ,r'}wfw'ﬁf{ |

: i ;» L

N .

2 IR ’ il 1uum‘\‘\m i ‘\
.
f i R
i Im‘[ |w‘| ﬂl;& )‘"”J“‘\‘ | B ‘ [h““mul !J

, ”'U”E M .M‘ il

Call

s Ph=)

Freije (Brain)

o | ll|.:‘_||" 1l
‘ Wt -2 4 l!’r'*'i

3
WA

a0 e ° 8

& 14 I‘ I\IH,I\ ) L £ 14|

2 J'Flll III+1’| i I III

of 5 ||||

Q 05 40 60 c 0 05 1 20 40 60 80 100 120 140 o 0.5
P(=1H Microarraye Calls PiREIH Microarays Calle PO

20 30 40
Microarrays

Figure 10 Probe-level analysis with model (1): Presence (white) and Absence (black) calls are
shown on the left of some images. Gene-level analysis with model (5): Box plots representing the
distribution of p(h;|---) are shown in the middle of each panel. All panels investigate the same gene
list located between positions 208,000,000 and 212,000,000 in Chromosome 1. Columns are sorted
so that the 1st principal component is monotone.

considered absent. All other data sets have box plots suggesting: low sparsity level
in «, strong coherent pattern for most probe sets, and presence of CNA.

In Figure 12, we compare the behavior of the factor models (1) and (5). As can
be seen, the posterior estimates for the breast cancer data are similar for both mod-
els; several intervals do not contain the value 0, and the posterior means are located
in similar positions. The posterior estimates for « reflect the absence of CNA effect
identified for brain cancer in Figure 11. Note that the model in Column 1 provides
intervals centered around zero, and the model in Column 2 estimates several «; as
Zero.

We have applied the model (1) to the data sets X shown in Figures 9 and 10. The
results are in accordance with the interpretation of the box plots in Figure 11, that
is, the only case associated with a small probability ¢g* in (3) is the brain cancer
with genes from Chromosome 1. A small ¢g* suggests no CNA effect in that case.
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Chromosome 1.

4 Conclusions

In this paper, factor models are proposed to evaluate the gene expression of
Affymetrix oligonucleotide microarrays. Our first study is focused on detection
calls to examine the presence/absence status of probe sets targeting genes. The
factor model (BFM) evaluates whether the probes within a probe set exhibit a con-
sistent pattern of intensities across arrays. In a simulated study to investigate the
inference performance, the factor model provides good approximation between
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posterior estimates and real values of the parameters. In a second simulated study,
we compare the BFM with two other detection methods suggested in the litera-
ture. The main conclusion was obtained from ROC curves comparing the methods
in terms of true positive and false positive rates. The BFM indicates the best combi-
nation of high true positive and low false positive rates. However, the performance
of the proposed factor model depends on the number of microarrays available for
analysis. The smaller the sample size, the lower the TP rate. The study suggests
that the BFM is preferred to PANP and MAS 5.0 P/A, particularly if a large number
of samples is available. We have also considered a real data set related to a spike-
in study to compare the detection methods. In the designed experiment, transcripts
from 42 spiked genes were known to be present in the arrays. The BFM correctly
detected the presence of all spikes, whereas PANP and MAS 5.0 P/A indicated
absence call for some cases.

The second application presented in this paper involves a factor model for probe
set expression data instead of probe-level data. Chromosomal duplications affect-
ing the number of transcripts of genes located in a specific region of the genome
are known to occur in breast cancer tumors. The main idea of this study was to
examine copy number changes for the same group of genes in other types of can-
cer. Images of probe sets across arrays can be inspected for visual identification of
patterns suggesting CNA; however, the factor analysis provides a more accurate
answer than the visual inspection. The rows of X represent genes, and different
genes may exhibit distinct expression patterns; therefore, we have proposed in Sec-
tion 3 a factor model with a mixture prior for each loading «;. We induce sparsity
assuming &g (c;) as one of the components of the mixture, and a Beta distribution
is used to express our uncertainty about the probability of «; # 0. In a simulated
study to verify performance, we have concluded that the model can estimate well
the true values of the parameters. Next, we have analyzed real data for different
types of cancer. The main conclusions are obtained from box plots representing
the posterior distributions of p(h; = 1|---) and g. There is association between
the expression pattern, displayed in the heat map image, and the position of the
box plot for p(h; = 1|---). The probability mass is concentrated above 0.5 for
coherent patterns, and below 0.5 for random patterns. The posterior estimate of ¢
indicates the overall level of sparsity in the factor loadings. We use this result to
measure our posterior uncertainty about the presence/absence of CNA. The CNA
effect was detected for almost all data sets, the only exception was the brain cancer
with genes from Chromosome 1.

Appendix A: Analysis of high-throughput sequencing data

RNA-Seq is a promising new technology to measure gene expression. Its main
steps are (i) RNA’s are isolated from a sample and converted to cDNA fragments,
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(i1) a high-throughput sequencer is used to generate millions of reads (short nu-
cleotide sequences) from the cDNA fragments, (iii) an alignment tool is used to
map the reads to a reference genome, and (iv) counts of reads mapped to each
gene are used to estimate expression levels. Because the outputs of RNA-Seq are
counts, they are referred to as “digital” gene expression, as opposed to the “ana-
log” fluorescence intensities from microarrays. Although the technology is still
young, its output data have been analyzed in several scientific publications (e.g.,
Marioni et al., 2008, Mortazavi et al., 2008 and Wang et al., 2009). RNA-Seq data
have some advantages over microarrays, such as low background noise, an abil-
ity to detect novel transcripts, and the requirement of less RNA samples. On the
other hand, some experimental challenges must be addressed, such as read map-
ping uncertainty. The reads are much shorter than the transcripts from which they
are derived, and there is the possibility that a single read may map to multiple
genes, complicating the expression analysis. Different approaches have been pro-
posed in the literature to deal with this problem; one might discard reads that map
to multiple locations (Marioni et al., 2008), allocate the reads to genes heuristically
(Faulkner et al., 2008), assume a statistical model with latent variables represent-
ing the true mappings (Li et al., 2010).

In this section, we apply the BFM in (4) to analyze the coherent pattern across
samples of RNA-Seq data, and then determine the presence/absence status of the
corresponding gene. This strategy can be an interesting approach for the read map-
ping uncertainty issue, where a random pattern is potentially observed for a gene
with a large number of incorrectly mapped sequences. On the other hand, a large
number of nucleic acid sequences targeting the correct gene will contribute to a
strong pattern across samples.

The expression data are obtained via the high-throughput sequencing system
Illumina Genome Analyzer 2. This sequencer generates images of size approx-
imately 1 Tb. The data are then processed and passed through a quality con-
trol where bad reads with a chastity score lower than 0.2 are discarded. Next,
the remaining reads with a quality score larger than 15 are consolidated into a
frequency. Finally, the reads are mapped to the human genome wherever possi-
ble. The data set is composed of 32 samples related to Ovarian tumors (source:
Harvard Medical School; access: The Cancer Genome Atlas data portal, http://
tcga-data.nci.nih.gov/tcga/).

For each sample, the data set contains a list of sequences (17 nucleotides in
length), the total number of reads per sequence and the associated gene symbol.
Each nucleic acid sequence has a single entry in the list, and more than one se-
quence may target the same gene. The number of nucleotide sequences and the
number of identified genes may vary between samples. The total number of genes
in the union of all samples is 44,320; however, only 16,082 cases can be found in
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the intersection. Our study is focused on those genes in the intersection. For each
gene, any row of matrix X represents a DNA sequence targeting that gene in at
least one sample. In general it is possible that, as a consequence of read mapping
uncertainty, the sequence belongs to another gene.

Of the 16,082 genes that we consider, 852 are represented by a single nucleotide
sequence (i.e., X is a n-dimensional row vector). In addition, 1634 genes are as-
sociated with more than 100 sequences, most of which are identified in only 1
sample. Neither of these situations provide significant information regarding co-
herence of expression. With this in mind, we filter the 16,082 genes by selecting
those cases with corresponding matrix X having more than 20 rows with very
few rows full of zeros (criterion: at least 70% of the DNA sequences detected in
at least 5 samples). It is important to highlight that the focus of this application
is to show how the analysis of coherent patterns across samples can be useful to
handle the presence/absence detection problem for a subset of genes identified in
RNA-Seq data.

The normalization procedure described in Section 2.1 to remove background
noise in microarray data is not required in the analysis of RNA-Seq data. The
counts of reads are not significantly affected by background noise; therefore, no
transformation is applied to the values in X. Figure A.1 shows heat maps represent-
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Figure A.1 Count of reads for each sequence across samples. The sequences target gene
“C6orf162” (chr. 6) in (a), “TMEDA4” (chr. 7) in (b), “ARLAC” (chr. 2) in (c), and “PHLDA1”
(chr. 12) in (d). The square root of the original count data are displayed (columns are not sorted and
rows are not standardized).
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ing matrices X for 4 different genes. As can be seen, the magnitude of the count
values can be different between rows. Note that the image displayed in panel (b)
indicates rows 1, 6, 20 and 24 containing the largest values in that matrix. Given
this difference between rows, it seems appropriate to introduce the mean expres-
sion parameter x4 in the model. We use the model specification (4), and assume the
prior distribution u ~ N, ({1, 1001,,) with {i being a m-dimensional column vec-
tor containing the minimum value of each row of X. In addition, we consider the
same prior specifications defined in Section 2.3 for o, A and al.z. The MCMC algo-
rithm is set to perform 2000 iterations (burn in period = 1000). The initial values
of parameters are the same as those defined in Section 2.3; we also set u(® =1.

Consider Figure A.2 where the rows of the selected matrices are standardized
and the columns are ordered. Note that, panels (a) and (b) show images suggesting
a more random pattern across samples; whereas panels (c) and (d) present cases
where the count of reads indicates a strong coherent pattern. We fit the BFM to the
four matrices displayed in Figure A.1 and the result confirms the visual interpreta-
tion of Figure A.2, that is, the “Absent” call is obtained for the genes represented
in panels (a) and (b), and the “Present” call is determined for the genes in panels
(c) and (d).
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Figure A.2 Count of reads for each sequence across samples. The sequences target the gene
“C6orfl62” in (a), “TMEDA4” in (b), “ARLAC” in (c), and “PHLDA1” in (d). In order to improve
the expression pattern visualization, the rows are standardized and the columns are sorted in the
direction of the first principal component.
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The Basic Local Alignment Search Tool (BLAST) is a program that can be
used to identify nucleotide sequences; see Altschul et al. (1990) and http://blast.
ncbi.nlm.nih.gov/Blast.cgi. The algorithm verifies whether an input sequence has
similarities with other sequences in a public database. In fact, BLAST is a group of
programs available for different types of query sequences, and in this application,
we are interested in the BLAST search for short DNA sequences (17 nucleotides)
associated with each row of matrix X. Therefore, we consider the “blastn” program
to search a nucleotide database using a nucleotide query. The goal of this analysis
is to verify whether the RNA-Seq data and BLAST identify the same gene for the
sequences used for the genes in Figure A.2. The BLAST output® for a particular
sequence is a list of the genes which contain nucleotide sequences that resemble
the input sequence above certain threshold.

In summary, the main aspects of the current study are: (i) A fast alignment tool
(not BLAST) is used to map sequence reads to a gene, (ii) BLAST—a more re-
liable tool—is applied to identify the target gene for each sequence read (both
methods may agree or not), (iii) The BFM is applied to evaluate the relation be-
tween detection calls and the number of agreements between BLAST and the fast
alignment tool.

We performed a BLAST search for every sequence (row) of the matrices pre-
sented in Figure A.2; the results are reported in Table A.1. Note that the genes
classified as “Present” through the BFM have a large number of sequences show-
ing agreement between BLAST and the RNA-Seq gene identification. In particu-
lar, this agreement result is observed for all sequences related to gene “ARL4C”
in panel (c) and 25 of 28 for panel (d). On the other hand, the genes with detec-
tion call “Absent” indicate a large number of disagreement cases, that is, the gene
suggested in the data set was not found in the BLAST search. The disagreement be-
tween BLAST and the data set gene identification can be considered an indication
of incorrect sequence mapping. The analysis of the coherent pattern across sam-
ples via the BFM seems a reasonable strategy for detection of genes containing
a relatively large number of sequences with incorrect mapping. Only four genes
were analyzed in this section, but we have obtained similar conclusions from other
cases not described here.

We assume the Gaussian distribution in this analysis; however, a more natu-
ral choice for count data would be the Poisson or Negative Binomial distribu-
tions. The Negative Binomial has two parameters, and the second parameter can
be used to adjust the variance independently of the mean, which makes this dis-
tribution useful for cases of overdispersed data. Another alternative is the Gener-
alized Poisson (GPois): p(Y = y|v, 1) = [(Y/y) /(¥ + yr)* " Nexp{—y¢ — yt},
where ¥ >0,0<t<1,and y=0,1,2,...; (t =0) = Poisson(y). It can be
shown that E(Y |y, 7) = (1 — 1)~ and Var(Y |y, t) = ¥ (1 — 7)~3. Consider

SBLAST is a computationally expensive, but very high fidelity technique for mapping short nu-
cleotide sequences back to the transcriptome. Its results are more reliable than the fast alignment
tools used to map millions of sequence reads in RNA-Seq data.
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Table A.1 Number of DNA sequences where the gene identification
from the RNA-Seq data is confirmed via BLAST

Gene symbol BFM P/A call # of agreements  # of sequences

C6orf162 Absent 13 21
TMED4 Absent 8 26
ARLAC Present 25 25
PHLDAI1 Present 25 28

the result Var(Y |y, 7)/E(Y|¥,7) = (1 — 7)72 > 1, i.e., the GPois is suitable
for count data with sample variance considerably larger than the sample mean.
In a Poisson outlier context, one could assume the following mixture model:
Xij ~ GPois(y;j, zijt) with z;; ~ Bernoulli(§;) and 0 < v < 1. Factor loadings
and scores can be associated with log(v;;) in a hierarchical structure. Let §; = 0 to
define a model for standard Poisson observations. We can develop a fully Bayesian
analysis via Gibbs Sampler for this model. The full conditional distribution of 7 is
log-concave with respect to its arguments; therefore, the Adaptive Rejection Sam-
pling algorithm can be applied.

Appendix B

Here, we present the full conditional posterior distributions associated with the
model X = ul, + oA+ ¢ in (4). All prior specifications are defined in Section 2.2,
except u ~ N,, (1o, 2). Because we standardize the rows of X, the model (1) does
not contain . The formulations can be easily adapted to that case by letting u = 0.
Define X.; as the m-dimensional column vector representing the jth column of X.
Note that (X.j|i, @, A, %) ~ Nylp + arj, D] with D = diag(o?,...,02). We
assume conditional independence between samples; therefore, p(X|u, o, A, o?) =
]_[’j’-:1 p(X.jlw, X, 02). The Bayes theorem provides:

e (ula,r,0%,X) ~ Nyy(M,, V) with V, = [nD~! + 271171 and M, =
Vil o+ D70 (X — )]

o (alp, h, 02, X)~ (1= g*) N (M}, ®F) +q* Ny (M3, &%) where @F = [&; ' +
D=1/17 ! and M} = @F[D~1(X — 1,2 for 1 € {1,2}.

4" = GRS/ GRSk a + F2S (1 — ).

o (AMu,a, 02, X)~ N(M,, Vy) with Vs, = (@' D 'a+1)"11, and M, = V, [(X —
wl,) D al.

e Denote UEI. = (012,...,0[271,0&1,...,0,,21). (ai2|u,a,K,oEi,X) ~ IG[a +
(n/2),b + Bl with B = 3[3_ X7 — 206 X}y Xij — 20 )y A Xij +
of Y0y A3 4 2umia Yoy A+ il

Figure B.1 shows additional graphs complementing the analysis of Figure 5(b).
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Figure B.1 True positive rates obtained via BFM for different choices of w1 (assume 251 microar-
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Appendix C

Consider X = aA + &, where « is (m x 1) and A is (1 x n). We can write the
likelihood function in two equivalent forms:

o Likelihood 1: Let X represent the column j of X, and A ; is the jth element of
A. Note that (X la, A j 0 ) N [ozA o D]. Assume condltlonal independence
between samples pX|a, A, 0 2y = 1 P(X.jle, A, a?).

e Likelihood 2: Let X;. represent the row i of X, and «; is the ith element of «.
Note that (X] |a;, A, o*l.z) ~ Nu[Na;, o*l.zln]. Assume conditional independence
between rows of X: p(X|a, A, o) = o p(Xia, A, o).

The posterior computation for each parameter can be simplified by choos-
ing the appropriate version of the likelihood. Denote h = (hy, ..., hy), a_; =
(@1, ..oy i1, g1, ..., 0y) and Aoj=@A1,...,Aj—1,Aj41, ..., Ay). The Bayes
theorem provides:

o Ifh; =1, (Oli|Ol—i,)h,O'2,ha X) ~ N(My, Vo) with Vo =[L + éz’}:l M

andMa_V[ 7 3.t

If h; =0, the full conditional posterior of «; is §p(e;).
(glh) ~ Beta(y, +Z L hisya+m =30 hy).

p(hi = 1la, k 02,4.X)=q/lg+ (1 —q )N[OIMa,Va /N10]0, w]}.
(Ajlo, hej, 0 X) ~ NM;,V,) with V) = (@D 'a + )7 and M, =
VA (07 D I]
° (02|oe A, 02 X) IG[a + (n/2),b + B] with B = %[Xi.le_ — 20;AX] +
al)»)\’o/]

Appendix D

Figure D.1 shows three matrices displaying the preprocessed data obtained from
the RMA background correction and quantile normalization. The RMA back-
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Figure D.1 Intensities of PM probes within three different probe sets. Samples are along the x-axis
and PM probes are on the y-axis. The data are preprocessed through the RMA steps of background
adjustment and quantile normalization. Panels (a) and (b) correspond to the cases in Figure 1(a) and
(b), respectively. The columns are sorted so that the 1st principal component is monotone.

ground adjustment is designed for PM probes only; therefore, the MM probes are
excluded from the analysis, and thus the number of rows of matrix X is reduced.

In Section 2, our study includes the MM probes. We could have deleted the
MM probes from the study, however, we found that, even though the MM probes
are often lower in expression level, that expression change is consistent and they
tend to show similar expression patterns across samples as the PM probes. We
therefore believe that the MM probes offer increased information for model fitting
and inference.

As opposed to RMA, the preprocessing procedure defined in Section 2.1 can be
used with PM and MM probes. We have observed coherent patterns for most probe
sets, including the three cases in Figure D.1. It is common sense that some probe
sets represent just noise effects; therefore, the large number of cases indicating
coherent patterns might suggest that the RMA does not subtract very well the
overall brightness from the chips. We apply the factor model (1) to the data sets
in Figure D.1 assuming the same configuration of priors and MCMC indicated in
Section 2.3. The detection call “Presence” is obtained for the three cases. In order
to distinguish between weak and strong coherent patterns, one could try to increase
a little bit the choice of w in (2).
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