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DEVIATION INEQUALITIES, MODERATE DEVIATIONS AND
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First, under a geometric ergodicity assumption, we provide some limit
theorems and some probability inequalities for the bifurcating Markov chains
(BMC). The BMC model was introduced by Guyon to detect cellular aging
from cell lineage, and our aim is thus to complete his asymptotic results. The
deviation inequalities are then applied to derive first result on the moderate
deviation principle (MDP) for a functional of the BMC with a restricted range
of speed, but with a function which can be unbounded. Next, under a uniform
geometric ergodicity assumption, we provide deviation inequalities for the
BMC and apply them to derive a second result on the MDP for a bounded
functional of the BMC with a larger range of speed. As statistical applica-
tions, we provide superexponential convergence in probability and deviation
inequalities (for either the Gaussian setting or the bounded setting), and the
MDP for least square estimators of the parameters of a first-order bifurcating
autoregressive process.

1. Introduction. Bifurcating Markov chains (BMC) are an adaptation of
(usual) Markov chains to the data of a regular binary tree; see below for a more
precise definition. In other terms, it is a Markov chain for which the index set is a
regular binary tree. They are appropriate, for example, in the modeling of cell lin-
eage data when each cell in one generation gives birth to two offspring in the next.
Recently, they have received a great deal of attention because of the experiments
of biologists on aging of Escherichia Coli; see [15, 20]. E. Coli is a rod-shaped
bacterium which reproduces by dividing in the middle, thus producing two cells,
one which already existed, that we call old pole progeny, and the other which is
new, that we call new pole progeny. The aim of their experiments was to look for
evidence of aging in E. Coli. In this section, we will introduce the model that al-
lowed the authors of [15] to study the aging of E. Coli and we refer to their works
for further motivations and insights on the data leading to the model studied here.
This model is a typical example of bifurcating Markovian dynamics, and it has
been the motivation for the rigorous mathematical study of BMC in [14]. This also
motivates Sections 2 and 3 in the sequel, where we give a rigorous asymptotic (and
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nonasymptotic) study of BMC under geometric ergodicity and uniform geometric
ergodicity assumptions.

1.1. The model. Let T be a binary regular tree in which each vertex is seen as
a positive integer different from 0; see Figure 1. For r € N, let

.
G, ={2,2"+1,....27" 1}, T, = | J Gy,
g=0

which denote, respectively, the rth column and the first (r + 1) columns of the tree.
Then, the cardinality |G, | of G, is 2" and that of T, is |T,| =2"t! — 1. A column
of a given integer n is G,, with r, = |log, n], where | x| denotes the integer part
of the real number x.

The genealogy of the cells is described by this tree. In the sequel we will thus
see T as a given population. Then the vertex n, the column G, and the first (r 4 1)
columns T, designate, respectively, individual 7, the rth generation and the first
(r + 1) generations. The initial individual is denoted 1.
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Guyon et al. [14, 15] proposed the following linear Gaussian model to describe
the evolution of the growth rate of the population of cells derived from an initial
individual:

Xon = aoXn + Bo + €20,
1.1 L(X)= d Vn>1
(-1 (Xp=v an "= {X2n+1=011Xn+/31+82n+1,

where X, is the growth rate of individual n, n is the mother of 2n (the new pole
progeny cell) and 2n + 1 (the old pole progeny cell), v is a distribution probability
on R, g, a1 € (—1,1); Bo, B1 € R and ((¢2, €2n+1), 1 > 1) forms a sequence of
i.i.d. bivariate random variables with law N> (0, I"), where

r:02<1 p), 02>0, pe(=1,1.
p 1

The processes (X)) defined by (1.1) are typical examples of BMC which are called
the first-order bifurcating autoregressive processes [BAR(1)]. The BAR(1) pro-
cesses are an adaptation of autoregressive processes, when the data have a binary
tree structure. They were first introduced by Cowan and Staudte [6] for cell lineage
data where each individual in one generation gives rise to two offspring in the next
generation. We will not discuss here extensions to m-ary tree, which follow more
or less from the same method, or Markov chains on Galton—Watson trees that are
left for an other study.

In [14], Guyon, after establishing the first results on the theory of BMC, proves
laws of large numbers and central limit theorem for the least-square estimators
0" = (ag, ,36, af, ,é{ ) of the 4-dimensional parameter 6 = («g, Bo, @1, B1); see Sec-
tion 4 for a more precise definition. He also gives some statistical tests which allow
to check if the model is symmetric or not (roughly g = &1 or not), and if the new
pole and the old pole populations are even distinct in mean, which allows him to
conclude a statistical evidence in aging in E. Coli. Let us also mention [4], where
Bercu et al., using the martingale approach, give asymptotic analysis of the least
squares estimators of the unknown parameters of a general asymmetric pth-order
BAR processes.

In this paper, we will give moderate deviation principle (MDP) for this estimator
and the statistical tests done by Guyon. We will also give deviation inequalities for
6" — 6, which are important for a rigorous (nonasymptotic) statistical study. This
will be done in two cases: the Gaussian case as described above and the case where
the noise and the initial state X | are assumed to take values in a compact set. Note
that the latter case implies that the BAR(1) process defined by (1.1) valued in
compact set.

We are now going to give a rigorous definition of BMC. We refer to [14] for
more detail.

1.2. Definitions. For an individual n € T, we are interested in the quantity X,
(it may be the weight, the growth rate, ...) with values in the metric space S en-
dowed with its Borel o-field S.
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DEFINITION 1.1 (T-transition probability, see [14]). We call T-transition
probability any mapping P : S x S — [0, 1] such that:

e P(-, A) is measurable for all A € S?;
e P(x,) is a probability measure on (S2, S?) for all x € S.

For a T-transition probability P on S x S2, we denote by Py, P; and Q, re-
spectively, the first and the second marginal of P, and the mean of Py and Pj, that
is, Po(x,B)=P(x,B x S), Pi(x,B)=P(x,S x B) forall x € S and B € § and
0 =35

For p > 1, we denote by B(S?) [resp., Bp(SP)], the set of all S”-measurable
(resp., SP-measurable and bounded) mappings f:S” — R. For f € B(S3), we
denote by Pf € B(S) the function

Xt Pf(x)= /2 f(x,y,2)P(x,dy,dz) when it is defined.
s

DEFINITION 1.2 (Bifurcating Markov chains; see [14]). Let (X,,n € T) be
a family of S-valued random variables defined on a filtered probability space
(R, F, (Fr,r € N),P). Let v be a probability on (S, S) and P be a T-transition
probability. We say that (X,,, n € T) is a (F;-)-bifurcating Markov chain with initial
distribution v and T-transition probability P if:

e X, is F,, -measurable for all n € T;
o L(X)=v;
e for all 7 € N and for all family (f,,n € G,) € B(S?)

E|: 1_[ fn(Xna Xon, X2n+1)/fri| = 1_[ an(Xn)-

neG, neG,

In the following, when unspecified, the filtration implicitly used will be F, =
o(X;,i € T,). We denote by (Y, r € N) the Markov chain on S with Yy = X and
transition probability Q. The chain (Y,,r € N) corresponds to a random lineage
taken in the population.

We denote by & the set of all permutations of N* that leaves each G, invari-
ant. We draw a permutation IT uniformly on &, independently of X = (X,,,n €
T). Drawing IT “uniformly” on & means drawing the restriction of IT on G,
uniformly among the (2")! permutations of G,. In particular, (IT(2"), [T(2" +
1), ..., 12" = 1)) can be viewed as a random drawing of all the elements of
G, without replacement. Notice that IT allows one to define a random order on T
which preserves the genealogical order. For example, (I1(i), 1 <i < n) denotes the
set of the “first” n individuals of T. IT was introduced by Guyon in order to sample
over the “first” n individuals. As mentioned in [14], this choice of IT allows one to
preserve the same asymptotic behavior for the empirical means resulting from the
sampling over (say) the rth generation, the first (r 4+ 1) generations or the “first”
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n individuals. In general, the choice of another permutation does not preserve the
asymptotic behavior of these empirical means. We refer to [14], Section 2.2, for
more detail.

Throughout the paper, we will denote by:

e [ ® g the mapping (x, y) = f(x)g(y).

e QP the pth iterated of Q recursively defined by the formulas Q°(x, -) = 8, and
oPtl(x, B) = [ O(s,dy)QP(y, B) for all B € S; Q7 is a transition probabil-
ity in (S, S).

e v the distribution on (S, S) defined by vQ(B) = [4v(dx)Q(x, B); vQ? is
the law of Y.

e (Of)(x)=[g f(»)Q(x,dy) when it is defined.

e (vf)or (v, f) the integral [ f dv when it is defined.

Foralli e T, we set A; = (X;, X2i, X2i+1). We introduce the following empirical
quantities:

_ 1 -

Mg, (f)=—— Y f(A,
|Gr| ieGr

— 1 -

(1.2) Mz, (f)=—= ) f(A),

T | ieT,

— 1z -

M) (f)= o > F(Angy),
i=1

where f(A;) = f(A) = f(Xi, Xai, Xai1) if £ € B(S®) and f(A) = f(X;) if
f e B(S).

Guyon in [14] studied limit theorems of the empirical means (1.2), namely the
law of large numbers (L? and almost sure versions) and the central limit theorems
for (1.2) when f € B(S?), but centered by the conditional expectation rather than
by the limit mean. An extension of the BMC has been proposed in [8], in which
the authors studied a model of BMC with missing data. To take into account the
possibility for a cell to die, the authors of [8] use Galton—Watson tree instead of a
regular tree. And they give a weak law of large numbers, an invariance principle
and the central limit result for the average over one generation or up to one gener-
ation. As previously mentioned, this setting will be considered in incoming works.
One can also mention the work of De Saporta et al. [7] dealing with bifurcating
autoregressive processes with missing data in the estimation procedure of the pa-
rameters of the asymmetric BAR process. They use a two type Galton—Watson
process to model the genealogy and give convergence and asymptotic normality
of their estimators. It is important to remark that the nonasymptotic study of de-
viation inequalities has not been considered at all in these works, despite their
practical interest.
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1.3. Objectives. Our objectives in this paper are:

e to give some limit theorems for BMC that complete those done in [14] (LLN,
LIL,...);

e to give probability inequalities and deviation inequalities for the empirical
means (1.2), that is, for f € B(S) and all x > 0

P(Mr,(f) — (i, f) > x) <e €&,

where C(x, r) will crucially depend on our set of assumptions on f and on the
ergodic property of Q but valid for (nearly) all r;

e to study moderate deviation principle (MDP) for BMC, that is, for some range
of speed /7 < b, < r (depending on assumptions) and for f € B,(S?) with
Pf=0

bwzﬂrwl p( ! 2
r - > ~ .
T log <bm| T,-(f)_X> s

e to obtain the MDP and deviation inequalities for the estimator of bifurcating
autoregressive process, which are important for a rigorous statistical study.

All these results will be obtained under hypothesis of geometric ergodicity or uni-
form geometric ergodicity, meaning that Q" converges (uniformly) exponentially
fast to a limiting measure.

The limit theorems, proved in this paper, include strong law of large numbers for
the empirical average M};{( f) with f € B(S) (this case is not studied in [14]), the
law of the iterated logarithm and the almost sure functional central limit theorem.
A strong law of large numbers will be obtained via control of 4th order moments.
We thus generalize the computation of 2nd order moments made by Guyon in [14].
It will be noted that the technique we will use can be applied to compute the other
higher-order moments, but at the price of huge and tedious computations.

Deviation inequalities will be obtained in the setting of unbounded functions, by
using the classical Markov inequality and under geometric ergodicity assumption.
The results are, however, at this point quite restrictive.

Exponential deviation inequalities will be shown for bounded functions and un-
der a uniform geometric ergodicity assumption. Their proof intensively uses the
Azuma-Bennett—Hoeffding inequality [1, 3, 16], which requires bounded random
variables. Extension to unbounded functions and weaker ergodicity assumptions
will be done in a further work, using transportation inequalities in the spirit of [12].

The MDP will be mainly deduced from these inequalities and general results
on moderate deviations of martingales; see [11], recalled in the Appendix B. Their
speed will depend on whether uniform geometric ergodicity or only geometric
ergodicity is satisfied.

Before presenting the plan of our paper, let us recall the definition of a moderate
deviation principle (MDP): let (b,),>0 be a positive sequence such that

by b2

— — 0 and 2 — .
n n—>oo n n—-oo



DEVIATION INEQUALITIES AND LIMIT THEOREMS FOR BMC 241

We say that a sequence of centered random variables (M,,),, with topological state
space (S, S) satisfies a MDP with speed b,zl /n and rate function /: § — R if for
each A € S,

X€A° n— 00

. . ... n n . n n
— inf I(x) < l}lnj)gfglogp(EMn € A> < hmsupglog]P’(EMn € A)

< —inf 7 (x);
xeA
here A° and A denote the interior and closure of A, respectively.

The MDP can thus be seen as an intermediate behavior between the central limit
theorem (b, = b+/n) and large deviation (b, = bn). Usually, the MDP exhibits a
simpler rate function inherited from the approximated Gaussian process, and holds
for a larger class of dependent random variables than the large deviation principle.

Our paper is organized as follows. Section 2 states the moments control in-
equalities and their consequences. We shall state in this section a first result on
the MDP for BMC in a general framework, but with a very restricted range of
speed. Section 3 deals with the exponential inequalities and their consequences. In
this section, we shall generalize the MDP done in Section 2, allowing for a larger
range of speed, but under more stringent assumptions. In Section 4, we will fo-
cus particularly on the first order bifurcating autoregressive processes. The proofs
of some inequalities are technical so postponed in Appendix A. Appendix B is
devoted to definitions and limit theorems for martingales used intensively in the
paper, and are included here for completeness.

2. Moments control and consequences. Let F' be a vector subspace of B(S)
such that:

(1) F contains the constants;
(i) F?C F;
(ii) F® FC L'(P(x,-)) forallx € S,and P(F ® F) C F,;
(iv) there exists a probability 1 on (S, S) such that F C L'(x) and

rl_i)rgoEx[f(Yr)] =, f)

forallx € Sand f € F;
(v) forall f € F, there exists g € F' such thatforall r e N, |Q" f| < g;
(Vi) FC L',

where we have used the notation F? = {f?/f e F}, F® F={f ® g/f.g € F)
and PE ={Pf/f € E} whenever an operator P acts on a set E.
The following hypothesis is about the geometric ergodicity of Q:

(H1) Assume that for all f € F such that (u, f) = 0, there exists g € F such
that for all » € N and for all x € S, |Q" f(x)| < a"g(x) for some « € (0, 1); that
is, the Markov chain (Y;, r € N) is geometrically ergodic.
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Recall that under this hypothesis, Guyon [14] has shown the weak law of large
numbers for the three empirical average Mg, (f), M, (f) and M1(f) (see [14],
Theorem 11 when f € F and Theorem 12 when f € B(S?)) and the strong law of
large numbers only for MG, ), qur (f); see [14], Theorem 14 and Corollary 15
when f € F and Theorem 18 when f € B(S3).

When f € B(S3) and under the additional hypothesis Pf2 and Pf* exist and
belong to F, he proved the central limit theorem for qur (f)and M}? (f);see[14],
Theorem 19 and Corollary 21. Recall that the central limit theorem for the three
empirical means (1.2) when f € B(S) is still an open question; see [8] for more
precision.

In this section, we complete these results by showing the strong law of large
numbers for M,l:[ (f), when f € F. We prove also the law of the iterated logarithm
(LIL) and almost sure functional central limit theorem (ASFCLT) for ﬁ,?( D)
when f € B(S3).

2.1. Control of the 4th order moments. In order to establish limit theorems
below, let us state the following:

THEOREM 2.1. Let F satisfy (1)—(vi). Let f € F such that (u, f) =0. We
assume hypothesis (H1). Then for all r € N,

c(z)" ifa’ <3,
@.1) E[(Me, (N)']={er?(Q),  ifa?=1,
ca™, ifa? > %,

where the positive constant ¢ depends on o and f (and may differ line by line).

PROOF. First note that f(X;) € L* for all i € G,. Indeed, let (z1,...,2,) €
{0, 1} the unique path in the binary tree from the root 1 to i. Then,
E[f*X)]=vP, - P, f*,

4

and from hypotheses (ii), (iii) and (vi) we conclude that vP;, - -- P, f~ < o0.

Now, the proof divides into two parts.

Part 1. Computation of E[(V@r( f N4 Independently of X, let us draw four
independent indices I, J,, K, and L, uniformly from G,. Then

E[(Me, (/)*]=E[f (X3,) f(X5) f(X,) f (X2,)].
For all p € {0, ..., r}, let us define the following events:

° Eg : The ancestors of I, J,, K, and L, are differentin G,.
o [ f : Exactly two of I, J,, K, and L, have the same ancestor in G .
° Ef: I, Jr, K, and L, have the same ancestor two by two in G .
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° Ef : Exactly three of /,, J», K, and L, have the same ancestor in G,.
° Ef: I, J;, K, and L, have the same ancestor in .

We also consider the following events whose for each fixed p < r, probability
depend only on p.

. E(/)p : Draw uniformly four independent indices from G, which are different.

. Eip : Draw uniformly four independent indices from G such that two are the
same, and the others are different.

° Eép : Draw uniformly four independent indices from G, which are the same,
two by two.

o E gp : Draw uniformly four independent indices from G, such that exactly three
are the same.

° E:‘p : Draw uniformly four independent indices from G, which are all the same.

In the sequel we do the convention that E(r)Jrl is a certain event. Then after succes-

sive conditioning by events Eip for pe{0,...,r}andi €{0,..., 4}, we have
E[f(X1,)f(X5,) f(Xk) f(XL,)]
=E[£(X;,) f(X5,) f (Xk,) f(X1,)/ E§] x P(E{)

+ N E[f(X1) f (X)X fXL)/EST  E] < P(E] N ES™)
p=2
2.2)

+ Y E[FX) f X fXr) f(X)/EST L EY < B(EY N ESH)
p=2

+E[f(X1,) f (X)) f(Xk,) f(X1,)/E5] x P(E})
+E[f(X1,) f (X)) f(Xk,) f(X1,)/E}] x P(E}).
Let us notice that

o foralli €{1,2,3,4}, E] and E/" have the same probability;

e therealization of “E ‘1” N Eé’ 1> can be seen as “draw uniformly four independent
indices from G, such that two are the same and others are different, and the two
indices which are the same take different paths at Gp4.” Thus “E] N EJ i
has the same probability that “E ip NAp p+1,” where “A ), 117 is the event, “the
indices which are the same in G, take different paths at G, ”;

e similarly, the realization of “EJ N E} 1> may be interpreted as, “draw uni-
formly four independent indices from G, which are the same two by two, and all
the indices take different paths at G, 11.” Thus “Eé’ N E(’; 1 has the same prob-
ability that “Eép NAp p+1, where “A;, 117 is the event, “the indices which are
the same in G, take different paths at G4 1”;



244 S. V. BITSEKI PENDA, H. DJELLOUT AND A. GUILLIN

e forall p €{0,...,r}, we have
P(Eip) _ 6(27 _213)1(721? — 2)’ ]P’(E;p) _ 3(2;; 1)’
e =" R =0
We may then deduce that
PE) = PED="To RE)=35

and for pe{2,...,r — 1},
327 —1H(2P —-2)

P(E] NEJ™) =B(E])P(Ap.pr1/E) =

23p
and
| 320 1
P(ES N EST) =P(EY)P(Ap pr1/ ES) = 5,

We are now going to compute each term which appears in (2.2). We have the
following convention: P(Q~!' f ® 0~ ! f) = 2. In the sequel, we will use inten-
sively, with a slight modification, the calculations made by Guyon [14] in order to
compute conditional expectations related to the event, “draw uniformly two inde-
pendent indices from G,,” for p € {0, ..., r}.

(a) We have that

E[f(X1)f(X5)f(Xk,)f(XL,)/E}]=v0" f*.

(b) Conditionally on E%, we may assume that the indices /,, K, and L, are the
same. We then have, using the calculations made by Guyon [14],

E[f(X1,) f(X5) f(Xk,)f(XL,)/E5]
=E[f(X1,) f(X,,)/E5]

r r—1
_ 2 {Zz_p—ZUQpP(Qr—p—lf?a@Qr—p—lf

-1 =
+ Qrfpflf ® Qrfpflf:%) )

(c) Let p € {2,...,r}. Conditionally on Ef and E(I)’ 1 we may assume that I,
and J, have the same ancestor at G, and K, and L, have the same ancestor at G ,.
For simplification, we will use the following notation:

(2.3) ok fi=0"f® 0 f,
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and we thus have
E[f (X1,) f (X5)f (Xk) f(XL,)/ES*" . ES]
= E[E[E[f(X1,) f(Xs) f (X&) [ (X1,)/ Fpir )/ Fpl/ EST ES)
=E[P(Q5 " ) X1r, ) P(Q "™ )Xk, L)/ E T ED)

21’
T —1

p—1
Z 2—I—IVQIP((Qp—l—1P(Q%—p—lf))
=0

® (@1 P(Q5 " 1)),

where I, Ap J; (resp., K, Ap L) denotes the common ancestor of 1, and J, which
is in G (resp., the common ancestor of K, and L, whichis in G).

(d) Let p € {2,...,r}. Now conditionally on Ef and Eg e may assume
that it is K, and L, which have the same ancestor in G,. We denote by p(I,)
and p(J,), respectively, the ancestor of I, and J, which are in G,. As before, the
common ancestor of K, and L,, which are in G, is denoted by K, A}, L. At this
step, we may repeat the successive conditioning that we have done in the beginning
but this time for indices p(/,), p(J;) and K, A, L,. This leads us to

[f(XI’)f(XJr)f(XKr)f(XLr)/Ep+1 Ep]

=E[Q" " F(Xp1)) Q" F X pu)P(Qg "~ )Xo nr )/ ES T EY]
22 L
@ -DEr-2) l; 20+12

-1
3 2 v P((Q T P(QT ) @ 07 P (0 )

m=0
+vQ"P((Q" " P(05 T ) @ (0T PO )
+vO"P ((Qz m— IP(Qr —I- 1f®Qp —I- IP(Qr P— lf))) (Qr—m—lf))
+vQ"P(Q T F@ (TP F o 0P P0G T )
+vQ"P ((Qz m— 1P(Qp —1- IP(Q’ P— lf)®Qr—l—1f))®(Qr—m—1f))
+vQ"P((Q" ) @ (@ PP P(0E T ) @ 0T )
(e) Finally,

ELf(X1,)f(X5) f(Xk,) f(XL,)/ EQ)]
=E[E[E[f(X1,) f(X5,) f(Xk,) f(XL,)/F2)/ F1]/ EG]
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=E[P(Q% 2 f)(X2)P(Q5 2 f)(X3)/E}]
=vP(P(Q57f) ® P(Q5 /).

Gathering together all of these terms, each multiplied by their respective probabil-

ity, we obtain an explicit expression for ]E[(HGW (f N4,

Part 2. Rate. We are now going to give some rates for the different terms that
appear in the expression of E[(ﬁ@r (f M.

Throughout this part, we will use intensively the following to bound quantities
which appear in the expression of E[(V@r f N:

e Let f € F such that (u, f) =0. Then from (i)—(vi) and hypothesis (H1), there
exists a positive constant ¢ such that VI, m,n € N,

vO'P(Q"f®Q"f) <" Q' P(g® g) < ca ",
where g is given in hypothesis (H1).

In the sequel, ¢ denotes a positive constant which depends on f, and ¢ denotes a
positive constant which depends on «. The constants ¢ and ¢; may vary from one
line to another and from one expression to another.

(a) For the first term appearing in (2.2), we have

E[f(X1,) f(X5) f Xk f (X1,)/ Eg) x P(EG) < ciea.
(b) For the fifth term appearing in (2.2), we have

E[f(X1,)f(X5,) f(Xk,)f(X1,)/Ef] x P(E}) < c(2),

where, from (ii), (v) and (vi), c is such that vQ" f 4 <.
(c) For the fourth term appearing in (2.2), we have

N1y
E[f(XI,)f(XJ,)f(XKr)f(XLr)/Eg]XP(Eg)fcclar(_> Z(—) ’

4 220 20
where, from (ii), (iii), (v) and (vi), c is such that for all p,g € N
max(vQ” P(Q? 3 ® g),vQPP(g® Q1 f3)) <c,
and from hypothesis (H1), g is such that forall p € {1,...,r — 1}
2.4) Q" Pl f<a" P
Now depending on the value of «, we obtain that

E[f(X1,) f(Xy,) f(Xk,) f(X1,)/E5] x P(E})
() () e

clcr(2—3) , ifa=
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(d) Let us denote the third term appearing in (2.2) by
A= Z E[f(X1)f(Xs)f(Xx,) f(X1,)/ESH EY] < B(EY N EJH).
p=2
So we have
A < cw((%)r +a g(ﬁ)p),

where, from (ii), (iii), (v) and (vi), ¢ is such that for all p € {2,...,r — 1}, g €
{0,...,r—1}1€{0,...,p—1}

max(quP(ng_lfz), leP(Qg_HP(g ®¢g))) <c,

and g is defined as before (2.4) and the notation Qg is given in (2.3).
Now depending on the value of «, we obtain that:
o ifa?# 1, then A, <cic((3) +a™);
o ifa? =1, then A, <cic(r — D(§)".
(e) For the second term appearing in (2.2), we have when p =r:
1

o if @ = 5, then

E[f(X1,) f(X5)f (X&) f(XL,)/E]] x P(ET) < cre(3);

o ifa#7:

—ifa?= %, then

E[f(X1) f(Xs) f(Xk,) f(XL,)/E[] x P(E}) < c1r — D(3);
— if & # §, then
E[f(X1,)f(Xs,)f(Xk,) f(X1,)/E}] x P(EY)
Ot2 r 1 r
=< c1c((7) + (Z) ),

where, from (ii), (iii), (v) and (vi), ¢ is such that for all € {2,...,r — 1}, g €
0,....1—1}

max(quP(Ql_q_lP(g LA Qr_q_lfz)»
vQIP(QTIP(g® QT M) ®g)) <c
and g is defined as before (2.4).
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(f) For the second terms appearing in (2.2), and for the remaining term in the
sum (p # r), let us denote by

r—1

By =Y E[f(X1,)f(X;) f(Xk,) f(X1,)/EST EP] < P(EY N E™).
p=2

So we have:
o ifa =1, then B, <cje(3)';
o ifa#1:
- ifa?= %, then B, < clcrz(ﬁ)r;
—ifa?# L then B, < cre(@® + (%) + (L)),

where c is defined in the same way as before.
Now the results of the Theorem 2.1 follow from (a)—(f) of part 2. [

It leads us to an extension of Theorem 2.1 to the two empirical averages M, (f)
and M(f).

COROLLARY 2.2. Let F satisfy (i)—(vi). Let f € F such that (i, f) =0. We
assume that hypothesis (H1) is fulfilled. Then for allr e N and n € N,

C(%)r+1’ lf‘az < %’
(2.5) E[(Mr, (f))"] < crz(é)rﬂ, ifoa? =1,

catrt) lfa > ;,
and

c(%)rnﬂ, ifa? < %,
2.6) E[(M ()T <] 2"+, ira?=1,

carnth), ifa? > ;,

where the positive constant ¢ depends on a and f and may differ line by line.

PROOF. The proof follows the same steps as in the proof of parts 2 and 3 of
Theorem 2.11, and uses the results of the proof of Theorem 2.5 to get the control
of the 4th order moment in incomplete generation. See Sections 2.2 and A.1 for
more detail. [

REMARK 2.3. If f € B(S?) is such that Pf? and Pf* exist and belong to F,
with Pf =0, then we have for all r € N and for some positive constant c,

2.7) E[(Mg,(f)*] <

G, |*
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Indeed, let Mg, (f) =Y jcc, f(Ai). We have
Bl (M, (£))*] = E[Mo, (/9] + 6E] ¥ 80|
i#jeGy

+4E[ 3 f3(Ai)f(Aj)]

i#j€Gy

FI2E Y S@0fNsa)]

i#]#keG,

+2E X F@OFOFB0fB))]
i#j#k#leG,

=E[Z Pf4(Xi):|+6E|: > sz(Xi)sz(Xj):|’

i€G, i#jeG,

where the last equality was obtained after conditioning by F, and using the fact
that Pf = 0. Now, dividing by |G,|* leads us to

B[V, ()] = 5 5|

Tohe > PR

2
|G | i#jeG,

1

TGP [|<G7|Z Py

E[(Mg, (Pf?))’]

=

G,

+ ——E[Mc, (PfY)],

1
G, |3
and (2.7) then follows from the control of

(E[(Mg, (P£?)*]), and (E[Mg,(Pf*)),:

see [14].

REMARK 2.4. From Remark 2.3, we deduce that if f € B(S?) is such that
Pf? and Pf* exist and belong to F, with Pf =0, then we have for all » € N and
for some positive constant c,

2.8) E[(Mr, ()] < e(1)"".
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Indeed, from the equality

_ "G, —
M (=Y ||’Jrq|| M, (f),

q=0

we deduce that

r

4
. G _
B[ (3, ()] < (z S 3, ) ||4) |
q=0 """

where | - ||4 stands for the L*-norm. We then infer from (2.7) that

r q 4
E[(Mr, (£)*] < c(Z (2[.231 )

q=0

for some positive constant c. (2.8) then follows from the last inequality.

2.2. Strong law of large numbers on incomplete subtree. 'We now turn to prove
the strong law of large numbers for M1 (f), completing the work of Guyon [14],
where the LLN was proved only for the two averages M, (f) and Mg, (f).

THEOREM 2.5. Let F satisfy (1)—(vi). Let f € F such that (u, f) =0. We

4 -
assume that hypothesis (H1) is fulfilled with o € (0, é). Then M ,1:1( f) almost
surely converges to 0 as n goes to co.

PROOF. From the decomposition

0 rp—1 24 __ 1 n
M ()= —Mg,(/)H+- > fXnw).
o n.5,

it is enough to check that
o0 1 n 4
ZEK— > f(Xl'[(i))) } < 00.
n=1 i=2n

Indeed, since ﬁ@q (f) almost surely converges to 0 (Corollary 15 in [14]), we
deduce that the first term on the right-hand side of the previous decomposition
almost surely converges to O (Lemma 13 in [14]). We have

4
1 n

E[<— > f(Xl'I(i))> }
i Zom

1 " 6 "
29 = 4E[Z f“(xn(i))}rmla[ > fz(Xn(i))fz(Xn(j))i|

o Licom =2 it
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4 B n
+E Y f3(Xn(i))f(XH(j))]
L =iz

12_[ 4 2
+—E 3 S X fXngy) fXnw))

L jk=2m it jtk
24 [ -
+ —E > f(Xn(i))f(XH(j))f(Xn(k))f(Xn(l))]-

L ka=om i j#k£l

We will control each term appearing in decomposition (2.9). For the first term
on the right-hand side of (2.9), using (ii), (v) and (vi) we have for some positive
constant c,

E[ > f4(Xn<z‘>)} =(n—=2"+ 1" f*<c(n—2"+1),

i=2m

which implies that

1 i 1

i=2n
Recall the following: for i, j,k andl € {27, ..., n}:

e If i £ j, then r, > 1. Independently on (X, IT), draw two independent indices
I, and J,, uniformly from G, . Then the law of (IT(i), I1(/j)) is the conditional
law of (1,,, J;,) given {1, # J;, }.

e If i # j #k, then r;, > 2. Independently on (X, IT), draw three independent in-
dices I, , J;, and K, uniformly from G,, . Then the law of (T1(i), I1(j), IT1(k))
is the conditional law of (I, J,, K;,) given {I,, # J,, # K, }.

e If i £ j #k#I, then r, > 2. Independently on (X, IT), draw four inde-
pendent indices I, J,,, K;, and L,, uniformly from G,,. Then the law of
(I1@G), I1(j), II(k)), I1(1)) is the conditional law of (1, J,,, K,,, L,,) given
Uy, # Jr, # Kiy # J1,).

Now we have to control the second and third terms of (2.9). We have to check that

1 " 1
@.11) —4E[ 3 fz(Xn(i))fz(Xn(j))i| - 0(—2)
T L=z "
and
1 " 1
2.12) —4E[ 3 f3<xn<l-)>f<xn<j>>} =o(53):
L= "
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Indeed, from the previous reminder and (i)—(vi), we have for some positive con-
stant c,

IE[ Z fz(Xn(i))fz(Xl‘I(j))}
=it
(=2 (n—2"+1)
= (1—2-7n)
rp—1
x Y27 hhor (g )

p=0
<c(n—=2")(n—-2"+1),

which implies (2.11). In the same way and using in addition hypothesis (H1), we
obtain that

E[ > f3(Xl'[(i))f(X1'I(j)):|

i, j=2mitj
_(n— 2'my(n — 2" + 1)
B (1—27")
rp—1
x Z 2—p—2UQpP(an—p—1f3 ® Qr,,—p—lf
p=0
rm—p—1 rm—p—1 £3
+0 feo f7)
27 (n —=2")(n —2" +1), ifa<%,
<{3crn27"(n=2")(n—-2"+1), ifoz:%,
ca(n—=2")(n—2""+1), ifa>%,

which implies (2.12).
Let us deal with the remaining term of (2.9):

1 n
FE|: Z fz(Xn(i))f(Xn(j>)f(Xl'I(k))}
i, k=2 ik £k
_(n=2" =D —=2")(n -2+ 1)
N ]P)(Irn#‘]rn#[(rn) Xl’l4

< BLf2(X1,) f X0, ) F Kk, 1, 20, £ K -

Then, we get an explicit expression for the last expectation similar to that obtained
in part (d) of the calculus of E[(Mg, (f )*] with a slight modification of the func-
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tions. Calculating the rate of this expression, we obtain

o0 1 n
3 —4]E[ > fz(Xn(i))f(Xn(j))f(XH(k))}

n=a " Lijk=2mitjth

00 Fn— lpl

o0
<oy e oy Y Ll L
n:l

n1p210

00 Ip— lpl11

+c Z Z Z nop 2l+1 o P!

n=1 p=2 [=0

for some positive c. Now it is not hard to see that the right-hand side is finite.
Finally, to check that the series of general term

n

n4E|: > f(Xl'I(i))f(Xl'l(j))f(Xl'I(k))f(XH(l)):|
i, j o I=2rn i ok jok £l

is finite, it is enough, according to the calculation of rates we have done in part 2

of the proof of Theorem 2.1, to check that 3"°°, a*” < oo, which is the case if

a € (0, @), and this completes the proof of Theorem 2.5. [

REMARK 2.6. Note that this theorem can be improved, but the price to pay
is enormous computations related to the calculation of higher moments. If f is
bounded, this result is true for every « € (0, 1), as we will see in Section 3.

2.3. Law of the iterated logarithm (LIL). Using the LIL for martingales (see
Theorem B.3 of Stout in Appendix B), we are going to prove a LIL for the BMC.
This will be done when f depends on the mother-daughters triangle (A;). We use
the notation M1(f) = 37—, f(Anw) and M, (f) = Y;cr, f(A).

THEOREM 2.7. Let F satisfy (i)—(vi). Let f € B(S?) such that Pf =0, Pf?
and Pf* exist and belong to F. We assume that hypothesis (H1) is fulfilled. Then
M,'(f)

lim sup =1 a-5-
n—>00 [2(MI(£)), loglog(MT(£))n

And in particular,

lim sup Mr, (f) (u, Pf?) a.s.

r>o0o «/2|T,|loglog|T, |

PROOF. We will check the hypothesis of Stout Theorem’s B.3. Let f €
B(S?). We introduce the filtration (Hy)n=0 defined by Hp = 0(X1) and H, =
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o(Angy, TG + 1),1 <i < n). Let (M1(f))n=0 defined by M{'(f) =0 and
M (f)=3"_, f(Anw). Thensince Pf =0, (MM (f)) is a H,,-martingale with
E[M 1“ (f)] = 0. The bracket of the above martingale is given by

(MU(1)), ZPf (X)) = M (Pf?).

=0

We have the following decomposition:

M“ rn—l
(M ())n — M (Pf2) Z M(Gq Pf?) + ZPf (Xmiiy)-

i=2n

24 29 24

< <
2t = = 2m

1 X _
and > PfA(Xnw) < Mg, (Pf?).
i=2n

we deduce that

rn—1 q n

_ 24
ZWMGq(Pf)<MnPf SZZ—
q=0 q=0

From the strong law of large numbers of Mg (P f 2y (see [14], Corollary 15) and
from Lemma 5.2 of [7], we infer that

rp—1 2
21 as (W PfY) 27
q=0 q= 0

Using these results, we thus deduce that (MH (fNn=0Mm)andn = O((Mn D)
a.s. This implies in particular that (M1 ())n 2, 00as.

Now let K, = % in Theorem B.3, and we have
R i 2loglog(M™(f))n
K2(MT(f))n

n=1

2
X BELf2(Anm) L £2(A )= K2MT( )/ @loglogMT (£} / Hn—1]

-y 4(loglog(M" (f))n)?
B K ((MT(f))n)?

n=1

P (Xnigm) as.,
since (Mn(f)),, = O(n) a.s., so that for R < 0o a.s., it is enough to check that

X PFYX
(2.13) Z M <00 a.s. withany 1 <6 < 2.
n=1 n
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Now, according to (v) and (vi), there exists a positive constant ¢ such that for
all n > 1, E[Pf*(Xnw)] = vQ™ Pf* < ¢, and (2.13) follows. Applying Theo-
rem B.3, we have

i M, (f) B
im sup =1 a.s.

n=eo J2(MT(f)), loglog(MT(f)),
Now, for n = |T,|, we have the following:

Mr, (f)
UML), loglog(MT (),
_ T [(MT(f)) T, /I T | o Mr, (f)
2loglog(M™(f))ir,; — |T(MT(f)) T, /IT|

and since % = MT,(PfZ) = (u, sz) a.s. (see Theorem 18 in [14]),
we get

lim sup Mr, (/) (u, Pf?)  as,

oo /2]T, | Toglog [T,

which completes the proof. [J

REMARK 2.8. Let us note that using Theorem 2.5, we can prove that if hy-
4
pothesis (H1) is fulfilled with « € (0, ‘/Tg), then

; MP(f)

imsup ———— =
n—oo ~/2nloglogn

and via the computation of 2kth order moments of Mg, (g), with k > 2 and g €

B(S), it is possible to prove the latter for all @ € (0, 1). But, as already emphasized,
this comes at the price of enormous computations.

(i, Pf?) a.s.,

2.4. Almost-sure functional central limit theorem (ASFCLT). We are now go-
ing to prove an ASFCLT theorem for the BMC (X,,, n € T). Here again, this will
be done when f depends on the mother-daughters triangle by using the ASFCLT
for discrete time martingale. We refer to Chaabane, Theorem B.4, Appendix B, for
the definition of an ASFCLT.

THEOREM 2.9. Let F satisfy (i)—(vi). Let f € B(S>) such that Pf =0, Pf?
and Pf* exist and belong to F. We assume that hypothesis (H1) is fulfilled with

4
a € (0, @). Then M,ll_[ (f) verifies an ASFCLT, when n goes to oo.
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PROOF. We use Theorem B.4. Let (H;;),en be the filtration defined as in Sec-
tion 2.3. Then (Mrll_[( f)) is a ‘H,, martingale. We have to check the hypotheses of
Theorem B.4. For all n > 1, let V,, = s/n where s = (u, sz). Then according
to Theorem 2.5,

MH
WP _ VIIMIY(Pf?) — 1 as.

Vn2 n—o00

Let £ > 0. We have

1
> —V2E[f2(An<n>)1{|f<An<n)>|>evn}/Hn—1]
n

n>1

1 Pf4(Xnim)
= 82S4 Z n2
n>1

According to (v) and (vi), there exists a positive constant ¢ such that for all n > 1,
E[Pf*(Xnm)]=vQ" Pf* < c, and therefore, Ve > 0

1 2
ZWE[f Ane)Lfanmi=eva)/Ha-1] <00 as.

n>1 'n

Finally, we have

P (Xnw)

T 1
> Bl Ane) s anaisvin/Ha1] = 5 2 ——— S,

n>1 'n n>1

which as before is a.s. finite, and the proof is then complete. [

REMARK 2.10. As before, let us note that this result can be extended to the
general case « € (0, 1), but at the price of enormous computation related to the
computation of 2k-order moments, k > 2, for Mg, (g), g € B(S).

2.5. Deviation inequalities for BMC. We are now going to give some de-
viation inequalities under (i)—(vi) and (H1) for the empirical means (1.2) when
f € B(S) with (i, f) =0 and when f € B(S>) with (i, Pf) = 0. This will help
us in the sequel to obtain a MDP result in a general framework, that is, for func-
tional of BMC with unbounded test functions. Let us recall that the main disad-
vantage of this “weak’ set of assumptions is that the range of speed for the MDP is
very restricted. However, we still work under geometric ergodicity assumption and
general test function, which will not be the case when we would want to extend the
MDP; see Section 3. Note that we postpone to Appendix A nearly all the proofs of
this section, these proofs being quite long and technical.
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THEOREM 2.11. Let F satisfy conditions (i)—(vi). We assume that (H1) is
fulfilled. Let f € F such that (i, f) =0. Then we have for all § >0 and allr € N
and alln € N,

c [1\ .2 1
8_2(§>’ ifa <§,
— c [1\" .o 1
(2.14) P(|Mg, (/)] >8) < 52" 5), ifa =73
1
5% o ifoz2>§;
¢ (1! . 1
2\2) - Tesy
— rm+1
(2.15) P(M ()| > 8) < S%F(%> ’ l-fa2:%;
1
5%a2(rn+l)’ ifa? > 5
and
c 1r+1 o 1
8_2<§) > ifa <§,
— r+l
(2.16) P(Mr, (N >8) <1 S (LY par= L
82 \2 2
S%aZ(r+1)’ ifa? > >

where the positive constant ¢ depends on f and o and may differ term by term.
PROOF. See Section A.1 in Appendix A. [

We shall also need an extension of Theorem 2.11 to the case when f does not
only depend on an individual X;, but on the mother-daughters triangle (A;).

THEOREM 2.12. Let F satisfy conditions (1)—(vi). We assume that (H1) is
fulfilled. Let f € B(S3) such that Pf and Pf? exist and belong to F and
(e, Pf) =0. Then we have the same conclusion as in Theorem 2.11 for the three
empirical averages given in (1.2): MG, ), MT,, (f) and H,l:[(f).

PROOF. See Section A.2 in Appendix A. [

We thus have the following first result on the superexponential convergence in
probability, whose definition we present now:

DEFINITION 2.13. Let (E, d) a metric space. Let (Z,) be a sequence of ran-
dom variables valued in E, Z be a random variable valued in E and (v,) be a rate.
We say that Z,, converges v,-superexponentially fast in probability to Z if for all
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6 >0,
. 1
limsup — logP(d(Z,, Z) > §) = —o0.
n—>oo Up

This “exponential convergence” with speed v, will be shortened as
superexp

Zn

Un

We may now set:

PROPOSITION 2.14. Let F satisfy conditions (i)—(vi). Let f € B(S3) such
that Pf and Pf? exist and belong to F and (w, Pf) = 0. We assume that (H1) is
fulfilled. Let (by,) be a sequence of increasing positive real numbers such that

bn bn n
2.17 — —> 00, —— —0, — i d. ing.
( ) NG + Jilogn by is nondecreasing
Then
— superexp
My (f) =" 0.
b2 /n

PROOF. The proof is a direct consequence of Theorem 2.12. [J

2.6. Moderate deviations for BMC. Now, using the MDP for martingale (see,
e.g., [11, 24]), we are going to prove a MDP for BMC. We will use Proposition B.5,
in Appendix B.

THEOREM 2.15. Let F satisfy conditions (1)—(vi). We assume that (H1) is
satisfied. Let f € B(S?) such that Pf? and Pf* exist and belong to F. Assume
that Pf = 0. Let (by,) be a sequence of increasing positive real numbers satisfying

2.17). If

(2.18)  limsup l:l—zlog(n esssup  P(|f(Anw))| > ba/Hi-1)) = —00,
n—oo n

I<k<c N byy1)
where c_l(bn+1) = inf{k € N: % > by11}, then (M,P (f)/bn) satisfies a MDP in
R with the speed b,2Z /n and the rate function I (x) = #}if?)'

PROOF.  First, note that under the hypothesis, M!!( f) is a H,,-martingale, with
Ho =0(X1) and H,, = 0 (Ang), [1G + 1), 1 <i < n). From Proposition B.5 in
Appendix B, we only have to check conditions (C1) and (C3).

On one hand, (2.15) applied to Pf* — (i, Pf*) implies that for all § > 0,

) n 1 &
11msupb—210gIP’<; Z P (Xngy) > (. PfY +8> = —00,

n—00
n i=1
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and this implies the exponential Lindeberg condition (see, e.g., [24]), that is, con-
dition (C3).
On the other hand, we have (Mn(f)),, = M,P(sz) and (2.15) applied to
Pf? — (u, Pf?) implies that
M (Pf? — (n. Pf?))

superexp
— 0,
b%/n

that is, condition (C1). [

REMARK 2.16. One of the main difficulties in the application of this The-
orem lies in the verification of (2.18). Note, however, that in the range of speed
considered it is sufficient to have some uniform control in X; of some moment of
f(Xi, X2i, X2i+1) conditionally on X;, which leads to condition of the type P| f ¥
bounded for some k > 2. It is, of course, the case if f is bounded.

REMARK 2.17. In the special case of model (1.1), we have (see Section 4),
for f such that Pf =0 and for all &,

E[CXPG\%JC(AH(k)))/Hk—I] = eXp<b’% (kzzljlfz)(ka)))-

n

This condition implies that a MDP is satisfied for (M,ll_[ (f)/by). Indeed, if this
relation is satisfied, we then have that for A € R the quantity

Gn(A) = — E P (Xnw) =—=M, (Pf°)
2n =1 2

is an upper and lower cumulant (see, e.g., [24]), and we may apply Gértner—Ellis-
type methodology. In addition, due to (2.15) applied to Pf% — (i, Pf?), we have
for A € R,

superexp A2 (u, sz)

Gn(x —_—,
n()b%_/z D)

which implies that (M,ll_[ (f)/by) satisfies a MDP in R with the speed bﬁ /n and the

rate function / (x) = m.

3. Exponential deviation inequalities for BMC and consequences. We give
here stronger deviation inequalities than the one obtained in Section 2, namely ex-
ponential deviation inequalities. Of course, it requires more stringent assumptions.

3.1. Exponential deviation inequalities. Let us consider the following hypoth-
esis.

(H2) There exists a probability © on (S, S) such that, for all f € B,(S) with
(u, f) =0, there exists a positive constant ¢ such that

10" f(x)| <ca” for some « € (0, 1) and for all x € S.
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One can easily check that, under hypothesis (H2), B (S) fulfills hypothesis (i)—(vi)
of the previous section.

Under this assumption, we will prove exponential deviation inequalities for
HGr(f), ﬁqrr(f) and H}?(f) when f € Bp(S) with (u, f) =0 [resp., f €
By (S3) with (u, Pf) =0].

THEOREM 3.1. Assume that (H2) is satisfied. Let f € Bp(S) such that
(i, f) =0. Then we have for all § > 0,

P(Mg, (f) > §)

(3.1
exp(c”8) exp(—¢'8%G, ),
1
Vl’ S N, l_fa 5 5’
exp(—c'8*|G, ),
2
Vr € N such that r > rg, if§<a<§,
G
= exp(—c/52—| r|),
,
1
Vr € N such that r > rg, ifoa? = X
1
72
CXp<—C ) ﬁ>’
1
Vr € N such that r > rg, ifoz2 > x
P(qur(f) > §)
(3.2)
exp(c”8) exp(—c'8|T, ),
1
VreN, ifa < X
exp(2¢/8(r 4 1)) exp(—c'8%(T,|),
1
Vr S N, lf‘a - 55
exp(—c'8?[T, ),
1 V2
. Vr e Nsuch thatr >rg—1, zf§<a<7,
T
exp(—c@zu),
r+1
2
Vr € N such thatr > rg — 1, ifoz:%,
1
72
CXP(—C ) m),
2
Vr € N* such that r > ro — 3, ifoz>§,
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and
P(M}'(f) > §)
(3.3) 5
exp(c”’8) exp(—c'8°n),
1

Vn € N, l_fa < E’

exp(2¢'8(ry + 1)) exp(—c'8°n),
1

Vn e N, ifo = 3

exp(—c'8°n),
1 V2
< Vn € N such that r, > rg, le<O[<7,
_ /82 n >’
2
Vn € N such that r, > ro, ifoezg,
1
/2
CXP<—C ) m)
2
Vn € N* such that r;, > ro — 2, ifa>§,

where rq := log(f—o) /log(), and cq, ¢’ and ¢” are positive constants which depend
on o and f, and differ line by line; see the proofs for the dependence.

PROOF. The details of the proof are in Section A.3 in Appendix A. It relies
mainly on successive conditioning, using carefully the uniform geometric ergod-
icity assumption to get rid of the conditioning. [

The condition about « less than 1/2 or greater is of course linked to the binary
structure of the tree. The extension to m-ary tree will follow from the same ideas.

THEOREM 3.2. Assume that (H2) is satisfied. Let f € By (S3) such that
(u, Pf) = 0. Then we have the same conclusions, for the three empirical aver-
ages Mg, (f), M,lz[(f) and M, (f), as in the Theorem 3.1.

PROOF. See Section A.4 in Appendix A. [
Now, using the Borel-Cantelli Theorem and (3.3), we state easily the following:
COROLLARY 3.3. Assume that (H2) is satisfied. Let f € Bp(S) such that

(u, f)=0{[resp., f € By (S?) and (u, Pf)=0]. Then M,l? (f) almost surely con-
verges to 0 as n goes to 0.
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REMARK 3.4. Of course uniform ergodicity and bounded test functions are
surely a very strong set of assumptions, but it is not so difficult to verify if the
Markov chain’s daughters lie in a compact set. We are convinced that it is possible
to consider the geometric ergodic case and bounded test functions, but for the
price of tedious calculations that we will pursue in an other work. We will also
investigate the use of transportation inequalities, leading to deviation inequality
for Lipschitz test functions under some Wasserstein contraction property for the
kernel P, in the spirit of the Theorems 2.5 or 2.11 in [12].

3.2. Moderate deviation principle for BMC. We introduce the following as-
sumption on the speed of the MDP.

ASSUMPTION 1. Let (b,) be an increasing sequence of positive real numbers

such that

n

Jn

—> +00

and:

o ifa? < % the sequence (b,) is such that b, /n — 0;
o ifa?= %, the sequence (b;,) is such that (b, logn)/n — 0;
o ifa? > % the sequence (b,) is such that (b,a™ 1)/ /n — 0.

Using the MDP for martingale with bounded jumps (see, e.g., [9, 11]), we can
now state the following:

THEOREM 3.5. Assume that (H2) is satisfied. Let f € By (S3) such that
Pf =0. Let (b,) be a sequence of real numbers satisfying the Assumption 1;
then (M,ILT( f)/byn) satisfies a MDP in S with the speed b,% /n and rate function

_ X
109 = 3. p7y-
PROOF. The proof easily follows from the previous exponential probability

inequalities and the MDP for martingale with bounded jumps; see, for example,
[9,11,24]. O

REMARK 3.6. Taking particularly n = |T,| and (b,) as a sequence of real
numbers satisfying Assumption 1, we get that for all f € B, (S 3, (M, (f)/bT,))

satisfies a MDP in R with the speed b|2’£F,| /IT,| and the rate function I(x) =

x2

2. Pf)"
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4. Application: First order Bifurcating autoregressive processes. In this
section, we seek to apply the results of the previous sections to the following bi-
furcating autoregressive process with memory 1 defined by

{ Xop =Xy + ,30 + €21,
Xonr1 =1 X, + B1 + 2041,

where «g, o1 € (—1, 1); Bo, 1 € R, ((e21, €2n+1), 1 > 1) forms a sequence of i.i.d.
bivariate random variables and v a probability measure on R.

Several extensions of the model have been proposed and various estimators are
studied in the literature for the unknown parameters; see, for instance, [2, 17-19,
25, 26]. See [4] for a relevant references.

Throughout this section, we assume that the distribution v has finite moments
of all orders.

In the sequel, we will study (4.1) in two settings:

4.1 L(X;)=v and Vn>1

e the Gaussian setting which corresponds to the case where ((€2,, €2n41), 7 > 1)
forms a sequence of i.i.d. bivariate random variables with law A (0, I') with

(4.2) F=02<; f) 02>0, pe(=1,1);

e the bounded setting which corresponds to the case where X1 and ((€2,, €25+1),
n > 1), which forms a sequence of centered i.i.d. bivariate random variables,
take their values in a compact set. Let us note that in this case, (X, n € T) takes
its values in a compact set.

Our main goal is to give deviation inequalities and MDP for the estimator of the
4-dimensional unknown parameter 6 = («g, Bo, @1, B1) and for the statistical test
defined in [14].

To estimate the 4-parameter 6 = (o, Bo, &1, B1), as well as o2 and 0, as-
sume we observe a complete subtree T,,;. The least square estimator 6" =

A

(&g, By af,s Bf) of 6 is given by (see [14]), for n € {0, 1},

or = VT Yien, XiXaien = (Tr1 ™! Yicn, XD (Tr ™! Tier, Xaien)
! T/ Eier, X7 = (Tr| ™! Eier, Xi)?
Bl =T ™" > Xoigy—ap|To 7" Y X,

ieT, ieT,

’

(4.3)

Notice that in the Gaussian case, this least square estimator corresponds to the
maximum likelihood estimator.
We also need to introduce the estimators of the conditional variance o> and the
conditional sister—sister correlation p. These estimators are naturally given by
21

o

r = 5T, (5%' + é%i-i—l)’
r

(4.4) | i€ty
pr=173 > &ibaig,

r ieT,
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where the residues are defined by &, = X2;4, — &,’,X,- — f?r, with n € {0, 1}.

Let us denote by Cpo(R) [resp., Cpol (R?)] the set of all continuous functions
f:R— R (resp., f:R3> — R) such that | f| is bounded above by a polynomial.
From [14], we know that C,01(R) fulfills hypotheses (i)—(vi).

We will take F = C;OI(R) the set of all C! functions f:R — R such that
| f1 + |f'| is bounded above by a polynomial. Then, one can check that F ful-
fills hypotheses (i)—(vi). Moreover, for all f € F, hypothesis (H1) holds with
o = max(|agl, |oe1]). Let u be the unique stationary distribution of the induced
Markov chain (Y,, r € N); see [14] for more details.

Let us denote by C;Ol (]R3) the set of all C! functions f: R3 — R such that | f1+
| /| is bounded above by a polynomial. We shall denote by x (resp., X, Xy, ¥, ...)
the element of C;ol(R3) defined by (x, y, z) +— x (resp., x2, XY, ¥V, ...).

We define two continuous functions @1 :® — R and py: © x R’:L — R by writ-
ing
(4.5) (. X)=p1(0) and (u,X*) = pa(6,0?),

where 6 = (ag, Bo, o1, B1) €O =(—1,1) x Rx (—1,1) x R.
To segregate between Hp = {(xg, fo) = (a1, B1)} and its alternative H| =
{(ag, Bo) # (a1, B1)}, we shall use the test statistic

T Ar  Ar\2(A . Ar  AryA A Ar\2
10 = s (6 — 6) (= 7,) + (@6 — &7)i e + By — A7)
262(1— fr)
where we write 11, = w1 (") and A2, = w26y, 6,).
As usual the Gaussian setting has specific properties that allow easier calcula-
tions and more general assumptions.

4.1. The Gaussian setting. We introduce the following assumption on the
speed of the MDP. Let (b,) be an increasing sequence of positive real numbers
such that

by by

4.6 — d ————0.
(4.6) ﬁ—>+m an nlogn_)

PROPOSITION 4.1. Let (b,) be a sequence of real numbers satisfying (4.6).
Then

A. superexp
—

0}’
bip, /1T

PROOF. We will treat the case of &, given in (4.3). The others, ,36 , & and ,BAI’ ,

given in (4.3), may be treated in a similar way. Note that &, = %, where

Cr = Mr, (xy) — Mr,(X)Mr,(y) and B, = Mr, (xX*) — M, (x)*.
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Now, using Lemma B.2 and Proposition 2.14, it follows that

~p SUpErexp
a, — ag.

0
bip, /ITr| O

We recall that in the BAR model (4.1), we use @ = max{|ayg|, |a1]}, and b :=
w20, o) — i (0)%, where w1 and o are given in (4.5), so we have the following
deviation inequality:

PROPOSITION 4.2. For all § > 0, for all r € N and for all y < min(f‘—fg,
c1b c1b

), where c1 is a positive constant which depends on |11, we have

148 1+95
c 1 r+1 . 1
]/4‘184_1’ Z ) l_fOl < E’
@.7) P —0]>8) <] ¢ 2L\ ]
. = m}’ Z l_fa == E,
C A+ oo 1
y4q54—pa ' ’ l\fa > 5’

where the constant ¢ depends on o, (1, [y and differs line by line, p = p(d) €
{0,2,4} and g = q(3) € {0, 1}.

REMARK 4.3. The values of p and ¢ in Proposition 4.2 depend on the order
of 8. For example, if § is small enough, we have p =0 and ¢ = 0.

PROOF. See Section A.5 in Appendix A. [

REMARK 4.4. Proposition 4.2 can be improved by calculating the 2kth order
moments, with £ > 2, as in the proof of Theorem 2.1. But, as we have said, this
comes at the price of enormous computation.

PROPOSITION 4.5. Let (b,) be a sequence of real numbers satisfying (4.6).
Then

AD A superexp 2
(6,7, pr e (7, p).
b|Tr|/|Tr|

PROOF. Let us first deal with arz given in (4.4). We have (see, e.g., [14])
6} =3Mr,(f(.0))+ Dy,

where f(x,y,z,0) = (y — aox — fo)?> + (z — ar1x — f1)* and

1 n
= 3T S (F(AL ") = f(AL D).
"ieT,

r



266 S. V. BITSEKI PENDA, H. DJELLOUT AND A. GUILLIN

By the Taylor-Lagrange formula, we can find g € Cpol (R3?) such that (see [14])
Dl < 567 =0 (1+ 1161l + 6" — 6]) M, (9)-
Now, Propositions 2.14 and 4.1 lead us to
CATrZ szuperexp 0_2‘
bm‘r\/mﬂ
The proof for g, given in (4.4) is similar. [

PROPOSITION 4.6.  Let (by) be a sequence of real numbers satisfying (4.6).
Then the sequence (|T,|(0" — 0)/bT,|) satisfies the MDP on R* with the speed

b|2'[r,|/ |T,| and the rate function I given by

I(x) = %xt(E/)_lx,

Z/=02<K ,OK>

where

pK K
with

1 1 —p1(6)
K= ,
p2(0,0%) — pu1(6)? (—m(@) Mz(9,02)>

PROOF. We first observe that

where f = (fi, f2, /3, fa)' = xy,y.x2,2)', U'(f) = M1,(f — Pf), A, =
Mr, (x), B. = M, (x*) — M, (x)* and

1 —A,

— 0 0

B, B,
—BA, B, ; A2 0 0
M(Ay, By) = g g 1 —A

0 0 — d
B, B,
0 0 —A, B+ A2

B, B,

For the sake of simplicity we wrote Pf = (Pf1, Pf2, Pf3, Pf4)", where P denotes
the T-transition probability associated to BAR(1) process in the Gaussian case,
which is given by

1
P(x,dy,dz) = m

1 y—aox—ﬁo)t —1()’—05036—/30))
__ r dydz,
XexP( 2<Z—061x—51 z—a1x — B yaz



DEVIATION INEQUALITIES AND LIMIT THEOREMS FOR BMC 267

where I' is the covariance matrix defined in (4.2).
On one hand, from Proposition 2.14,

superexp

r —> a:=u;(@) and B,
bir, /ITr| bip, /1T

so that by Lemma B.2, we obtain

M(Ar,B ) superexp M(a,b) — (Ig Ig)
bir, |/|1r|

superexp

= ua(0.0%) — 11(6)°,

On the other hand, let A = (A, A2, 13, A1) € R*. For all x € R, we have that
Pexp(A'(f — Pf))(x)

4
=/RZCXP(ZM(ﬁ - Pﬁ))(x,y,z>P(x,dy,dz)
i=1

xy — x(eox + Bo)

_ t y —aopx — Bo
—/Rzexp A _X'Z—X(O[I.X‘i‘ﬂl) P(xvdy’dz)
z—ox — i

— exof — aox + Po ! AMx 4+ Ao
= CXP a1x + B A3X + Ay
Ax + A ! y
X/RzeXp<<A3x+k4> <Z)>P(x,dy,dz).
Ax 4212\ y
/R26Xp<<l3x4r?»4> (Z)>P(x’dy’d2)

t
_ exp((aox + ,Bo> (Alx +)\.2>>
arx + B A3x + Mg
I (ax+2x2) MX+ Ay
. eXp<§ (?\316 +K4> r <?»3x +?~4)>'
Let E(x) denote the square matrix with entries (Pf; f; — Pf; Pf;)(x), for 1 <
i, j <4.So we obtain that

l t
o~ rpe=en(3 (122 (5522)

=exp( ZXK (Pfifj — Pfinj)(x))

i,j=1

‘We know that

1
= exp(z)f 2 (x)k).
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Recall that the filtration (H,),>0 is defined by Ho = 0(X1) and H,, = o (A,
[1( 4+ 1),1 <i < n). Therefore, from the previous calculations, we deduce that
forall k e N,
E[exp(A'(f — Pf)(Anw)))/Hk-1] = P(exp(A' (f — Pf))) Xnir))
= exp(31' E(Xk))A).
Now, recall that (M,ll_l( f — Pf)nen is a (Hp)-martingale and by straight-

forward calculations, its increasing process is given by (M'(f — Pf)), =
Y k=1 E(Xmi(k)). From the foregoing, we infer that

Kt<Mn(f2— Pf))n?»>>neN

(exp (A’ME?(f — Pf) —

is a (H,)-martingale. It then follows that for all € R*, G, (%) = 1 )J MU(f —
Pf))nA is an upper and lower cumulant. Moreover, from Pr0p0s1t10n 2.14 and
Lemma B.2,

-1 -1
GO ST éA’EA where ¥ :02( K 1 'OK_I )
/1T pk— K

We thus deduce that (see, e.g., [24]) (M,{I (f)/by) satisfies a MDP on R* with
speed b% /n and the rate function

(4.8) J(x) = 3x' 27 .

Taking n = |T,|, it follows that (U"(f)/bjt,|) satisfies a MDP with speed
b|21r,| /|T,| and the rate function J given in (4.8). Finally, using the contraction
principle (see, e.g., [10]) as in [23], we get the result. [

Let us now consider the test statistic.

PROPOSITION 4.7. Let (b,) a sequence of real numbers satisfying (4.6). Then
1/2
under the null hypothesis Ho = {(xo, Bo) = (a1, 1)}, %(}(51))1/2 satisfies a
MDP on R with speed b|11‘ / |T,| and the rate function

y2
I'oy=1 7 ifyeRy,
+00, otherwise.

Under the alternative hypothesis Hy of Hy, we have for all A > 0,

T,
limsup —5— ] logP(x " < A) = —o0.

r—00
\T \



DEVIATION INEQUALITIES AND LIMIT THEOREMS FOR BMC 269

PROOF. We have
Hy={g(0) =0} where g(0) = (oo — a1, Bo — B1)".

From Proposition 4.6, (IT,|(0" — 6) /byt,|) satisfies a MDP on R* with speed
b|2T,|/|Tr| and the rate function [ (x) = %x’(E’)_lx. So that, using the delta

method for the MDP (see, e.g., [13], Theorem 3.1) we conclude that (|T,|(g (é’) -
g(6))/bir,|) satisfies a MDP on R? with speed b%m /|T,| and the rate function

J(y) =inf{1(x); y = g'(O)x}.
Identification of this rate function by usual optimization argument leads us to
(4.9) J@)=1x'(2")7'x  where £ =202(1 — p)K.

Under the null hypothesis Hp, we have g(0) = 0, so that (|T, |g(é’ )/bT,|) satisfies
a MDP on R? with speed b|2T | /|T,| and rate function J given in (4.9).

Now, since K K (0, 0) is a continuous function of (8, o) (see [14]), so that,
letting K, =K(@®",6,), LemmaB.2, Propositions 4.6 and 4.5 entail that

o A A A superex
7 =262(1 - pK, 2"—>" 3.
b"ﬂ‘r‘/|Tr|

It follows using the contraction principle (see, e.g., [23]) that
(1T 1%~ 2(67) /by,)

satisfies a MDP on R? with speed b|11‘ / |T,| and the rate function J'(y) = |—.

2
In particular,
|']1‘ |1/2 1
=— V X}S )

A A~
H | r| 2/1—1/2 ,(gr)
llTrl

satisfies a MDP with speed b|’£r |/ |T,| and the rate function I’ given in the Propo-
sition 4.7.
Now, under the alternative hypothesis Hj,

1
"

superexp

g(07)' 5 g (6") g (") g0 >0,

IT,| |Tr|/|T |

b2
so that X( ) converges &"l' -superexponentially fast to +o0o. This concludes the

proof of the Proposition 4.7. [

4.2. Compact case: The uniformly ergodic setting. We recall that the model
under study in this section is the model (4.1) where we assume that the noise and
initial state X take their values in a compact set. The results will be given without
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proofs, since the proofs are similar to those done in the previous section. The
novelty here is that the range of speed is improved in comparison to the previous
section. However, we suppose that the process takes its values in a compact set,
which is not the case in the previous section.

We take F = Cb1 (R) the set of all C! functions bounded on R. Therefore, one can
easily check (as in [14], proof of Proposition 28) that hypothesis (H2) is satisfied
with @« = max(|ayg], |oe1]). We use the same notation as in the previous section.

Let us begin by the fact that the estimator of 8 converges super exponentially
fast to the true parameter.

PROPOSITION 4.8. Let (b,) a sequence of real numbers satisfying the As-
sumption 1. Then we have
A superex
or perexp
bip, /1T

We may now refine this result by proving deviation inequality.

cb b clb)
1+5$1+ﬁ’ 1+% ’

. .. . a§1-p/2
where c1 is a positive constant which depends on |11, and for ro := W,

we have

PROPOSITION 4.9. For all § > 0 and for all y < min(

caexp(c’y1817P/2) exp(—c'y?18*7P|T,|),
1
vr e N, ifa < x
corexp(c'yI817P2(r + 1) — 'y25°7P|T,)),
1
Vr c N, lf'c( = 5’
caexp(—c'y*8*P|T,|),
. 1 V2
(4.10)  P(|o" —0] >9) < Vr > r, lf§<a<7,
—p I Tr]
expl —c'v48%2~P >’
“ xp( v r+1
2
Vr > ro, ifa= i,
2
1
_/y2a82—r
czexp( c'y™s a2(r+1))’
Yr > ro, if e > -

where ¢ is a positive constant, ¢’ and ¢” depend on a, and ¢ and may differ line
by line, co depends on o, c and y, and may differ line by line, p € {0, 1,3/2} and
q €{0, 1}.
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We have now to consider super exponential convergence of the estimators of the
other parameters.

PROPOSITION 4.10. Let (b,) a sequence of real numbers satisfying Assump-
tion 1. Then we have

D A\ Superexp
(az,pr e o2, ).
b|Tr|/|Tr|

As previously we may now prove MDP for the estimator of 6.

PROPOSITION 4.11.  Let (bn) a sequence of real numbers satisfying the As-
sumption 1. Then (|T,|(0" — 0)/bT,|) satisfies the MDP on R* with the speed
b|211‘,| /|T,| and rate function

I(x)= %x’(Z/)_lx,

r_ 2 K :OK
> =0 (pK K)

where

with

K 1 ( 1 —m(@))
120,02 — u1 ()2 \—u1(0) pa(6,02) )

REMARK 4.12. Notice that the proof of Proposition 4.11 does not need the
cumulant method as in the proof of Proposition 4.6. Indeed, since we are in the
bounded case, from MDP of martingale with bounded jumps (see [9]), we need
only to prove the superexponential convergence of increasing process of the mar-
tingale. This convergence is easily obtained from Theorem 3.2.

Let us give us our last result by considering a MDP for the test statistic.

PROPOSITION 4.13. Let (b,) a sequence of real numbers satisfying the
Assumption 1. Then under the null hypothesis Ho = {(xog, Bo) = (o1, B1)},

[T Y2 (DN1/2 g . 2 .
b, (xr ’)'/* satisfies a MDP on R with speed b‘Tr‘/lTrl and the rate function
y2
r'oy=175" ify eRy,
+00, otherwise.

Under the alternative hypothesis H| of Hy, we have for all A > 0,

T
lim sup |2_r| logP(x" < A) = —o0.

r—oQ ITrI
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APPENDIX A: PROOF OF THE EXPONENTIAL INEQUALITIES
This section is devoted to the proofs of Theorems 2.11, 2.12, 3.1, 3.2 and Propo-
sition 4.2.

A.1. Proof of Theorem 2.11. Let f € F such that (u, f) = 0. We shall study
the three empirical averages Mg, (f), M ,1;[ (f) and M, (f) successively.

Part 1. Let us first deal with Mg, (f). By the Markov inequality, we get, for all
6 >0,

_ _ 1 _
B(|¥c, (/)] > 8) = B([Mc, (/) > 8) < GE[(Me, ()]
By Guyon (see [14]), we have

E[(0c, (1) = Y 27 v P Q7T f @ 0P ),

p=0

Hypothesis (H1) implies that there exists g € F' and « € (0, 1) such that for all
pef{0,1,...,r},

vOPP(Q" P f@ O P ) <a? PP P(g @ g).

Next, hypotheses (iii), (v) and (vi) imply that there is a positive constant ¢ such
that forall p € {0, 1,...,r},

otz(r_p_l)vaP(g Rg) < ca2r—pr—1
This leads us to

[(MG (f) <022 p=1p<r o 20r=p=1)
p=0

" ¥ —(1/2) e 2
C(§> +CW’ lfC( 7é

1 r
cr<§> , ifa? =

Part 2. Let us now consider M;’ (f). By the Markov inequality and the triangle
inequality, we get, for all § > 0,

(M, (/)] > )
— 1 —
a2 =P(MNNI > ) < GE((1()]

N (CERA IR (st

(A.1)

bl

>

1
2
1
2

and therefore (2.14) follows.
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In the last inequality (A.2), we have used the decomposition

L Fn— 12(1
M(f)=3 Mg, (f)+ Z fXna).
q=0 i=2n

In what follows, the constant ¢ may be slightly different from that of part 1 and
may differ term by term. For the first term appearing in (A.2), we have

r,,—l 2 r,,—l 2 rn—1 4 2
[(Z MGq(f)> } Z MG = (Z _”MGq(f)”z) :
4=0 2 \g=0 "
Using (A.1), we get that
rp—1 Tn
n 2 1
—Z(f)q<c[ ifa2<§,
ra—1 1/2 /5Tn
— 29 c ' V2 : 1
Z—HMGq(f)”zf _qu/zﬁqfcn—, lfozzzi,
g=0 " " 4=0 "
r,, 1 1
. Z(za)q < ca ifo? >,
which implies that
2rn 1 rn+1 1
c _c(—) , if? < =,
-1 2 I’l2 2 2
s 5% 2qM ) n_ ifo? = 2
. 4=0 o C2’n+1’ ifoa”=7.
1
cq 2t if a? > o

Now, we have to control the second term in (A.2). As in Guyon [14], we have that

[( ZXZ;n f(Xn(z))>2]

D
Sn 2 4+ 1 anf
I’l

(n—2")(n—2"+
n2(1—27m)

1)22 p— vapP( rm—p— 1f®an p— lf)

rp—1

<_+022p12rn 2p2
n
p=0
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Discussing following the value of «, we obtain that

1 L, 1

, c—2rnJrl , ifa” < X

1 & T ) 1

(A.4) E[(; 22: f(Xl'[(i))) } < CzTer’ if o = >
i=2n

cq2rnth if o > %

Inequality (2.15) then follows from (A.3) and (A.4).

Part 3. The case of MT,(f) can be deduced from the previous by taking
n=|T,|.

A.2. Proof of Theorem 2.12. Let f € B(S?) such that Pf and Pf? exist
and belong to F and (i, Pf) = 0. We shall study the three empirical averages
ﬁ@r (), H,l;[ (f) and MT, (f) successively.

Part 1. Let us first deal with Mg, (f). By the Markov inequality, we get for all
5 >0,

— 1 _
B([Me, (/)] > 8) < E[(Mc, (/)]

= SE[(Fe, (PP ]+ 55 A B[Me, (P~ (Pf))]

821G, |

< LE[(#e, (P + i(1>r.
- 582 " §2\2
The last inequality follows from the convergence of the sequence (E[Mg, (Pf 2_
(Pf)H])r (see [14]).
Now, using part 1 of the proof of Theorem 2.11 with Pf instead of f leads us
to a similar inequality (2.14) in Theorem 2.12 for f € B(S 3.
Part 2. Let us now treat M}? (f). Using the two equalities

— Gyl 1 &
M=) MM((}q(fH—— > fAngy,
q=0 n i Zom

() (et

i=2m i=2rn

+ %E[l Z (Pf?— (Pf)z)(Xl'[(i))i|v

i=2m
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and part 2 of the proof of Theorem 2.11 with P f instead of f leads us to a similar
inequality (2.15) in Theorem 2.12 for f € B.

Part 3. The case of MT,(f) can be deduced from the previous by taking
n=|T,|.

A.3. Proof of Theorem 3.1. Let f € B,(S) such that (u, f) = 0. We shall
study the three empirical averages Mg, (f), MY (f) and M, (f) successively.
Part 1. Let us first deal with Mg, (f). We have for all A > 0 and for all § > 0

(A.5) P(Mg, (f) >8) < exp(—k8|Gr|)E[exp(A Z f(X,-))]

ieG,
By subtracting and adding terms, we get

donl 10

ieG,

:E[E[ [T exp((f(Xa) + £ (Xait1) —20£ (X))

ieG,_

x ] exp(zng(x,-))/f,_lﬂ.

ieG,_

Now using the fact that conditionally to the (» — 1) first generations the sequence
{A;,i € G,_1} is a sequence of independent random variables, we have that

E[E[ [T exp(:(f(Xa) + f(Xai1) — 20 (X))

i€G,_y

x ] eXp(2)»Qf(Xi))/]:r—l:|:|

ieG,_

=E[ [T exp(220f (X))

i€G,_q

< T1 E[exp(x(f(x2i>+f<xz,-+1>—2Qf<xi>))/fr_1]].

ieG,_;

Using the Azuma—Bennett—-Hoeffding inequalities [1, 3, 16] (see Lemma B.1 for
more detail), we get according to (H2), forall i € G,_1,

E[exp(A(f (X2i) + f (Xai11) — 20 (X)) /Fr—1] < exp2Ac*(1 4+ @)?).

This leads us to

E[exp(k > f(X,-))}§exp(kzcz(1+a)2|G,|)E[ Il exp(ZAQf(X,-))].

ieG, ieG,_;
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Doing the same thing for E[[[;cg,_, exp(2AQ.f (X;))] with Qf replacing f, we
get

IE[ [] exp(22 Qf(X,'))}

ieG,_
<exp(2.22 (@ + )’ (G, NE| ] exp(ZZAQZf(X,-))]
ieG,_»
Iterating this procedure, we get

E[exp(k Z f(Xi)>] <E[exp(2"2Q" f(X1))]

ieG,

.
X 1_[ exp(2F 1A% (F 1 4 ak)zlGrD.
k=1

Once again, according to (H2), we have

E[exp(k 3 f(Xi))] < exp(hea’ |Gy ) x exp (Azcz(l +@)?|Gy | Z(Zaz)"‘l).

ieG, k=1
Hence:
o if ;é— then
E[exp(k Z f(X; ))i| <exp()»2 2(1—}-06)2L2a?r|([} |> x exp(rca”|G,);
2a

ieG,

o if —% then

E[exp(k Z f(X,-))} <exp(k2 2(1+ a)*r|G, ) x exp(kc(ﬁ) |G, |)

ieG,
We then consider three cases 2 ,
1—(2a2)" 1-20%)8 -
(a) If o? < %, then 1£20:x2) < 2 5 for all r. Taking A = 2(c2(1j[-a))2 in (A.5)
leads us to

_ (1-228 (1-2%)3
P(Mg,(f)>$) < eXp(_(4C2(1 j_a)2 ¢ 2¢(1 +a0l)2>|G l)

o Ifa< %, then (2a)” < 1 for all » € N. We then have for all r e N,

(1— 2a2)8> (_(1 — 2a2)62|Gr|>
2c(+a)2) 420 +a)2 )

P(35, (/) > 8) <exp(
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o If % <a< */75, then for all » € N such that r > log(f—c)/loga, we have (§ —

2ca’) > %, and it then follows that

a _2a2)52|Gr|)

P(Mg,(f) >8) < exp(— 52+ a)

(b) If «® = 1, then for all A > 0,

P(Mg, (f) > 8) < exp((—8x + c*(1 + @)*r2?)|G,|)

X exp(kc(?)rl(},l)

Taking A = we are led to

1)
2¢2(1+a)?r’

P(Mg, (f) >8) < exp(—&é — 2C(£)’>)'

4c2(1 4+ a)?r 2

For all r € N such that r > log(%)/log(g), we have (§ — 20(4)’) > % and for
such r, it follows that

_ 82|G,
P(Me, (/)= 3) <exp(— 3 ).

(c) If & > 1, then for all A > 0,

,(2a?) —1 )

B(5, (f) > 8) = exp(~R3IC; ) x exp(12¢3(1 +0)* TG
a R

x exp(rca” |G, )
)\‘2 2 1 2
< exp(—161(30 - ST a? )
x exp(rca” |G, ).

. . (2a2—1)§
Taking A = 31102 (22T leads us to

— 202 —1)8
P(MGr (f) > 5) < CXP<—W(5 — 200/)).

Now for all » € N such that r > log(%)/ loga, we have

Qa? —1)82 )

P(Mc, (f)) < exp<—m
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Part 2. Let us now deal with MT, (f). We have for all A > 0 and all § > 0,

(A.6) P(MT,(f) > 8) < exp(—k8|’]I‘r|)E[exp(A Z f(X,-))]

ieT,
By subtracting and adding terms, we get

E[exp<,\ > f(Xi))}

ieT,

:E[E[ [T exp(r(F(Xa) + £ (Xais1) —20f (X))

ieG,_

x T exp(@r0f (X)) x [T explrf (X0)/7 |

ieG,_ i€eT,_;

=E[E| [T explp(/(Xa) + £ (Xais1) ~ 204 (X))

ieG,_;

x T expi(f +20H(X0) x [] exp(xf(x,-))/ﬁlﬂ.

ieG,_; i€eT,_»

The fact that conditionally to the (r — 1) first generations the sequence {A;,i €
Gy—1} is a sequence of independent random variables and Azuma-Bennett—
Hoeffding inequality (see Lemma B.1) lead us according to (H2) to

Elexp(1 Y- 7000 |
ieT,
< exp(2k2c2(1 + )G 1)
x E[ [T exo(:(f +20NH X)) [] eXP(kf(Xi))]-
ieG,_q i€T,
Doing the same things for

E[ [T exo((f +20NH X)) [] eXp(Kf(Xi))]

ieG,_ i€T,_»

with f 4+ 2Qf replacing f, we get

E[exp(x ZT f(X»)]
<exp(222c2(1 + @)?|G,_1]) x exp(2A2c?(1 + 3a + Zaz)zlGr_zl)
x E[ [T exp(h(f +20f +2°0%F)(X0) [] exp(mxi))]

i€G,_p i€eT,_3
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Iterating this procedure leads us to

E i
[exp(ki;:r fX ))]
ro/q—1 2
< exp(ZAzcz(l +a) ) (Z(Za)k> |G,_q|)
g=1 \k=0

x Elexp(A(f +20f +220%f +---+270Q" £)(X1))].
Using (H2) we get

)

ieT,
r ro/q—1 2
<exp <Ac Yot +202 1 +a)? )y (Z(Za)k) Gy, |).
k=0 g=1 \k=0
Now for o #£ % and o? # % we have
P(Mr, (f) > 9)

2r—1 a(l —a")2t!
1-20)2 (1-20)21—a)

202(1 — 2a®)")2"
(1—2a)2(1 — 2a2)>)

<exp(—A3|T,|) exp (2)»2c2(1 + a)2<

( 1— (2a)r+l)
X exp| Ac————
1 -2«
M +a)? o 4?1 = (20))
< —|T, || A6 — 1
—exp< | "( (1—2a)? ( R )))
( 1— (2a)r+l>
X exp| Ac———— ).
1 -2«
Taking A = 8 leads us to

2c2(1+a)?/(1—2a)2) (1+4a2(1—(2a2)") / (1—2a2))

P(Mr,(f) > §)

- (_ T (1 —20)%82 )
=X~ o T 20+ 4e2(1 — e /(1 = 2a2)
(1 —2a)3s 1 — Qa)t!
x eXp(Zc(l Fo2(l + 421 — 2a2))/(1 —2a2)) 1 —2a )
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2yr
o Ifu < %,then 11_92"(‘12) <1 2 5 forall r € N,

— 1-2
P(Mr,(f)>3) < 6XP<2C(1—+z)25>

(1 —2a%)(1 — 2a)252
XexP( 421+ a)?(1 1 2a0) ")

Z)r

oIf <oe<‘/— then __220;2 <1 22forallreN

P(Mr,(f) > §)

- <_(1 —2a%)a — 1)25|1r,|(5_ 2¢(1 =202t ))
SO\ T 420 1 002 1 209 Qo — (1 + 202

2
Now for all r € N such that r + 1 > log(W)/loga, we have § —
2\, r+1
% > % so that for such r, we have

(1 —20®)2a — 1)252|’JT,|)

P(MrT,(f) >8) < CXP<_ 8c2(1 4+ a)2(1 + 2a?)

o Ifa?>1 then for all r > 1, we have

P(Mr,(f) > 9)

( Qo — 1)2Qa% - 1)é ( 160%ca’ ! >)
<exp|— 8 — .
32c2(1 + )220 tD a2 —-1)QRa—1)

For all » € N* such that r + 3 > log((zaz_?#)/loga, we have § —
1602ca’t!

s
Gar e D) 2 so that

(1 =20)2Qa%2—=1)8%2 /1 \'*!
(=) )

Bz, () > 0) <o~

Nowifa:%,thenzq 12,, <Xoli %7 S 6. Then for all A > 0,

P(Mt,(f) > 8) < exp(—(18 — 27¢*A%)|T,|) x exp(re(r 4 1)).

Taking A = leads us to

542

2

P35, () > 8) = exp(— 55 Tr1) x exp( 5+ ).
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Finally, if «® = 1, in the same way as previously, for all » € N such that r + 1 >

27
log((‘/— lm)/log(‘[) we have

(V2 —1)282 |T,| )
421 +2)2r+1/)
Part 3. Eventually, let us look at ﬁ,l;[ (f). We have forall 6 > 0

P<1M“(f)>5><19’< Z FOX0) > ) ( S fXne) > )

ieT,, i=2n

P(Mr, (f) > 8) < exp(—

On the one hand, (3.2) leads us to

exp(c”8) exp(—c'8%n),
1
Vn €N, ifa < —,
exp(2¢/8(ry + 1)) exp(—c'8%n),
1
VneN, ifo =2,
exp(—c'8%n),
1 NG
(A7) P( Z f(Xi) > ) Vry > ro, lf§<a<7,
< exp(—c’52 n >’
rp+1
2
Vr, > ro, o= Y2,
1 2
)
e"P(‘C ) m)
2
Vrp >ro—2, ifoz>§,

where rg := log(%) /loga and ¢y, ¢’ and ¢” are positive constants which depend
ona, || flleo and c. cg, ¢’and ¢” differ line by line. On the other hand, for all A > 0,

8 n
(n > fFXnw) > )S€XP<—)\7">E[GXP<A > f(Xl'I(i))>:|-

i=2rmn j=2rn
Now let:

e O, ={I12™), N2 +1),...,II(n)};

° Orln_l the set of individuals of generation G,,_; which are ancestors of one
individual in O, ;

° Orz,,— | the set of individuals of generation G,,_; which are ancestors of two
individuals in O, ;
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e O, the set of individuals of O,, whose parents belong to Orln_l;
1 Orn_l = O}nfl U Ol%,*l'

We introduce the filtration fr =0 (F,, 11(i), 1 <i <T). Then we have

E[exp(k Z f(Xr[(i)))i|

i=2"n
—Elew(h ¥ 20/()+h ¥ 0F(0)
ie0? ieO!

rm—1 m—1

X E[exp(k > f(X) - Qf(X[i/z]))/ﬁrn—l}

€0,

x E[exp(xiegj PO+ i) =205 (X)) [ ]|

rm—1

Using the Azuma—Bennett—Hoeffding inequality, as in part 1, we get

E[exp(x PONICOR Qf(X[i/2])> /ﬁrn—l} sexp(ww)

7 /
€0y,

and

Blexp(1 X £(Xa) + S (o) 205 (X)) /7o

ie©?

rm—1
<exp(2A*c*(1+)*|O} _ ).

Now, we have
()»202(1 +a)?
exp| ————

S0, ]) + e+ )02y

[
=exp<k2c‘2(1 +a)2(2|0,2n_1| + =" >)

<exp(A2c*(1 4+ a)’n).
This leads us to

E[exp(k i f(Xn(i)))}

i=2rn
<exp(r?c*(l +a)2n)E[exp(A Z 20f(Xi) + A Z Qf(Xi))}-
€0 | i€o}

Now let:
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Orln 1_2 the set of individuals of G, _» which are ancestors of one individual in
O,,—1 and one individual in O, ;

Orln’z_z the set of individuals of G,, _, which are ancestors of one individual in
O,,,—1 and two individuals in O, ;

(’)rzn’z_2 the set of individuals of G,,,—» which are ancestors of two individuals in
O,,,—1 and two individuals in O, ;

(’)311’3_2 the set of individuals of G,, > which are ancestors of two individuals in
Oy, -1 and three individuals in O, ;

(’)rzn"i2 the set of individuals of G,,,—» which are ancestors of two individuals in
O,,,—1 and four individuals in O, ;

O;,,—l the set of individuals of O,, _; whose parents belong to Orlrzl_z;

(’);; _, the set of individuals of O,, _; whose parents belong to (’):;2_2.

Then we have

E[exp(xieozz 2070 +5 33 0rx))]

rm—1 m—1

=E[lH x I x I3 x I4 x Is x I x I7],

where

11=exp<)» Y QXD+ Y 20%f(XD+a Y 20°f(X)

. ALl .12 .22
IGOrn 2 LeOrn_z ze(’)rn_z

ITAD DRI TCORTED SR Tee o)
€0y, ieont,

L=Elexp(r Y Of(Xi)— sz(X[i/z]))/ﬁrn—z},

icO!

I; =E|exp( 24 Z of(Xi) — sz(X[i/Z]))/]:—rn—Z}

ic0”

rp—1

(
(
Iy = E_exp(k Y Of(X2) + Of (X2i1) — 2Q2f(Xi)>/ﬁrn—2:|a
(
(

ieOf’{l
n

S
Il
=
o

N 3
w(5 X 2Qf(X2i)+Qf(X2i+1)—3Q2f(Xi))/~7:rn2]v

ic0>?

rm—1

> 0F(Xa) +20f (o) =303 (X)) [ Fop |

ic0>3

rm—1
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= E[eXp<k Y 207 (Xai) +20f (Xaia1) — 4Q2f(Xi)> /fr,,_z]

2,4

Using the Azuma—Bennett—-Hoeffding inequality, we get

I x I3 x Iy xIs x Ig x Iy
10, 4l
=< exp(kzcz(a 4—0{2)2(r#1 +2[0] 4|+ 2](93,;2_1\

2,3
+ LO;H' +8]0% ))
< exp(2k262 (¢ + az)zn),
hence
E|:exp (A i f(Xn(i))>] < exp()»zcz(l + a)?n) exp(2)»2c2 (¢ + otz)Zn)]E[Il].
i=2mn
Now, iterating this procedure we get
E|:exp <A 2”: f(Xn(i))):| <exp <A2c2(1 +a)’n i (2a2)p> exp(rca’n).
i=2n p=0

Then it follows as in part 1 that

1 & é
]P’(— > fXne) > 5)

[=2'n
(A.8) . '
exp(c”8) exp(—c'8°n),
1
Vn € N, lfa S 5’
exp(—c'8°n),
1 2
Vn € N such that r,, > ry, if§<a<§,
< exp(—c/82£>,
I'n
1
Vn € N such that r,, > rg, if a® = X
1 2rp
on(-ev(2)"):
* 1
Vn € N such that r,, > rg, ifa? > 7

where rg := log(%) /log(a) and the positive constants cg, ¢’ and ¢” depend on «,
8, ¢ and differ line to line. Finally (A.7) and (A.8) lead us to (3.3).
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A.4. Proof of Theorem 3.2._Let feb (S3) such that (u, Pf)=0.
Part 1. Let us first deal with Mg, (f). We have forall § > 0 and A > 0,

P, () = 8) < exp(~131G, DE[exp(1 3 a0 ) |
ieG,
Conditioning and using Bennett—Hoeffding inequality gives us
2lexp(1 2 80 | <exp(@i21£1cIG VE[exp(3 Y Prexo) |
ieG, ieG,
Now, applying part 1 of the proof of the Theorem 3.1 to Pf, we get (3.1) for
f € By(S?).

Part 2. Let us now treat MT,( f). We have for all § > 0,
_ — 5 — 8
(A.9) P(MT,(f)>6) §]P’<MTr(f — Pf) > 5) +]P’(MTr(Pf) > 5)

Now, since (M,iT (f — Pf))n>11s a H,-martingale with bounded jumps, the Azuma
inequality [1] gives us for some positive constant ¢/,

_ Fy
IP(MT,(f — Pf) > 5) < exp(—c'82|T,|).

For the second term on the right-hand side of (A.9), we use inequalities (3.2) with
Pf instead of f. Gathering these inequalities, we get (3.2) for all r large enough.

Part 3. The proof for the case M}? (f) follows the same lines as the proof of
part 2.

A.S. Proof of Proposition 4.2. We will prove the deviation inequality for
l&y — aol. The other deviation inequalities for |/§6 — Bol, l&] — a1] and Iﬁlr — Bil
may be treated in a similar way.

One easily checks that

&7 — o = (M, (xy) — M, (P(xy))) — (MT,(X))(MT,(y) — MT,(P(¥)))
B, ‘

We then have, for all § > 0,
P(|agy — ao| > 8)
EIP)<|Mﬂrr(xy— P(xy))] - 3)

B, 2

+P(|MT,(X)||MTr(y_ PO §)
B, 2
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On one hand, for all y; > 0 we have

P(lMTr(Xy_P(XY))| 5)
> p—
B, 2

(A.10)

. )
<P(B, <) +P(1MT, (xy — P(xy)| > %)

Now, for b = (8, 02) — ,u1(9)2, where 1 and u, are given in (4.5), we have

_ b—
P(B, < y1) < P(—MT, (x* — 112) > )/1)

3
— Vb —n
+P( (¥, = > )
- b—y
+ P\ M, (x—p1) > :
olu1l
We choose y; < min{zi%a’ _4+Vé882b52+16, 1+3§|M1|} so that 5% < max{l%,

—Vlz/_;y', %}. Then we have

7 5y —-— 31
P(Br < )’1) =< ]P)<M’]D(M’2 _Xz) > 7) +2P<{M’H‘r(x - Ml)| > 7),

and therefore we get

P(Iﬁm (xy — P(xy))| 8)
>

B, 2

_ ) — )
< 22([¥r, = )| > 22 ) + (B, (12 =) > 22

_ )
+ IF’<|MT,,(Xy — P(xy))| > %)

On the other hand, we have
M, (X)||MT,(y — P(y)| M, (x — u)||MT,(y — P(y))| _§
B, 2 B, 4
Mt (y—P b
HP,(I T, (Y — P(y))| - )
B, 41|

The last term of the previous inequality can be dealt with in the same way as
inequality (A.10), using y3 > 0 such that

ablpi]  2lil(—4+/24b82/ 1] + 16) 2b}

J’3<mm{4|m|+35’ 352 ' 2438
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For the second term, we have

P(|M’H‘,(X— u)lIMr, (y — P(y)) - §>

B, 4
— V8 Mr,(y— P V8
SIP’(!MT,(X—m)\ - _) HP(I T, = PO _)
2 B, 2
: 2b —44-+/48b5+16 b :
Let y» > 0 such that y, < min{ 71305 55 , H_3\/3”“'}, in such a way that
we obtain VZT‘/E < max{ b_37/2, v l:/—gyz’ Igﬂjﬁ }. We thus have
P(|HT,(X —uD|IMT,(y — P(y))| 5)
> f—
B, 4
— NG
< P<|MT,(X— )| > 7)
— /8 — /8
+B( [0, 02 = )] > 25 )+ B [bf, (v = P) | = 7
— /8
+2]P>(1MT,_(X— un| > % > )

From the foregoing, we deduce that for all y > 0 such that y < min(yy, 2, ¥3),
P(ég” — ol > )

— 8 — 8
SZP(‘MT},(X—M])’>%>+P( 'Jl‘,(,uz—XZ)>—y)

+B([05, 6 > 20

+ P(|Mqrr (xy — P(xy))| > 5

Y8

+ ZP<|HT,(X —u)| > N
+IP’( M, (12 —x2) > —Y ) +P(ym (y=PW)| > S—V)
’ 4] ‘ 4y

Now, using (2.8) and Markov’s inequality we get

P(’MTr (xy — P(xy))| > %) < € - (1>r+1,

IP’<|W1L(Y—P(Y)) > %) - cut (1>r+1

+IP’(|MTr (x* — pu2)| > yﬁ) +P({MTF (y—P®y)| > —)
)

_ 1)
- 2P(|MT,(X — )| > _y)
41l
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and

om0 < ()
P{ (M —P )< Z ,
<| T, (¥ )| > 2 )~ 524 \4
where the constant ¢ can be found as in Remark 2.4. o o
Finally, the other terms, that is, the terms related to M, (x2 —p2)and M, (X —
1), can be bounded as in Corollary 2.2 and this completes the proof.

APPENDIX B

Let us gather here, for the convenience of the readers, various theorems useful
to establish LIL, ASFCLT, deviation inequalities and MDP.
First, let us enunciate the Azuma—-Bennett—Hoeffding inequality [1, 3, 16].

LEMMA B.1. Let X be a real-valued and centered random variable such that
a<X <ba.s.,witha <b. Then for all » > 0, we have

A2(b — a)z)

E[exp(AX)] < exp( g

LEMMA B.2. Let (E,d) a metric space. Let (Z,) a sequence of random vari-
ables values in E, (v,) a rate and g :Dg C E — R continuous. Let 7z € E be a
deterministic value:

2, 5502 then g(Zy) "E5" (2.

PROOF. For all § > 0, there exists (see, e.g., [22], proof of Theorem 2.3)

ap(6) >0

(B.1) P(|g(Zn) — §(2)| > 8) < P(d(Zn, 2) > a0(3)).
Indeed, since g is continuous, for all § > 0, there exists ag(5) > 0 such that
lg(x) —g(@)| <8 whenever d(x, z) < ap(8).
We then have
{w:d(Zy(@),2) <a(®} C{w:|g(Zn(w)) — g(2)| < 8}

and therefore inequality (B.1). Now, the result of the lemma follows since
superexp
Z, = z. O

Un

Let M = (M,,, H,,n > 0) be a centered square integrable martingale defined
on a probability space (2, H,P) and ({(M),) its bracket. We recall some limit
theorems for martingale used intensively in this paper.

We recall the following result due to W. F. Stout (Theorem 3 in [21]).
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THEOREM B.3. Let (M) such that My =0. If (M), — o0 a.s. and
>, 2loglog(M) 5
Y BlMn = M )" Y, a2 k20,0 @loglogiay)/ Hn—1]

n=1
<00 a.s.,

Mﬂ

V2(M), loglog(M),

where K, are H,—1 measurable and K,, — 0 a.s., then lim sup
1a.s.

We recall the following result due to Chaabane (Corollary 2.2 in [5]).

THEOREM B.4. Let (V) be a (H,)-predictable increasing process such that:
H-1 V2 (M), — 1,as.;
n—oo

H-2 for all & > 0, Y =1 V,El(My, — Mu—1)*11pt,—p,_y 1=V, /Hn—11 < 00,
a.s.;

H-3 for some a > 1, 3~ Vn_zaE[(Mn — Mn—1)2a1|M,,—M,,,]|5V,1/Hn—1] <
00, a.s.

Then M, satisfies an ASFCLT; that is, for almost all o, the weighted random mea-
sures

o1 N V2
Wy (o, ) = (log V) Z(l - T”)5wn<w>e-}
— \%
n=1 n+l

associated to the continuous processes VY, (w) = {V,(w, t),0 <t < 1} defined by
_ -1
W@, 1) =V, M+ (Ve = ViE) ™ (V) = Vi) (Mir — M),
when sz < tVn2 < Vk2+1, 0 <k <n—1, weakly converge to the Wiener measure

on C([0, 1], R).

Let us enunciate the following which corresponds to the unidimensional case of
Theorem 1in [11].

PROPOSITION B.5. Let (b,) a sequence satisfying
. : bn by,
by, is increasing, — — 400, — — 0,

Jn n

such that c(n) = n/b, is nondecreasing, and define the reciprocal function ¢~ (t)
by

¢ M) :=inf{n e N:c(n) > t}.

Under the following conditions:
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(C1) there exists Q € R’} such that ~=
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<A4>n superexp X

" B2n

(C2) HmSup, _, | o 2 10g(n essSup; g <1 5,.,) PUMk — Mi1| > by /Hi 1)) =

— m )
superexp

(C3) foralla>0 LY 0 E(Mi — Mi—1|*Lgage—n_y|=an/by) / Hi—1) e 0;

n/n

(M, /bp)yen satisfies the MDP in R with the speed b,% /n and the rate function

I(x)=

x2
30"

Acknowledgments. Let us thank two anonymous referees for their very care-
ful reading and useful suggestions, which have clearly improved both presentation
and mathematical rigor of the present paper.

(1]

(2]

(6]

(7]

(8]

[10]

(1]

[12]

[13]

[14]

REFERENCES

AZUMA, K. (1967). Weighted sums of certain dependent random variables. Téhoku Math. J.
(2) 19 357-367. MR0221571

BASAWA, I. V. and ZHOU, J. (2004). Non-Gaussian bifurcating models and quasi-likelihood
estimation. J. Appl. Probab. 41A 55-64. MR2057565

BENNETT, G. (1962). Probability inequalities for sum of independant random variables.
J. Amer. Statist. Assoc. 57 33-45.

BERCU, B., DE SAPORTA, B. and GEGOUT-PETIT, A. (2009). Asymptotic analysis for bifur-
cating autoregressive processes via a martingale approach. Electron. J. Probab. 14 2492—
2526. MR2563249

CHAABANE, F. (1996). Version forte du théoréme de la limite centrale fonctionnel pour les
martingales. C. R. Acad. Sci. Paris Sér. I Math. 323 195-198. MR1402542

COWAN, R. and STAUDTE, R. G. (1986). The bifurcating autoregressive model in cell lineage
studies. Biometrics 42 769-783.

DE SAPORTA, B., GEGOUT-PETIT, A. and MARSALLE, L. (2011). Parameters estimation for
asymmetric bifurcating autoregressive processes with missing data. Electron. J. Stat. 5
1313-1353. MR2842907

DELMAS, J.-F. and MARSALLE, L. (2010). Detection of cellular aging in a Galton—Watson
process. Stochastic Process. Appl. 120 2495-2519. MR2728175

DEMBO, A. (1996). Moderate deviations for martingales with bounded jumps. Electron. Com-
mun. Probab. 1 11-17 (electronic). MR1386290

DEMBO, A. and ZEITOUNI, O. (1998). Large Deviations Techniques and Applications, 2nd
ed. Applications of Mathematics 38. Springer, New York. MR1619036

DIJELLOUT, H. (2002). Moderate deviations for martingale differences and applications to ¢-
mixing sequences. Stoch. Stoch. Rep. 73 37-63. MR1914978

DIJELLOUT, H., GUILLIN, A. and WU, L. (2004). Transportation cost-information inequalities
and applications to random dynamical systems and diffusions. Ann. Probab. 32 2702—
2732. MR2078555

GAO, F. and ZHAO, X. (2011). Delta method in large deviations and moderate deviations for
estimators. Ann. Statist. 39 1211-1240. MR2816352

GUYON, J. (2007). Limit theorems for bifurcating Markov chains. Application to the detection
of cellular aging. Ann. Appl. Probab. 17 1538-1569. MR2358633


http://www.ams.org/mathscinet-getitem?mr=0221571
http://www.ams.org/mathscinet-getitem?mr=2057565
http://www.ams.org/mathscinet-getitem?mr=2563249
http://www.ams.org/mathscinet-getitem?mr=1402542
http://www.ams.org/mathscinet-getitem?mr=2842907
http://www.ams.org/mathscinet-getitem?mr=2728175
http://www.ams.org/mathscinet-getitem?mr=1386290
http://www.ams.org/mathscinet-getitem?mr=1619036
http://www.ams.org/mathscinet-getitem?mr=1914978
http://www.ams.org/mathscinet-getitem?mr=2078555
http://www.ams.org/mathscinet-getitem?mr=2816352
http://www.ams.org/mathscinet-getitem?mr=2358633

[15]

(16]
[17]
(18]

(19]

(20]
(21]
[22]
(23]
[24]
[25]

[26]

DEVIATION INEQUALITIES AND LIMIT THEOREMS FOR BMC 291

GUYON, J., BIZE, A., PAUL, G., STEWART, E., DELMAS, J.-F. and TADDEI, F. (2005). Sta-
tistical study of cellular aging. In CEMRACS 2004—Mathematics and Applications to
Biology and Medicine. ESAIM Proceedings 14 100-114 (electronic). EDP Sci., Les Ulis.
MR2226805

HOEFFDING, W. (1963). Probability inequalities for sums of bounded random variables.
J. Amer. Statist. Assoc. 58 13-30. MR0144363

HUGGINS, R. M. and BASAWA, I. V. (1999). Extensions of the bifurcating autoregressive
model for cell lineage studies. J. Appl. Probab. 36 1225-1233. MR1746406

HUGGINS, R. M. and BASAWA, 1. V. (2000). Inference for the extended bifurcating autore-
gressive model for cell lineage studies. Aust. N. Z. J. Stat. 42 423-432. MR1802966

HWANG, S. Y., BASAWA, I. V. and YEO, I. K. (2009). Local asymptotic normality for bi-
furcating autoregressive processes and related asymptotic inference. Star. Methodol. 6
61-69. MR2655539

STEWART, E. J., MADDEN, R., PAUL, G. and TADDEI, F. (2005). Aging and death in an
organism that reproduces by morphologically symmetric division. PLoS Biol. 3 e45.

STOUT, W. F. (1970). A martingale analogue of Kolmogorov’s law of the iterated logarithm.
Z. Wahrsch. Verw. Gebiete 15 279-290. MR0293701

VAN DER VAART, A. W. (1998). Asymptotic Statistics. Cambridge Series in Statistical and
Probabilistic Mathematics 3. Cambridge Univ. Press, Cambridge. MR1652247

WORMS, J. (1999). Moderate deviations for stable Markov chains and regression models. Elec-
tron. J. Probab. 4 28 pp. (electronic). MR1684149

WORMS, J. (2001). Moderate deviations of some dependent variables. I. Martingales. Math.
Methods Statist. 10 38-72. MR1841808

ZHOU, J. and BASAWA, 1. V. (2005). Least-squares estimation for bifurcating autoregressive
processes. Statist. Probab. Lett. 74 77-88. MR2189078

ZHOoU, J. and BAsAwA, 1. V. (2005). Maximum likelihood estimation for a first-order bifur-
cating autoregressive process with exponential errors. J. Time Series Anal. 26 825-842.
MR2203513

S. V. BITSEKI PENDA A. GUILLIN

H. DJELLOUT INSTITUT UNIVERSITAIRE DE FRANCE
LABORATOIRE DE MATHEMATIQUES ET LABORATOIRE DE MATHEMATIQUES
UNIVERSITE BLAISE PASCAL UNIVERSITE BLAISE PASCAL

CNRS UMR 6620 CNRS UMR 6620

24 AVENUE DES LANDAIS 24 AVENUE DES LANDAIS

BP 80026, 63177 AUBIERE BP 80026, 63177 AUBIERE

FRANCE FRANCE

E-MAIL: Valere.Bitsekipenda@math.univ-bpclermont.fr  E-MAIL: Arnaud.Guillin@math.univ-bpclermont.fr

Hacene.Djellout@math.univ-bpclermont.fr


http://www.ams.org/mathscinet-getitem?mr=2226805
http://www.ams.org/mathscinet-getitem?mr=0144363
http://www.ams.org/mathscinet-getitem?mr=1746406
http://www.ams.org/mathscinet-getitem?mr=1802966
http://www.ams.org/mathscinet-getitem?mr=2655539
http://www.ams.org/mathscinet-getitem?mr=0293701
http://www.ams.org/mathscinet-getitem?mr=1652247
http://www.ams.org/mathscinet-getitem?mr=1684149
http://www.ams.org/mathscinet-getitem?mr=1841808
http://www.ams.org/mathscinet-getitem?mr=2189078
http://www.ams.org/mathscinet-getitem?mr=2203513
mailto:Valere.Bitsekipenda@math.univ-bpclermont.fr
mailto:Hacene.Djellout@math.univ-bpclermont.fr
mailto:Arnaud.Guillin@math.univ-bpclermont.fr

	Introduction
	The model
	Definitions
	Objectives

	Moments control and consequences
	Control of the 4th order moments
	Strong law of large numbers on incomplete subtree
	Law of the iterated logarithm (LIL)
	Almost-sure functional central limit theorem (ASFCLT)
	Deviation inequalities for BMC
	Moderate deviations for BMC

	Exponential deviation inequalities for BMC and consequences
	Exponential deviation inequalities
	Moderate deviation principle for BMC

	Application: First order Bifurcating autoregressive processes
	The Gaussian setting
	Compact case: The uniformly ergodic setting

	Appendix A: Proof of the exponential inequalities
	Proof of Theorem 2.11
	Proof of Theorem 2.12
	Proof of Theorem 3.1
	Proof of Theorem 3.2
	Proof of Proposition 4.2

	Appendix B
	Acknowledgments
	References
	Author's Addresses

