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Abstract. The emergence of Markov chain Monte Carlo (MCMC) methods has opened a way for Bayesian analysis of complex models. Running MCMC samplers typically requires thousands of model evaluations, which can exceed available computer resources when this evaluation is computationally intensive. We will discuss two generally applicable techniques to improve the efficiency of MCMC. First, we consider a parallel version of the adaptive MCMC algorithm of Haario et al. (2001), implementing the idea of inter-chain adaptation introduced by Craiu et al. (2009). Second, we present an early rejection (ER) approach, where model simulation is stopped as soon as one can conclude that the proposed parameter value will be rejected by the MCMC algorithm.

This work is motivated by practical needs in estimating parameters of climate and Earth system models. These computationally intensive models involve nonlinear expressions of the geophysical and biogeochemical processes of the Earth system. Modeling of these processes, especially those operating in scales smaller than the model grid, involves a number of specified parameters, or ‘tunables’. MCMC methods are applicable for estimation of these parameters, but they are computationally very demanding. Efficient MCMC variants are thus needed to obtain reliable results in reasonable time. Here we evaluate the computational gains attainable through parallel adaptive MCMC and Early Rejection using both simple examples and a realistic climate model.
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1 Introduction

Markov chain Monte Carlo (MCMC) methods have opened a way for Bayesian statistical analysis of nonlinear mathematical models. However, as the MCMC methods typically require thousands of model evaluations, it is challenging to apply them to problems where the model evaluation is computationally time consuming. One such case of great relevance is parameter estimation in climate models. In a review paper on parameter estimation methods in climate modeling by Annan and Hargreaves (2007), MCMC was...
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considered too computationally expensive for the task. Villagran et al. (2008) found that modern adaptive MCMC methods perform well with surrogate climate models. Järvinen et al. (2010) showed that efficient adaptive variants of MCMC can be used to estimate the distribution of climate model parameters using a full climate model. However, in the latter approach, producing an MCMC run with adequate chain length is computationally demanding. For instance, in our climate model experiments, the computation took about 2 months, although the lowest realistic model resolution was used. For extensive MCMC experimentation and higher model resolution, ways to speed up MCMC are welcome. In this paper, we present two techniques for this purpose: parallel adaptive MCMC and Early Rejection (ER).

Due to the recent developments in high performance computing towards massively parallel systems, it is important to make sure that algorithms can be run efficiently in parallel. In this paper, we present a parallel adaptive MCMC implementation, combining the Adaptive Metropolis (AM) algorithm by Haario et al. (2001) with the concept of inter-chain adaptation introduced by Craiu et al. (2009). We focus on the implementation of adaptive parallel chain MCMC and test its performance against adaptive single-chain algorithms.

In (Craiu et al. 2009), the parallel chain approach was motivated by multimodal target distributions. Here we use parallel chains in order to get samples faster in terms of wall-clock time, and employ inter-chain adaptation to accelerate proposal tuning. In climate modeling, the model code itself enables parallel computing, but the parallelization usually scales efficiently only up to a characteristic number of processors (in our case, a few dozen). Thus, parallel MCMC methods can be used to further utilize the available high-performance computing resources.

In the Early Rejection technique, the model simulation using the proposed parameter value will be terminated as soon as we can conclude that the proposed value will be rejected in the MCMC algorithm. ER is based on a simple re-organization of the calculations in the MCMC algorithm. The trick of inverting the order of simulation and likelihood evaluation has appeared earlier in the literature. It was employed in (Beskos et al. 2006a; Papaspiliopoulos and Roberts 2008) under the title Retrospective Simulation for certain diffusion processes, in order to implement in finite time a simulation for infinite dimensional random variables. See (Beskos et al. 2006b; Dunson and Park 2008) for further applications. Here, we want to emphasize the use of this simple idea as a routine part of basic Metropolis sampling. For a rather wide class of usual estimation problems it provides a way to save CPU time by allowing rejection at an early stage of likelihood evaluation. ER is not approximative: it produces exactly the same results as a full MCMC run, but always faster. We demonstrate by nontrivial examples typical situations where the benefit is most substantial.

The paper is organized as follows. In Section 2 we discuss the climate model parameter estimation problem and the requirements for MCMC in climate model studies. In Section 3 we recall the basics of adaptive MCMC, discuss the parallel adaptive MCMC algorithm and give some numerical examples. The Early Rejection method is described, with examples, in Section 4. In Section 5, we give some specific remarks related to both
parallel MCMC and ER. Section 6 concludes the paper.

2 Efficient MCMC for Climate Models

Climate and Earth system models are computational tools in climate science, derived for the most part from first principles. Formally, they consist of coupled non-linear partial differential equations that are solved in discrete form using a computational grid. They are used in a wide variety of research questions, such as assessing the impacts of anthropogenic greenhouse gas emissions on the Earth’s climate system.

Many important climatic processes, such as cloud formation, operate in much smaller scales than the grid interval, and they cannot be explicitly represented in the grid. The net effects of these unresolved processes are included in the models using parameterizations that utilize variables which are resolved in the grid. These parameterizations are not limited to climate modeling: for instance, in fluid dynamical models, turbulence due to unresolved scales of motion is expressed by parameterization schemes. These schemes contain predefined closure parameters, that ‘close’ the further modeling of unresolved processes. Predefining the closure parameter values leads to parametric uncertainty in the models, which may be challenging to estimate. In climate modeling, the closure parameters are typically related to sub-grid scale processes, such as cloud microphysics. For example, the changes in the amount of liquid water and ice in a grid cell can be estimated using a suitable parameterization, based on the grid-mean temperature, humidity, and pressure. Latent heating/cooling due to condensation/evaporation then feeds back to these larger scale state variables.

The closure parameters act as ‘tuning handles’ of the simulated climate. Currently, optimal closure parameter values are based mostly on expert knowledge, using a relatively small number of simulations. Thus, the climate model tuning procedure contains a subjective element which is open for criticism: above all, no proper uncertainty estimate is obtained, nor is the procedure entirely transparent.

Recently, attempts have been made to develop algorithmic approaches for closure parameter estimation (Jackson 2009; Järvinen et al. 2010). Järvinen et al. (2010) applied an adaptive MCMC method for estimating the joint posterior probability density of a small number \( n = 4 \) of closure parameters appearing in the ECHAM5 climate model (see Roeckner et al. 2003, for model description). While it was shown that MCMC is a viable option for closure parameter estimation, the applied model resolution was relatively low and running sufficiently long MCMC chains took a very long time (1–3 months). Thus, ways to speed-up MCMC are needed to make parameter estimation practically more attainable.

3 Adaptive MCMC and Parallel Chains

One of the most popular MCMC algorithms for drawing samples from the posterior distribution \( \pi(\theta | y) \) is the random walk Metropolis-Hastings (MH) algorithm (Metropolis
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et al. 1953; Hastings 1970). At each MH step $i$, one randomly selects a candidate value $\theta_{i+1}$ from a proposal distribution $q(\cdot | \theta_i)$ that may depend on the current point $\theta_i$. Assuming a symmetric proposal distribution, the proposed point is accepted with probability $\alpha = \min(1, \pi(\theta_{i+1} | y) / \pi(\theta_i | y))$. If a point is rejected, the previous point is replicated. A random walk constructed this way results in a Markov chain that can be used to approximate the target distribution $\pi(\theta | y)$, see for example (Robert and Casella 2005) for theoretical justification.

The practical difficulty in implementing the MH algorithm is the tuning of the proposal distribution $q$ so that the sampling is efficient. One of the recent improvements of MCMC efficiency has been the introduction of adaptive samplers. In adaptive MCMC, one uses the sample history to automatically tune the proposal distribution ‘on-line’ as the sampling proceeds, see, e.g., (Gilks et al. 1998; Haario et al. 2001; Roberts and Rosenthal 2007; Andrieu and Moulines 2006) for algorithms and theoretical analysis. In the Adaptive Metropolis (AM) algorithm of Haario et al. (2001) the empirical covariance from the samples obtained so far is used as the covariance of a Gaussian proposal. That is, new candidates are proposed as $\theta_{i+1} \sim N(\theta_i, \Sigma_i)$, where $\Sigma_i = \text{Cov}(\theta_1, \ldots, \theta_i) + \epsilon I$ and $I$ is the identity matrix. In the formulation of AM of Haario et al. (2001), the diagonal ‘regularization’ term was added to the sample covariance to make sure that the covariance stays positive definite and that the method has correct ergodicity properties.\footnote{Vihola (2011) has later shown that the term is not needed under certain conditions for the target distribution.}

The simplicity of AM adaptation allows for its use in a variety of sampling schemes. The delayed rejection (DR) method by Mira (2001) can be combined with AM, as done by Haario et al. (2006). This method (DRAM) has been shown to be efficient in many applications, see e.g. (Villagran et al. 2008; Smith and Marshall 2008). In DR, when a proposed candidate point in a Metropolis-Hastings chain is rejected, a second stage move is proposed around the current point. For example, one can use downscaled versions of the proposals given by AM adaptation as second stage proposals in DR. This is especially helpful to get the sampler moving (to get accepted points) in the beginning of the MCMC run. In addition, AM adaptation can be performed component-wise, as is done in the single component adaptive Metropolis (SCAM) algorithm of Haario et al. (2005), which can be more efficient in high-dimensional problems.

Parallelizing the adaptive MCMC algorithms has been studied relatively little. Combining parallel computing and MCMC is inherently difficult, since MCMC is serial by nature. In (Brockwell and Kadane 2005), a parallel MCMC implementation in the context of regeneration, introduced by Mykland et al. (1995), was studied. Running many parallel chains independent of each other (see e.g. Rosenthal 2000) may not be satisfactory, since it takes time for each single chain to find the mode(s) of the target and for the proposal to adapt. The question whether it is better to run multiple (non-adaptive) short chains or a single long chain has been considered in many studies, see (see e.g. Gelfand and Smith 1990; Gelman and Rubin 1992; Geyer 1992). In this paper, we do not study this question, since running a single long chain is simply not feasible with computationally intensive models. Instead, we study how the use of parallel adaptive chains
can speed up the mixing of the MCMC chains. For this purpose, we present a parallel chain version of the AM algorithm. To parallelize AM, we use a simple mechanism called inter-chain adaptation, recently introduced by Craiu et al. (2009). In inter-chain adaptation, instead of just running independent adaptive samplers in parallel, one uses the samples generated by all parallel chains to perform proposal adaptation, and the resulting proposal is used for all the chains. This naturally means that one has more points for adaptation and the convergence of every individual MCMC chain is expected to speed up.

The parallel chain approach is rather straightforward to implement. The only difference to running independent parallel AM samplers is that each sampler uses and updates the same proposal covariance. Covariance updating can be performed at any given update interval, for instance using the rank-1 covariance update formulas, see (Haario et al. 2001). Our parallel chain implementation with AM adaptation is given as a flowchart in Figure 1. Note that also more advanced adaptation schemes, such as the DRAM and SCAM methods discussed above, can be easily combined with the inter-chain adaptation.

3.1 Example: Gaussian Target Distribution

Let us first consider a 4-dimensional Gaussian target with zero mean and identity covariance $I$. Naturally, MCMC is not needed to sample Gaussian variates; the example is used to demonstrate how the proposal distribution develops with and without inter-chain adaptation in a case where the true distribution is known. We start the samplers from the true mean, but with small initial diagonal covariance $\Sigma_0 = \alpha I$. We note that this is a common way to tune the proposal if no proper initial guess is available: make the proposal small enough to get the sampler moving and let the adaptation expand the covariance. Here, we examine the convergence of this adaptation: how fast we reach a proposal that correctly samples, for instance, a 50% quantile of the $\chi^2$-distribution.

We experiment with different parallel configurations using chains of length 2000. To obtain simulation results with comparable variability, the runs are replicated so that we have 20 chains with each configuration. Thus, the single chain run is replicated 20 times, parallel run with 2 chains is replicated 10 times and so on. The adaptation is performed at every step. In Figure 2, the 50% $\chi^2$ quantiles calculated from the samples are plotted. The quantiles are calculated from batches of 500 consecutive iterations: for an MCMC step, we take all points from the next 500 steps and calculate the quantiles. Figure 2 shows that the inter-chain adaptation speeds up the convergence for individual chains: for example, with 10 parallel chains, individual chains have converged after about 200 MCMC steps, whereas the single chain needs more than 1500 iterations. Note that, interestingly, the acceleration effect seems to saturate as more parallel chains are added: the results with 10 and 20 chains are essentially the same. In addition, Figure
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2We perform the $\chi^2$ calculations as follows. If $x \sim N(0, C)$, then $x^T C^{-1} x \sim \chi^2_d$, where $d = \dim(x)$. After we have sampled points, we can calculate the proportion of the samples whose $\chi^2$-statistics fall below, say, the 50% probability limit of the $\chi^2$-distribution ($q$ for which $P(x^T C^{-1} x < q) = 0.5$). If the samples are from the correct distribution, this proportion should be close to 50%.
Figure 1: Inter-chain adaptation. Several chains are run in parallel independent of each other, but the proposal covariance is adapted using the output from all chains. The $i$th sample of the $j$th parallel chain is denoted by $\theta_{j,i}$ and the proposed candidate for chain $j$ by $\tilde{\theta}_j$. In the proposal covariance update, the chain index is $j \in 1, ..., k$. The notation $:= $ means substitution.

2 illustrates the chain evolution from the 10 single adaptive chains and 10 parallel chains with inter-chain adaptation. One can clearly see the improvement in ‘adaptation convergence speed’: the inter-chain adaptation is able to inflate the too small initial covariance faster than the single-chain adaptation.

3.2 Example: Climate Model Closure Parameter Estimation

We have implemented the parallel chain algorithm with DRAM adaptation (Haario et al. 2006) for the ECHAM5 climate model closure parameter estimation problem. We sample from the distribution $\pi \propto \exp(-J(\theta)/2)$, where $J(\theta)$ is a specifically chosen cost function that compares the model simulation output to observed data. Here, we used annual global and monthly zonal averages of net radiation at the top of the atmosphere.
Figure 2: Left: convergence comparison with a varying number of parallel chains with initial covariance $\Sigma_0 = \alpha I$ where $\alpha = 1e-9$. The theoretically correct value for the $\chi^2$ quantile is 0.5. Right: 10 single adaptive chains (red) and 10 parallel chains with inter-chain adaptation (black).

as a cost function, defined as follows:

$$J(\theta) = \frac{(F(\theta) - F^0)^2}{\sigma^2} + \sum_{t=1}^{12} \sum_y \frac{(F_{t,y}(\theta) - F^0_{t,y})^2}{\sigma^2_{t,y}},$$

where $F(\theta)$ is the annual mean flux and $F_{t,y}(\theta)$ is the mean flux for month $t$ and zonal band $y$, simulated with the climate model with closure parameter values $\theta$. The same quantities calculated from observation data sets are denoted in the formulas by superscript $o$ and variances are denoted by $\sigma^2$. The cost function $J(\theta)$ is calculated by running the climate model with parameters $\theta$ for one year, computing the annual and monthly zonal means from the output, and comparing the results to the same quantities calculated from observations. In this example, we use model simulations with default parameter values as the observations, instead of real data, since we want to study the identifiability of the parameter estimation problem in the ideal case, without having to consider, e.g., bias in the model. A uniform distribution with rather wide upper and lower bounds for the parameters is used as the prior. The variances $\sigma^2$, that essentially define how large deviations from the observations are allowed, are assumed to be known and are estimated from climatological data.

The two-dimensional marginals of the parameter distributions are given in Figure 3. One can see that the parallel algorithm captures the posterior more comprehensively, while the single chain approach has not yet explored the entire distribution: the single-chain sampler has not yet reached the tail of the distribution that is found by the parallel sampler. Note that if one just had the single chain results, the conclusions about the parameters would be rather different from those obtained using the results of the parallel algorithm. From the practical point of view, the parallel algorithm was
beneficial here in terms of obtaining the results in a more reasonable elapsed time. Finally, the ‘exploration speed’ is illustrated in Figure 4, which indicates that for two out of four parameters the speed-up effect is very pronounced.

Although the main focus of this paper is methodological, we point out that the conclusion from this run is that one cannot identify the parameters by looking only at the net radiation averages. Ongoing research attempts to define a cost function that can uniquely determine the parameters. In any case, we note that this kind of insensitivity of parameters can be revealed by MCMC even with highly demanding models, supposing that sampling with effective mixing can be achieved. For details about the closure parameter estimation problem and comprehensive parameter estimation results with this climate model, we refer to (Järvinen et al. 2010).

4 Early Rejection by Retrospective Simulation

Application of MCMC to parameter estimation problems typically requires a large number of model evaluations. When the simulation model is time consuming, the elapsed time for obtaining reliable results can be prohibitively long.

In addition to parallelization, other approaches have been presented to make MCMC samplers more suitable for cases where model simulation is time consuming. For exam-
Figure 4: MCMC chains from a single chain (red) and 7 parallel chain (black) experiments.

Drignei et al. (2008) and Villagran et al. (2008) suggest to replace the computationally intensive climate models with approximative, empirical surrogate models that are fast to evaluate. Christen and Fox (2005) show how MCMC can be carried out in two stages, if one has an approximative model at hand. In their delayed acceptance approach, the parameter likelihood is evaluated with the full model only if it was accepted by the approximative model.

Here we present a simple, non-approximative trick for an early rejection (ER) in Metropolis-Hastings based MCMC algorithms. The idea is to stop the simulation as soon as we know that the proposed parameter will be rejected.

Suppose the current parameter value in the MH algorithm is $\theta_i$. Recall that MH proceeds by proposing a candidate value $\theta_{i+1}$ and accepting the proposed value with probability $\alpha = \min(1, \pi(\theta_{i+1})/\pi(\theta_i))$, assuming that the proposal density is symmetric. In practice, one first evaluates $\pi(\theta_{i+1})$, then simulates a uniform random number $u \sim U(0, 1)$ and accepts $\theta_{i+1}$ if $u < \alpha$. Thus, a point will be rejected if $u > \pi(\theta_{i+1})/\pi(\theta_i)$.

Let us assume that the likelihood can be divided into $n$ independent parts: $\pi(\theta) \propto p(\theta) \prod_{i=1}^{n} L(y_{i|\theta})$. Moreover, let us denote by $\pi_k(\theta)$ the unnormalized posterior density when $k$ parts (where $k \leq n$) are considered: $\pi_k(\theta) = p(\theta) \prod_{i=1}^{k} L(y_{i|\theta})$. Assume that the density $\pi_k(\theta)$ is monotonically decreasing with respect to the index $k$. This is the
case, for example, if the likelihood has an exponential form \( L(y|\theta) \propto \exp(-l(y|\theta)) \), with \( l(y|\theta) \geq 0 \). In this case, we can reject as soon as \( \pi_k(\theta_{i+1})/\pi(\theta_i) < u \) for some value of \( k \). Thus, we can speed up the sampling simply by switching the order of the calculations: generate the random number \( u \) first, evaluate the likelihood part by part and check, after each evaluation, if the proposed value will end up being rejected. Note that before evaluating any likelihood terms, we can check if the proposed point will be rejected based on the prior only, even if the likelihood evaluation cannot be divided into blocks. In principle, the prior term could also be computed after likelihood, but the computational cost of evaluating the prior is usually negligible compared to the cost of the likelihood. In ER, it makes sense to organize the calculations so that the computationally simple terms are evaluated first.

This simple, non-approximative ER mechanism can be applied to a large variety of cases: the only requirements are that the likelihood can be factorized and that the factorized posterior \( \pi_k(\theta) = p(\theta) \prod_{i=1}^k L(y_i|\theta) \) is monotonically decreasing with respect to \( k \). There are no other specific requirements for the form of the prior and the likelihood. The amount of calculation saved by ER depends on the problem (amount of data, properties of the model, shape of the parameter distribution) and on the tuning of the proposal. In cases where the topology of the parameter posterior distribution is complicated (strongly nonlinear, multimodal), the MH sampler, even if properly tuned, results in low acceptance rates and potentially large performance gains can be achieved through ER. If the model equations exhibit strongly chaotic behavior with respect to the model parameters, many proposed parameters will be rejected early, making ER beneficial. In addition, if too large a proposal covariance is used, many points are rejected and ER is beneficial again. Below, we demonstrate ER with these kind of examples.

### 4.1 Example: Nonlinear Correlations Between Parameters

The most common proposal distribution used with MH sampling is Gaussian with a fixed covariance. Finding an ‘optimal’ proposal covariance may require exhausting hand–tuning. The adaptive methods indeed aim at an automatic convergence of the initial proposal towards a more optimal one. Well–known criteria exist for optimality of Gaussian proposals for Gaussian targets, see e.g. (Roberts and Rosenthal 2001). Often, such proposals perform well also for mildly non-Gaussian targets, see e.g. the synthetic examples of Haario et al. (1999) and the application studies of Malve et al. (2005); Vahteristo et al. (2009).

A problem remains if the parameter posterior exhibits strong nonlinear correlations. Such ‘banana-shaped’ distributions are in fact quite common for nonlinear models loaded with many poorly identified parameters. In such cases, a Gaussian proposal does not work well: the acceptance rate remains high only if the proposal distribution is narrow. As the size of the proposal grows to better match the size of the target – as with the AM adaptation, for example – the nonlinearity necessarily causes frequent proposals that miss the essential support of the posterior, and the sampling becomes ineffective due to low acceptance rates. In such situations we can expect that, when applicable, ER
will be helpful: if a proposal is clearly outside the posterior with a low likelihood, the evaluation of the expressions $\pi_k(\theta_{i+1})/\pi(\theta_i)$ should, in average, drop below the rejection threshold at low values of $k$.

We demonstrate the situation with the simple model $y = b_1(1 - \exp(-b_2x)) + \epsilon$, where the true parameter value is given as $\theta = (b_1, b_2) = (1, 0.2)$ and the measurements are linearly spaced on the interval $0 \leq x \leq x_{\max}$. In our examples we use 20 measurements ($n = 20$), but the results are roughly the same if the number of data points is varied between, say, 10 and 500. The noise term $\epsilon$ is $N(0, \sigma^2)$ with $\sigma = 0.03$. We use improper uniform priors $p(\theta) \propto 1$ for the parameters.

We show results for two different values for $x_{\max}$ that lead to different types of posteriors. First, we concentrate the observations to small values of $x$ and set $x_{\max} = 4$. This produces a difficult case, where the parameters are rather poorly identified and a strong nonlinear correlation between the parameters is present. Setting $x_{\max} = 10$ gives an easier, almost Gaussian posterior. In both cases, we run 50000 steps of MH with a fixed proposal that is tuned beforehand using AM. In Figure 5, the parameter posteriors and tuned proposal covariances are illustrated for both cases. The histograms of the measurement indices where early rejection happens are also given. Recall that $n = 20$ and therefore when the rejection index $k$ is equal to 20 it means that an acceptance is obtained. In the strongly nonlinear case, many proposed parameter values miss the region of high probability and are rejected early. In this case, ER saved roughly 50% of the model computations. In the easier case, the proposal is a better approximation of the target and rejections typically occur only in the end of the run, resulting in about 15% computational savings.

Increasing $x_{\max}$ further leads to even better parameter identification with an approximately Gaussian posterior, and the computational savings drop below 10%. On the other hand, decreasing $x_{\max}$ leads to a more and more difficult posterior, where ER can save up to 80% of the computations. Thus, ER works especially well for this type of strongly correlated, non-Gaussian posteriors, which are intractable without an MCMC type of approach. We note that for ‘easy’, approximatively Gaussian targets, for which ER is less beneficial, the whole MCMC approach may not be really needed, as the same results can be obtained using classical linear theory, too.

### 4.2 Example: Chaotic Dynamics in the Lorenz ODE

Here we test the ER procedure using a three-parameter model (Lorenz 1963), written as a coupled system of ordinary differential equations (ODE):

$$\begin{align*}
\frac{dx}{dt} &= \alpha(y - x), \\
\frac{dy}{dt} &= x(\rho - z) - y, \\
\frac{dz}{dt} &= xy - \beta z.
\end{align*}$$
We use $\alpha = 10$, $\rho = 28$ and $\beta = 8/3$, $x(0) = 26.61$, $y(0) = -2.74$ and $z(0) = 0.95$ as the ‘true’ parameter and initial values in the simulations. With these parameter values, the model is in its chaotic regime. Gaussian noise with variance $\sigma^2 = 1$ is added to the model responses. Data was generated for 15 points with time interval 0.2.

We consider two problems: estimating the parameters $\theta_{\text{PAR}} = (\alpha, \rho, \beta)$ and estimating the initial values $\theta_{\text{INIT}} = (x(0), y(0), z(0))$, using the measurements $(t_i, x_i, y_i, z_i)$ where $i = (1, \ldots, 15)$. In both cases, the AM sampler was first run to tune the covariance of the Gaussian proposal, and the experiment was then run with the resulting fixed proposal. This was done to remove the effect of adaptation and proposal tuning from the ER experiment. A uniform prior distribution was used in both cases.

The sampling of the parameters $\theta_{\text{PAR}}$ works in a routine way, roughly 45% of the proposals are accepted. In contrast, the sampling of the initial values $\theta_{\text{INIT}}$ — with a similarly tuned proposal — results in a very high rejection rate, higher than 99%. This happens because of the chaotic nature of the initial values: a point that produces a bad fit can be close to an accepted point, while a more far away initial value again fits the
Table 1: Results from computational experiments: in this case, ER saves about 80% in computation time in the initial value estimation case and 30% in the parameter estimation case. ODE counts (how many times the ODE function is evaluated) are given in thousands.

<table>
<thead>
<tr>
<th>Parameter estimation</th>
<th>Initial value estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>time (sec)</td>
<td>ODE count</td>
</tr>
<tr>
<td>ER</td>
<td>262.8</td>
</tr>
<tr>
<td>MH</td>
<td>376.4</td>
</tr>
<tr>
<td>ratio</td>
<td>0.698</td>
</tr>
</tbody>
</table>

original response, illustrating the fractal nature of the model attractor.

As can be expected, ER speeds up the calculations in both cases. In the parameter estimation case, the improvement is less dramatic. This is natural, since the likelihood decreases ‘smoothly’ as a function of the observations, and typically most of the likelihood components have to be calculated before the rejection happens. The benefit is clearly higher in the initial value estimation problem: most of the proposals are rejected and many of the rejections are captured early in the model simulation. This happens because the chosen true initial values are in the ‘chaotic’ region of the state space (close to a bifurcation point of the Lorenz system). This is illustrated in Figure 6, where an example of a rejected simulation is presented for both cases.

For a CPU time comparison, we produced 1000 samples for both cases $\pi(\theta_{\text{PAR}}|y)$ and $\pi(\theta_{\text{INIT}}|y)$ with and without ER. The experiments were performed in MATLAB, using the numerical ODE solver ode15s. The absolute and relative tolerances of the solver were both set to $1e{-8}$ to diminish numerical errors (indeed, the simulation results are rather sensitive to these tolerances). The execution time and counts of evaluations of the right hand side of the ODE system are summarized in Table 1. As can be observed from the results, the performance gain is remarkable in the chaotic initial value estimation problem, about 80% reduction of CPU times. In the parameter estimation case, using ER saved roughly 30% of CPU time.

4.3 Example: Climate Model Closure Parameter Estimation

Here, the performance of ER is demonstrated in the context of climate model parameter estimation. The experimental setup is such that the ECHAM5 climate model is run with a similar cost function as in Section 3.2:

$$J(\theta) = \sum_{t=1}^{12} \left( \frac{(F_t(\theta) - \bar{F}_t)^2}{\sigma_t^2} + \sum_y \frac{(F_{t,y}(\theta) - \bar{F}_{t,y})^2}{\sigma_{t,y}^2} \right),$$

where $F_t(\theta)$ and $F_{t,y}(\theta)$ are the simulated and $F_t$ and $F_{t,y}$ the observed monthly global and monthly zonal net radiation averages. Upper and lower bounds for the parameters
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were given as a prior, see (Järvinen et al. 2010) for details. The average fluxes $F_t(\theta)$
are now calculated separately for each month, compared to the cost function of the
example in Section 3.2. The cost function divides into 12 independent parts and the
rejection threshold in ER can be checked after every part (after the model has been run
for that month). Thus, for a proposed parameter value, we evaluate the model for a
month, calculate the part of the cost function for that month and check if the rejection
threshold is exceeded. If not, we simulate the next month, update the cost function,
check rejection and so on. Without ER, one would run the model for the whole year,
evaluate $J(\theta)$ and decide whether to accept or reject based on the results.

In Figure 7, we demonstrate how ER behaves in the climate model case by providing
examples on the aggregation of the cost function as more months are simulated, and
indicating when early rejections occur. We note that many proposed parameter values
are rejected early, some as early as after the second simulated month. However, the
relative CPU savings brought by ER were rather small in this case, approximately
19%. This is probably due to the cost function: as seen in Figure 7, the cost function
grows smoothly and no sudden jumps to higher cost function values appear. More
specifically, out of the 3204 simulation years, ER saved 595 simulation years, equaling
approximately 695 hours (29 days) of saved CPU time. Although the relative savings
are not too significant, the absolute savings are very beneficial. With ER, we are able
to obtain more samples with the available computer resources.

5 Discussion

Besides parallel chain approaches, there are ways to parallelize also single chain MCMC
algorithms. Brockwell (2006) and Strid (2009) developed a parallelization scheme called
pre-fetching for the single-chain Metropolis-Hastings algorithm, where the possible fu-
ture steps of the algorithm (rejections and acceptances) are evaluated in advance in
parallel. However, the number of possible future paths increases exponentially as a
function of the number of future steps simulated in advance, and the pre-fetching ap-
proach is efficient if the acceptance rate is either high or low.

Some Monte Carlo estimation methods are trivially parallelizable, or ‘embarrassingly
parallel’, such as independent Metropolis-Hastings samplers and importance sampling
based methods, like population Monte Carlo methods (e.g. Cappe et al. 2004) where
importance sampling is performed iteratively. However, random walk methods are often
preferred over independent samplers, since a good proposal distribution in independent
sampling should cover the whole target, which can be difficult to achieve. In addition,
the problem in using importance sampling based methods for climate models is that one
can often run only a rather small number of model evaluations simultaneously (in our
case, maximum 10–20), which might be too small for performing importance resampling
efficiently. Novel ways to implement importance sampling, such as the adaptive multiple
importance sampling (AMIS) algorithm of Cornuet et al. (2012), could help, but this
question is out of the scope of this paper.

There are two ways to implement the communication between the chains in inter-

chain adaptation. In the *synchronous* version, the likelihood for all chains is evaluated simultaneously, the covariance is updated and new likelihood evaluations are started. Thus, all samplers have to finish their step before a new step is started. In the *asynchronous* version, parallel samplers just keep running and update the covariance independently. Obviously, the asynchronous version is more CPU-effective, and also more robust in cases where parameter variations proposed by MCMC can lead to abnormal termination of execution of some of the chains. We used the synchronous version for studying the behavior of parallel samplers, since it is easy to keep track of what happens in the algorithm. For real sampling tasks, such as the climate model parameter estimation case, we implemented the algorithm asynchronously.

We have implemented the adaptive parallel chain algorithm in several computing environments. For the climate model experiments, we developed an asynchronous ‘script-level’ implementation that utilizes the batch job system in the supercomputer. This is a natural approach for large models that are already built to utilize supercomputing environments. Basically, one only needs to implement a script that sends single MCMC steps (model evaluations) to the batch job system and analyzes the results (accepts or rejects, adapts the proposal and proposes the parameter values for the next MCMC step). For smaller models and experimentation, we developed a synchronous code that implements inter-chain adaptation into our existing Fortran90 adaptive MCMC toolbox. The code was built using the Message Passing Interface (MPI), which is a standard technique for parallel programming in distributed memory platforms. We also have a synchronous Matlab implementation that runs on top of the Techila computer grid (see Rantala and Piche 2009, for an introduction) and uses the Matlab MCMC toolbox of Laine (2008). In the Fortran MPI and Matlab implementations, we have a designated ‘adaptation node’ that receives parameter values from individual samplers and sends the updated proposal covariance back to the samplers. If the likelihood evaluation is relatively fast compared to the covariance adaptation, the CPU overhead caused by such traffic might become relevant. In case the adaptation becomes a bottleneck, perhaps due to a high-dimensional parameter space, one can naturally perform adaptation only at predefined intervals instead of every step, as is commonly done in adaptive MCMC. If the model is expensive to evaluate, the overhead of adaptation is likely insignificant: in our climate model experiments, for instance, the adaptation was performed at every step.

Although the relative benefits achieved by ER can sometimes be small, it is worth noting that, besides coding the method, the computational savings always come at no additional cost and without approximations. Note also that ER seems to be most helpful with difficult posteriors that lead to frequent rejections. In addition to the estimation problems presented, a potential application that can benefit remarkably from ER is approximative Bayesian computation (ABC). In ABC, after a parameter candidate is proposed, a data set is simulated with the model, and the generated data set is compared to the actual data using a certain summary statistic. The proposed point is accepted if the difference between the summary statistics is small enough. The acceptance probability in ABC is commonly very low, and many proposals are rejected, and ER can potentially help to detect the rejections sooner.
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The applicability of ER is case dependent. For example, some advanced MCMC methods, such as the Delayed Rejection Adaptive Metropolis (DRAM) of Haario et al. (2006), cannot be used with ER, since their formulation requires the full evaluation of the posterior at a rejected point. The component-wise and the Metropolis–within–Gibbs methods, on the other hand, can benefit from ER. Some specific cost function formulations, such as those based on ‘empirical orthogonal functions’ (principal components) that are often used in climate science, may not be compatible with ER since their calculation cannot be naturally divided into independent parts if the principal components are calculated over time.

6 Conclusions

In this paper, we present two ways to improve the efficiency of MCMC for computationally intensive models. The work is motivated by practical computing resource limitations faced in parameter estimation of climate and Earth system models. We present a parallel adaptive MCMC approach that combines the Adaptive Metropolis algorithm with inter-chain adaptation. With the parallel adaptive method, it is possible to speed up the convergence of each individual chain. In the climate model case, the parallel approach is crucial when running extensive MCMC experiments with different likelihood formulations. In addition, we introduce an early rejection mechanism for terminating the likelihood evaluation as soon as it is evident that the parameter value under evaluation will be rejected. The effectiveness and applicability of ER depends on the case: in the examples of this paper we achieve a reduction factor that ranges between 10% and 80% in computation times. The benefit of ER is especially pronounced with difficult posteriors, a non-Gaussian target distribution of strongly correlated parameters as a generic example. Both toy examples and a realistic climate model case show that parallel adaptation and early rejection can significantly improve the efficiency of MCMC.
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Figure 6: Examples of an early rejection in the initial value estimation case (top) and in the parameter estimation case (bottom). Blue line represents the truth from which observations (black dots) are generated. Red line is the model run until an early rejection. Changing the initial values causes large, sudden deviations from the reference data, and changing the parameters results in smaller and smoother changes.
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Figure 7: Top: examples of the evolution of the cost function (blue line) in the ECHAM5 climate model run until early rejection (red circle). Bottom: histogram of the months when early rejection happens, 12 months means that the proposed value was accepted.