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#### Abstract

We consider a spin system obtained by coupling two distinct Sherring-ton-Kirkpatrick (SK) models with the same temperature and external field whose Hamiltonians are correlated. The disorder chaos conjecture for the SK model states that the overlap under the corresponding Gibbs measure is essentially concentrated at a single value. In the absence of external field, this statement was first confirmed by Chatterjee [Disorder chaos and multiple valleys in spin glasses (2009) Preprint]. In the present paper, using Guerra's replica symmetry breaking bound, we prove that the SK model is also chaotic in the presence of the external field and the position of the overlap is determined by an equation related to Guerra's bound and the Parisi measure.


1. Introduction and main results. The phenomenon of chaos arose from the discovery that in some models, a slight perturbation on the parameters such as the temperature, external field or disorder will result in a dramatic change to the system. In this paper, we will be concerned with the Sherrington-Kirkpatrick (SK) model [12] and study its chaotic property mainly due to the change of the disorder. Let us begin by recalling the definition of the SK model and the formulation of the Parisi formula. Suppose that $\xi: \mathbb{R} \rightarrow \mathbb{R}$ is a convex function satisfying $\xi(x)=$ $\xi(-x), \xi^{\prime \prime}(x)>0$ if $x \neq 0$, and $\xi^{(3)} \geq 0$ if $x>0$. For each $N$, we consider a centered Gaussian process $H=H_{N}$ indexed by the configuration space $\Sigma_{N}=$ $\{-1,+1\}^{N}$ with covariance

$$
E H_{N}\left(\sigma^{1}\right) H_{N}\left(\sigma^{2}\right)=N \xi\left(R_{1,2}\right)
$$

for $\boldsymbol{\sigma}^{1}=\left(\sigma_{1}^{1}, \ldots, \sigma_{N}^{1}\right), \boldsymbol{\sigma}^{2}=\left(\sigma_{1}^{2}, \ldots, \sigma_{N}^{2}\right) \in \Sigma_{N}$, where

$$
R_{1,2}=R_{1,2}\left(\sigma^{1}, \sigma^{2}\right)=\frac{1}{N} \sum_{i \leq N} \sigma_{i}^{1} \sigma_{i}^{2}
$$

is called the overlap of the configurations $\boldsymbol{\sigma}^{1}$ and $\boldsymbol{\sigma}^{2}$. Let $h$ be a random variable and $\left(h_{i}\right)_{i \leq N}$ be i.i.d. copies of $h$. Then the SK model with external field $h$ possesses the Hamiltonian

$$
-H(\boldsymbol{\sigma})+\sum_{i \leq N} h_{i} \sigma_{i}
$$

[^0]for $\boldsymbol{\sigma}=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}\right) \in \Sigma_{N}$ and its Gibbs measure is defined as
$$
G_{N}(\boldsymbol{\sigma})=\frac{1}{Z_{N}} \exp \left(-H(\boldsymbol{\sigma})+\sum_{i \leq N} h_{i} \sigma_{i}\right),
$$
where $Z_{N}$ is a normalizing factor, called the partition function. Let us also define
$$
p_{N}=\frac{1}{N} E \log Z_{N}=\frac{1}{N} E \log \sum_{\sigma \in \Sigma_{N}} \exp \left(-H(\boldsymbol{\sigma})+\sum_{i \leq N} h_{i} \sigma_{i}\right) .
$$

This quantity is usually called the free energy for the SK model in physics and its thermodynamic limit $\lim _{N \rightarrow \infty} p_{N}$ can be computed by the Parisi formula described below.

Consider an integer $k \geq 0$ and numbers

$$
\begin{align*}
& \mathbf{m}: m_{0}=0 \leq m_{1} \leq \cdots \leq m_{k} \leq m_{k+1}=1  \tag{1.1}\\
& \mathbf{q}: q_{0}=0 \leq q_{1} \leq \cdots \leq q_{k+1} \leq q_{k+2}=1
\end{align*}
$$

It helps to think of the triplet $k, \mathbf{m}, \mathbf{q}$ as a probability measure $\mu$ on $[0,1]$ that has all its mass concentrated at a finite number of points $q_{1}, \ldots, q_{k+1}$ and $\mu\left(\left[0, q_{p}\right]\right)=$ $m_{p}$ for $1 \leq p \leq k+1$. Let $z_{0}, \ldots, z_{k+1}$ be independent Gaussian r.v.'s with $E z_{p}^{2}=$ $\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)$ for $0 \leq p \leq k+1$. Starting with

$$
X_{k+2}=\log \cosh \left(h+\sum_{0 \leq p \leq k+1} z_{p}\right)
$$

we define by decreasing induction for $1 \leq p \leq k+1$,

$$
X_{p}=\frac{1}{m_{p}} \log E_{p} \exp m_{p} X_{p+1}
$$

where $E_{p}$ means the expectation on the r.v.'s $z_{p}, z_{p+1}, \ldots, z_{k+1}$. If $m_{p}=0$ for some $p$, we define $X_{p}=E_{p} X_{p+1}$. Finally, we define $X_{0}=E X_{1}$. Set

$$
\begin{equation*}
\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})=\log 2+X_{0}-\frac{1}{2} \sum_{p=1}^{k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \tag{1.2}
\end{equation*}
$$

where $\theta(x)=x \xi^{\prime}(x)-\xi(x)$. This quantity is the famous Guerra replica symmetry breaking bound of the $k$ th level [7] that yields a fundamental inequality, for every $k, \mathbf{m}, \mathbf{q}$,

$$
\begin{equation*}
p_{N} \leq \mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \tag{1.3}
\end{equation*}
$$

Let us define the Parisi functional on the space of all probability measures on $[0,1]$ consisting of only a finite number of point masses by $\mathcal{P}(\xi, h, \mu)=\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$
if $\mu$ corresponds to $(k, \mathbf{m}, \mathbf{q})$. We define $\mathcal{P}(\xi, h)=\inf _{k, \mathbf{m}, \mathbf{q}} \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$, where the infimum is over all choices of $(k, \mathbf{m}, \mathbf{q})$ as above. Then the Parisi formula says that

$$
\lim _{N \rightarrow \infty} p_{N}=\mathcal{P}(\xi, h)
$$

This formula was first rigorously proven in Talagrand [13]. It is well known [7] that the Parisi functional is Lipschitz continuous with respect to the metric $d\left(\mu, \mu^{\prime}\right)=\int_{0}^{1}\left|\mu([0, q])-\mu^{\prime}([0, q])\right| d q$. Thus, it can be extended continuously to the space of all probability measures defined on $[0,1]$ and is denoted again by $\mathcal{P}(\xi, h, \cdot)$. Then clearly $\lim _{N \rightarrow \infty} p_{N}=\mathcal{P}(\xi, h)=\min \mathcal{P}(\xi, h, \mu)$, where the minimum is taken over all probability measures defined on [0,1]. Any measure that achieves the minimum is called a Parisi measure. Heuristically, one may think of the Parisi measure as the limiting distribution of the overlap.

We are now ready to formulate the disorder chaos problem in the SK model. Let $0 \leq t \leq 1$. Suppose that $H^{1}=H_{N}^{1}$ and $H^{2}=H_{N}^{2}$ are two centered Gaussian processes having the same distribution as $H$ and they are correlated in the following way,

$$
\begin{equation*}
E H^{1}\left(\sigma^{1}\right) H^{2}\left(\sigma^{2}\right)=N t \xi\left(R_{1,2}\right) \tag{1.4}
\end{equation*}
$$

That is, we allow a portion $1-t$ of independence between two systems. Consider the coupled Hamiltonian

$$
-H^{1}\left(\sigma^{1}\right)-H^{2}\left(\sigma^{2}\right)+\sum_{i \leq N} h_{i}\left(\sigma_{i}^{1}+\sigma_{i}^{2}\right)
$$

on $\Sigma_{N}^{2}$. Proceeding as before, we define its Gibbs measure by

$$
G_{N}^{\prime}\left(\sigma^{1}, \sigma^{2}\right)=\frac{1}{Z_{N}^{\prime}} \exp \left(-H^{1}\left(\sigma^{1}\right)-H^{2}\left(\sigma^{2}\right)+\sum_{i \leq N} h_{i}\left(\sigma_{i}^{1}+\sigma_{i}^{2}\right)\right)
$$

where the normalizing factor $Z_{N}^{\prime}$ is the partition function of this model. As we have already mentioned in the beginning of this section, the chaos phenomenon is concerned with the instability occurring in some spin glass models due to the change of some external parameters. In the SK model, one very basic way to measure such instability mainly due to the change of the disorder, or, briefly, chaos in disorder, is to study the behavior of the overlap. A typical statement one is looking for in this case is that if $0<t<1$, the overlap takes essentially only one value under $G_{N}^{\prime}$. This is quite different from the typical lack of self-averaging property of the overlap in the low temperature phase when $t=1$. The phenomenon of chaos itself was first conjectured by Fisher and Huse [6]. Early discussion on the disorder chaos for the SK model can be found in [3] and [9]. For further references in the physics literature, one may refer to [8]. However, the mathematically rigorous results have appeared only lately. In the absence of the external field, Chatterjee [4] recently proved chaos in disorder and discovered that the overlap is concentrated at 0 .

In the present work, we aim to prove that the disorder chaos also holds in the presence of the external field, that is, $E h^{2} \neq 0$. Moreover, we find that when there is chaos, the position of the overlap can be described by an equation, which is related to the Parisi measure and can be formulated as follows. Suppose that $\mu$ is a Parisi measure. Recall that $\mu$ minimizes the Parisi functional. We can approximate $\mu$ weakly by a sequence of $\varepsilon_{n}$-stationary measures ( $\mu_{n}$ ) satisfying $\mathcal{P}\left(\xi, h, \mu_{n}\right) \rightarrow \mathcal{P}(\xi, h)$. Here, by $\varepsilon_{n}$-stationarity, it means that the measure $\mu_{n}$ minimizes the $k$ th level Guerra replica symmetry breaking bound for some $k$ depending on $n$ and $\mathcal{P}\left(\xi, h, \mu_{n}\right)<\mathcal{P}(\xi, h)+\varepsilon_{n}$, where $\varepsilon_{n} \downarrow 0$ (see Definition 3 below). This approximation is for technical purposes that have played a crucial role in Talagrand's proof on the Parisi formula [13] and will also be of great importance in our argument. For a given $(k, \mathbf{m}, \mathbf{q})$ corresponding to $\mu$, recall the definition of $X_{0}$ from (1.2). A very nice and useful fact about this quantity is that it can be computed as $E \Phi(h, 0)$, where $\Phi: \mathbb{R} \times[0,1] \rightarrow \mathbb{R}$ is the solution to the following PDE,

$$
\begin{equation*}
\frac{\partial \Phi}{\partial q}=-\frac{\xi^{\prime \prime}(q)}{2}\left(\frac{\partial^{2} \Phi}{\partial x^{2}}+\mu([0, q])\left(\frac{\partial \Phi}{\partial x}\right)^{2}\right) \quad \forall(x, q) \in \mathbb{R} \times[0,1] \tag{1.5}
\end{equation*}
$$

with $\Phi(x, 1)=\log \cosh x$. For each $n$, let $\Phi_{n}$ be the PDE solution (1.5) corresponding to $\mu_{n}$. From [14], we know that ( $\Phi_{n}$ ) converges uniformly and we denote its limit by $\Phi$. Moreover, [14] yields that the first partial derivative of $\Phi$ with respect to $x$ exists. From this, for each fixed $0<v<1$, we define

$$
\begin{equation*}
\varphi_{v}(u, t)=E \frac{\partial \Phi}{\partial x}\left(h+\chi_{1}, v\right) \frac{\partial \Phi}{\partial x}\left(h+\chi_{2}, v\right)-u \tag{1.6}
\end{equation*}
$$

for all $0 \leq u \leq v$ and $0 \leq t \leq 1$, where $\chi_{1}$ and $\chi_{2}$ are jointly Gaussian with $E \chi_{1}^{2}=$ $E \chi_{2}^{2}=\xi^{\prime}(v)$ and $E \chi_{1} \chi_{2}=t \xi^{\prime}(u)$ independent of $h$. The motivation of $\varphi_{v}$ comes from the Guerra replica symmetry breaking bound for the coupled free energy that will be explained in great detail in Section 5 below. An important fact about the Parisi measure $\mu$ in the case of $E h^{2} \neq 0$ is that the smallest value $c$ of its support is positive. This is called the positivity of the overlap (see Chapter 14 [17]). When $v=c$ and $0 \leq t<1$, we are able to determine the number of the solutions of $\varphi_{c}(\cdot, t)=0$.

Proposition 1. For each $0 \leq t<1$, there exists a unique $u_{t}$ in $[0, c]$ such that $\varphi_{c}\left(u_{t}, t\right)=0$. Moreover, $\varphi_{c}(c, t)<0$ for $0 \leq t<1$ and $\varphi_{c}(c, 1)=0$.

Now, the quantitative result of the disorder chaos in the SK model is stated as follows.

THEOREM 1. Suppose that $0<t<1$ and $E h^{2}>0$. Then the $S K$ model has disorder chaos, namely, for any $\varepsilon>0$, the following holds:

$$
\begin{equation*}
E G_{N}^{\prime}\left(\left\{\left(\sigma^{1}, \sigma^{2}\right):\left|R_{1,2}-u_{t}\right| \geq \varepsilon\right\}\right) \leq K \exp \left(-\frac{N}{K}\right) \tag{1.7}
\end{equation*}
$$

where $K$ is a constant depending on $t, \xi, h, \varepsilon$ and $\mu$.
A consequence of Theorem 1 is that even though we do not know that the Parisi measure $\mu$ is unique, the quantity $u_{t}$ is independent of the choice of $\mu$. However, the convergence rate $K$ in (1.7) does depend on $\mu$. In [14] and [15], other types of chaos problems in the SK model are also proposed, such as chaos in temperature and chaos in external field. Again, the rigorous results are still scarce. Theorem 1 is the first result in chaos problems of any kind in the SK model with the external field. To the best of our knowledge, the only other two instances of chaos problems in spin glasses are in the work of Chatterjee [4], who proved chaos in disorder in the SK model without the external field, and in the work of Panchenko and Talagrand [10], who established chaos in the external field in the spherical SK model.

The approach of the present paper is motivated by Talagrand's proof on the positivity of the overlap in the SK model; see Section 14.12 [17]. We also refer to a sketch of a possible proof for the disorder chaos problem discussed in Research Problem 15.7.14 [17]. However, it is by no means clear how to implement these approaches properly that contain several technical issues and require some new ideas. Here is our main result.

Proposition 2. Let $0<t<1$ and $E h^{2}>0$. For $\varepsilon>0$, there exists some $\varepsilon^{*}>0$ such that

$$
\begin{align*}
p_{N, u} & :=\frac{1}{N} E \log \sum_{R_{1,2}=u} \exp \left(-H^{1}\left(\boldsymbol{\sigma}^{1}\right)-H^{2}\left(\boldsymbol{\sigma}^{2}\right)+\sum_{i \leq N} h_{i}\left(\sigma_{i}^{1}+\sigma_{i}^{2}\right)\right) \\
& \leq 2 \mathcal{P}(\xi, h)-\varepsilon^{*} \tag{1.8}
\end{align*}
$$

for all $u$ satisfying $\left|u-u_{t}\right| \geq \varepsilon$, where $\varepsilon^{*}$ is a constant depending on $t, \xi, h, \varepsilon$ and $\mu$.

As an immediate consequence of the Gaussian concentration of measure phenomenon (see Theorem 13.4.3 in [17] and also the argument for the positivity of the overlap on page 449 of [17]), Theorem 1 follows from Proposition 2. Let us continue by giving a brief description of how we proceed to prove Proposition 2. The approach for proving (1.8) is based on the Guerra replica symmetry breaking bound that was first used for the coupled system in [13]. We divide our discussion into three cases: $-1 \leq u \leq 0,0 \leq u \leq c^{\prime}$, and $c^{\prime}<u \leq 1$, where $c^{\prime}$ satisfies $c^{\prime}>c$ and is very close to $c$. In the presence of the external field, we adapt a similar argument as Talagrand's proof on the positivity of the overlap (see Section 14.12 in [17]) to conclude (1.8) for $-1 \leq u \leq 0$. In the case that $0 \leq u \leq c^{\prime}$, if there is chaos, the system should exhibit "high temperature behavior" and $u_{t}$ should be determined by an equation related to the Parisi measure, as is the case of the original SK model in the high temperature regime; see Chapter 2 in [16].

This observation then leads to (1.8). The most difficult part of our study is the case when $c^{\prime}<u \leq 1$. We establish an iterative inequality, which is very sensitive to the parameter $t$. From the construction of the Parisi measure, we are able to find parameters such that (1.8) holds even in the absence of the external field.

The paper is organized as follows. Throughout the paper, we denote by $E$ the expectation with respect to all randomness and we assume that the external field $h$ satisfies $E h^{2}>0$ and every Gaussian r.v. is centered. In Section 2 we first give the formulation of an extended version of Guerra's replica symmetry breaking bound and explain why this is applicable to our study. We then continue to carry out the core of the proof of Proposition 2. In Section 3 we state some results that help to control Guerra's bound. Most of their proofs can be found in [17]. Section 4 is devoted to proving (1.8) for $-1 \leq u \leq 0$ based on the same argument as Section 14.12 in [17]. In Section 5 we study how Guerra's bound relates to the definition of $\varphi_{v}$ and give the proof of Proposition 1. Together they imply (1.8) for $0 \leq u \leq c^{\prime}$. Finally, we develop an iterative inequality and prove (1.8) for $c^{\prime}<u<1$ in Section 6.
2. Methodology. Let us first state an extension of the Guerra replica symmetry breaking bound. Suppose that $-1 \leq u \leq 1$ and $\eta \in\{-1,+1\}$ satisfies $u=\eta|u|$. For a given integer $\kappa \geq 1$, we consider numbers

$$
\begin{align*}
& 1 \leq \tau \leq \kappa, \quad \tau \in \mathbb{N}, \\
& n_{0}=0 \leq n_{1} \leq \cdots \leq n_{\kappa-1} \leq n_{\kappa}=1 \text {, }  \tag{2.1}\\
& \rho_{0}=0 \leq \rho_{1} \leq \cdots \leq \rho_{\tau}=|u| \leq \rho_{\tau+1} \leq \cdots \leq \rho_{\kappa+1}=1 .
\end{align*}
$$

For $0 \leq p \leq \kappa$, suppose that we are given independent pairs of jointly Gaussian r.v.'s $\left(y_{p}^{1}, y_{p}^{2}\right)$ with

$$
E\left(y_{p}^{1}\right)^{2}=E\left(y_{p}^{2}\right)^{2}=\xi^{\prime}\left(\rho_{p+1}\right)-\xi^{\prime}\left(\rho_{p}\right)
$$

such that

$$
E y_{p}^{1} y_{p}^{2}=\eta t\left(\xi^{\prime}\left(\rho_{p+1}\right)-\xi^{\prime}\left(\rho_{p}\right)\right) \quad \text { if } 0 \leq p<\tau
$$

and

$$
y_{p}^{1} \text { and } y_{p}^{2} \text { are independent if } \tau \leq p \leq \kappa .
$$

These r.v.'s are independent of $h$. For our convenience, from now on, we set $\operatorname{sh}(x)=\sinh x, \operatorname{ch}(x)=\cosh x$, and $\operatorname{th}(x)=\tanh x$. Let $\lambda$ be any real number. Starting with

$$
\begin{aligned}
Y_{\kappa+1}= & \log \left(\operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} y_{p}^{1}\right) \operatorname{ch}\left(h+\sum_{0 \leq p \leq \kappa} y_{p}^{2}\right) \operatorname{ch} \lambda\right. \\
& \left.+\operatorname{sh}\left(h+\sum_{0 \leq p \leq \kappa} y_{p}^{1}\right) \operatorname{sh}\left(h+\sum_{0 \leq p \leq \kappa} y_{p}^{2}\right) \operatorname{sh} \lambda\right),
\end{aligned}
$$

we define by decreasing induction for $p \geq 1$,

$$
Y_{p}=\frac{1}{n_{p}} \log E_{p} \exp n_{p} Y_{p+1}
$$

where $E_{p}$ denotes expectation in the r.v.'s $y_{n}^{j}$ for $n \geq p$. In the case of $n_{p}=0$ for some $p$, we set $Y_{p}=E_{p} Y_{p+1}$. Finally, we define $Y_{0}=E Y_{1}$.

THEOREM 2. We have

$$
\begin{align*}
p_{N, u} \leq & 2 \log 2+Y_{0}-\lambda u-(1+t) \sum_{0 \leq p<\tau} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \\
& -\sum_{\tau \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) \tag{2.2}
\end{align*}
$$

Recalling Guerra's original bound (1.3), (2.2) is a kind of two-dimensional extension. Its proof is essentially the same as that of Proposition 14.12 .4 [17] and a more generalized version can be found in Section 15.7 [17]. One might have already observed that from the definition of $p_{N, u}$ and (1.3), $p_{N, u} \leq 2 p_{N} \leq$ $2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ for any $k, \mathbf{m}, \mathbf{q}$. Before we proceed to state our main results in this section, let us illustrate that for any given $k, \mathbf{m}, \mathbf{q}$, we can find parameters (2.1) such that the right-hand side of (2.2) is equal to $2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. This recovers the inequality $p_{N, u} \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. To do this, let $k, \mathbf{m}, \mathbf{q}$ satisfy (1.1) and $\tau$ with $1 \leq \tau \leq k+2$ satisfying

$$
q_{\tau-1} \leq|u| \leq q_{\tau} .
$$

Without loss of generality, we may assume that $|u|$ is in the list of $\mathbf{q}$. Indeed, we can always consider a new triplet $k+1, \mathbf{m}^{\prime}, \mathbf{q}^{\prime}$ obtained by inserting $|u|$ into $\mathbf{q}$ and keeping $\mathbf{m}$ fixed in the following way:

$$
\begin{aligned}
& \mathbf{m}^{\prime}: m_{p}^{\prime}=m_{p} \text { for } 0 \leq p \leq \tau-1, m_{p-1} \text { if } p=\tau, \text { and } m_{p-1} \text { if } \tau+1 \leq p \leq k+2, \\
& \mathbf{q}^{\prime}: q_{p}^{\prime}=q_{p} \text { for } 0 \leq p \leq \tau-1,|u| \text { if } p=\tau, \text { and } q_{p-1} \text { for } \tau+1 \leq p \leq k+3 .
\end{aligned}
$$

Then $|u|$ is in the list of $\mathbf{q}^{\prime}$ and from (1.2), one can easily check that $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})=$ $\mathcal{P}_{k+1}\left(\mathbf{m}^{\prime}, \mathbf{q}^{\prime}\right)$. Let us notice that this concept, though simple, will simplify many of our future discussions.

We specify the following values for (2.1):

$$
\begin{align*}
\kappa & =k+1, \\
n_{p} & =\frac{m_{p}}{1+t} \quad \text { if } 0 \leq p<\tau \quad \text { and } \quad m_{p} \quad \text { if } \tau \leq p \leq \kappa  \tag{2.3}\\
\rho_{p} & =q_{p} \quad \text { for } 0 \leq p \leq \kappa+1
\end{align*}
$$

Let $\lambda=0$. From Theorem 2, it follows that

$$
p_{N, u} \leq 2 \log 2+Y_{0}-\sum_{0 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)
$$

Let $y_{0}^{1}, y_{0}^{2}, \ldots, y_{k+1}^{1}, y_{k+1}^{2}$ be jointly Gaussian r.v.'s defined in Theorem 2 and be independent of $h$. For $j=1,2$, we define $\left(X_{p}^{j}\right)_{0 \leq p \leq k+2}$ in the same way as $\left(X_{p}\right)_{0 \leq p \leq k+2}$ by using $k, \mathbf{m}, \mathbf{q}$, and $\left(y_{p}^{j}\right)_{0 \leq p \leq k+1}$. Since $y_{p}^{1}$ and $y_{p}^{2}$ are independent of each other for each $\tau \leq p \leq k+1$, it implies $Y_{\tau}=X_{\tau}^{1}+X_{\tau}^{2}$. To bound $Y_{0}$ from above, we need the following lemma, which can be proven by following the same idea as Proposition 12 in Section 6 below and is left to the reader.

Lemma 1. Suppose that $\eta$ is a constant which takes value 1 or -1 . Consider two jointly Gaussian r.v.'s $y_{1}$ and $y_{2}$ such that $E y_{1}^{2}=E y_{2}^{2}$ and $E y_{1} y_{2}=\eta t E y_{1}^{2}$. Consider two functions $F_{1}$ and $F_{2}$ such that their first four derivatives are uniformly bounded. Then for any values of $x_{1}, x_{2}$ and $m>0$ we have

$$
\begin{align*}
& \frac{1+t}{m} \log E \exp \frac{m}{1+t}\left(F_{1}\left(x_{1}+y_{1}\right)+F_{2}\left(x_{2}+y_{2}\right)\right) \\
& \quad \leq \sum_{j=1,2} \frac{1}{m} \log E \exp m F_{j}\left(x_{j}+y_{j}\right) . \tag{2.4}
\end{align*}
$$

Since $y_{p}^{1}$ and $y_{p}^{2}$ satisfy $E y_{p}^{1} y_{p}^{2}=\eta t E\left(y_{p}^{1}\right)^{2}=\eta t E\left(y_{p}^{2}\right)^{2}$ for $0 \leq p<\tau$, using (2.4) and decreasing induction, $Y_{0} \leq X_{0}^{1}+X_{0}^{2}=2 X_{0}$. Hence, we conclude that for any given numbers $k, \mathbf{m}, \mathbf{q}$, we can find parameters (2.1) such that $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$ can be recovered by the right-hand side of (2.2), that is, $p_{N, u} \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})$. Now, to prove Proposition 2, we have to find suitable parameters (2.1) for Guerra's bound. It turns out that this can be done and leads to the following three crucial propositions. First, we have the following result.

Proposition 3. For $0<t \leq 1$, there exists a number $\varepsilon^{*}<0$ depending only on $t, \xi$ and $h$ such that for every $u \leq 0, p_{N, u} \leq 2 \mathcal{P}(\xi, h)-\varepsilon^{*}$.

This proposition means that the overlap takes essentially nonnegative values, which is mainly due to the presence of the external field, that is, $E h^{2} \neq 0$. Let $\mu$ be the Parisi measure and $c$ be the smallest value of its support. Recall the definition of $\varphi_{v}(u, t)$ corresponding to $\mu$ from (1.6). Two crucial facts about $Y_{0}$ that will be derived in Sections 3 and 5 below are that for arbitrary choice of (2.1), the second partial derivative of $Y_{0}$ with respect to $\lambda$ is bounded by 1 and if we choose (2.1) properly, the first partial derivative of $Y_{0}$ at $\lambda=0$ roughly gives the formulation of $\varphi_{c}$. From Guerra's bound and these facts, they imply our next proposition.

Proposition 4. For $0 \leq u \leq c$ and $0 \leq t \leq 1$ we have

$$
\begin{equation*}
p_{N, u} \leq 2 \mathcal{P}(\xi, h)-\frac{1}{2} \varphi_{c}(u, t)^{2} \tag{2.5}
\end{equation*}
$$

If $0 \leq t<1$, then there exists a $\gamma>0$ depending on the Parisi measure $\mu$ and $t$ such that

$$
\begin{equation*}
p_{N, u} \leq 2 \mathcal{P}(\xi, h)-\frac{1}{16} \varphi_{c}(c, t)^{2} \tag{2.6}
\end{equation*}
$$

for every $c \leq u \leq c+\gamma$.
At last, we investigate the upper bound for $p_{N, u}$ when $u>c^{\prime}$ for some fixed $c^{\prime}>c$. This strongly relies on the assumption that these two SK models use different disorders, that is, $0<t<1$. Our main result is stated as follows.

Proposition 5. Suppose that $0<t<1$ and $c<c^{\prime}<1$. Then there exists $\varepsilon^{*}>0$ such that $p_{N, u} \leq 2 \mathcal{P}(\xi, h)-\varepsilon^{*}$ for every $c^{\prime} \leq u \leq 1$, where $\varepsilon^{*}$ depends only on $t, \xi, h, c^{\prime}$.

These propositions are the main ingredients of the proof of Proposition 2 and their proofs are deferred to Sections 4, 5 and 6, respectively. Now, let us proceed to prove Proposition 2.

Proof of Proposition 2. Let $0<t<1$ be fixed. From Proposition 3, there exists $\varepsilon_{1}^{*}$ depending only on $t, \xi$ and $h$ such that for every $-1 \leq u \leq 0$,

$$
\begin{equation*}
p_{N, u} \leq 2 \mathcal{P}(\xi, h)-\varepsilon_{1}^{*} \tag{2.7}
\end{equation*}
$$

Now, for given $\varepsilon>0$, we set

$$
\varepsilon_{2}^{*}=\frac{1}{2} \min \left\{\varphi_{c}(w, t)^{2}: 0 \leq w \leq c,\left|w-u_{t}\right| \geq \varepsilon\right\}
$$

Since $u_{t}$ is the unique solution of $\varphi_{c}(\cdot, t)$ in $[0, c]$, it follows that $\varepsilon_{2}^{*}>0$ and from (2.5),

$$
\begin{equation*}
p_{N, u} \leq 2 \mathcal{P}(\xi, h)-\varepsilon_{2}^{*} \tag{2.8}
\end{equation*}
$$

whenever $0 \leq u \leq c$ and $\left|u-u_{t}\right| \geq \varepsilon$. Since we also know $\varphi_{c}(c, t)<0$, from (2.6), there exists some $\gamma>0$ depending only on $\mu$ and $t$ such that

$$
\begin{equation*}
p_{N, u} \leq 2 \mathcal{P}(\xi, h)-\varepsilon_{3}^{*} \tag{2.9}
\end{equation*}
$$

for every $c \leq u \leq c+\gamma$, where $\varepsilon_{3}^{*}=\varphi_{c}(c, t)^{2} / 16>0$. Let us put $c^{\prime}=c+\gamma$ in Proposition 5. Then there exists $\varepsilon_{4}^{*}>0$ depending only on $t, \xi, h, c^{\prime}$ such that

$$
\begin{equation*}
p_{N, u} \leq 2 \mathcal{P}(\xi, h)-\varepsilon_{4}^{*} \tag{2.10}
\end{equation*}
$$

whenever $c^{\prime} \leq u \leq 1$. Finally, we obtain (1.8) by combining (2.7), (2.8), (2.9) and (2.10) together and letting $\varepsilon^{*}=\min \left(\varepsilon_{1}^{*}, \varepsilon_{2}^{*}, \varepsilon_{3}^{*}, \varepsilon_{4}^{*}\right)$.
3. Preliminary results. Let $k, \mathbf{m}, \mathbf{q}$ be given by (1.1). Suppose that $\left(z_{p}\right)_{0 \leq p \leq k+1}$ are independent Gaussian r.v.'s with $E z_{p}^{2}=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)$. Starting with $A_{k+2}(x)=\log \operatorname{ch} x$, we define

$$
\begin{equation*}
A_{p}(x)=\frac{1}{m_{p}} \log E \exp m_{p} A_{p+1}\left(x+z_{p}\right) \tag{3.1}
\end{equation*}
$$

for $0 \leq p \leq k+1$. If $m_{p}=0$, we define $A_{p}(x)=E A_{p+1}\left(x+z_{p}\right)$. Recall $X_{0}$ from (1.2). It should be clear that

$$
X_{p}=A_{p}\left(h+\sum_{0 \leq n<p} z_{n}\right)
$$

for every $1 \leq p \leq k+2$ and $X_{0}=E A_{0}(h)$. Since we will be working with $\left(A_{p}\right)_{0 \leq p \leq k+2}$ for much of the remainder of this paper, we summarize some quantitative results in Lemma 2.

LEMMA 2. For every $0 \leq p \leq k+2$, we have

$$
\begin{align*}
& A_{p}(x)=A_{p}(-x), \quad\left|A_{p}^{\prime}\right| \leq 1 \\
& \frac{1}{C \operatorname{ch}^{2} x} \leq A_{p}^{\prime \prime}(x) \leq \min \left(1, \frac{C}{\operatorname{ch}^{2} x}\right)  \tag{3.2}\\
&\left|A_{p}^{(3)}\right| \leq 4, \quad\left|A_{p}^{(4)}\right| \leq 8
\end{align*}
$$

where $C$ is a constant depending only on $\xi$.

Proof. The Poisson-Dirichlet cascade was of great importance in the study of the random energy model and generalized random energy model in [5, 11] and was put forward to the SK model, in particular, in [1, 2]. Following similar ideas in these works, it is known from Theorem 14.2.1 [17] that $A_{p}$ has a very beautiful representation via the Poisson-Dirichlet cascade [see (3.3) below]. Our argument will be started with such representation and is concentrated on the inequality $A_{p}^{\prime \prime}(x) \leq C\left(\operatorname{ch}^{2} x\right)^{-1}$. For the other statements, one may refer to Lemma 14.7.16 [17]. Since $A_{p}$ is an even function, it suffices to prove that $A_{p}^{\prime \prime}(x) \leq C \exp (-2 x)$ for all $x \geq 0$. Let $\tau_{1} \geq 1$ be the smallest integer with $m_{\tau_{1}}>0$ and $\tau_{2} \leq k$ be the largest integer with $m_{\tau_{2}}<1$. Suppose for the moment that there exists $C_{1}>0$ such that $A_{p}^{\prime \prime}(x) \leq C_{1} \exp (-2 x)$ for all $x \geq 0$ and $\tau_{1} \leq p \leq \tau_{2}$. By definition of $A_{p}$, for all $x \geq 0$ and $0 \leq p<\tau_{1}$, we have that

$$
A_{p}(x)=E A_{\tau_{1}}\left(x+\sum_{p \leq n<\tau_{1}} z_{n}\right)
$$

and then

$$
\begin{aligned}
A_{p}^{\prime \prime}(x) & =E A_{\tau_{1}}^{\prime \prime}\left(x+\sum_{p \leq n<\tau_{1}} z_{n}\right) \\
& \leq 2 C_{1} \exp (-2 x) E \operatorname{ch}\left(2 \sum_{p \leq n<\tau_{1}} z_{n}\right) \\
& =2 C_{1} \exp \left(2\left(\xi^{\prime}\left(q_{\tau_{1}}\right)-\xi^{\prime}\left(q_{p}\right)\right)\right) \exp (-2 x)
\end{aligned}
$$

Also for all $x \geq 0$ and $\tau_{2}<p \leq k+2$, it is easy to see that

$$
A_{p}(x)=\log E \operatorname{ch}\left(x+\sum_{p \leq n<k+2} z_{n}\right)=\log \operatorname{ch} x+\frac{1}{2}\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{p}\right)\right)
$$

and so $A_{p}^{\prime \prime}(x)=\left(\operatorname{ch}^{2} x\right)^{-1} \leq C_{2} \exp (-2 x)$ for some constant $C_{2}>0$. If we set

$$
C=\max \left(C_{2}, 2 C_{1} \exp \left(2 \xi^{\prime}(1)\right)\right)
$$

then $A_{p}^{\prime \prime}(x) \leq C \exp (-2 x)$ for all $x \geq 0$ and $0 \leq p \leq k+2$. So in the following, we may assume, without loss of generality, that $0<m_{1}, m_{k}<1$ and $1 \leq p \leq k$. Also, from the discussion right below Theorem 2, we may let $0<m_{1}<m_{2}<$ $\cdots<m_{k}<1$.

For $p^{\prime}$ with $p \leq p^{\prime} \leq k$ and $j_{p}, j_{p+1}, \ldots, j_{p^{\prime}-1} \in \mathbb{N}$, we consider a nonincreasing rearrangement $\left(u_{j_{p} j_{p+1} \cdots j_{p^{\prime}-1}} j\right)_{j \in \mathbb{N}}$ of a Poisson point process of intensity measure $x^{-m_{p^{\prime}}-1} d x$. All of these are independent of each other. For $\alpha=$ $\left(j_{p}, j_{p+1}, \ldots, j_{k}\right) \in \mathbb{N}^{k+1-p}$, we set

$$
u_{\alpha}^{*}=u_{j_{p}} u_{j_{p} j_{p+1}} \cdots u_{j_{p} j_{p+1} \cdots j_{k}}
$$

and

$$
v_{\alpha}=\frac{u_{\alpha}^{*}}{\sum_{\gamma} u_{\gamma}^{*}}
$$

This family of random weights is called the Poisson-Dirichlet cascade associated with the sequence $0<m_{p}<m_{p+1}<\cdots<m_{k}<1$. For each $p^{\prime}$ with $p \leq p^{\prime} \leq k$, let us consider a sequence of independent copies of $z_{p^{\prime}}$,

$$
\left(z_{p^{\prime}, j_{p}, j_{p+1}, \ldots, j_{p^{\prime}}}\right)_{j_{p}, j_{p+1}, \ldots, j_{p^{\prime}} \in \mathbb{N}}
$$

These sequences are independent of each other and of $\left(u_{j_{p} j_{p+1} \cdots j_{p^{\prime}-1}}\right)_{j \in \mathbb{N}}$ for $p \leq p^{\prime} \leq k$ and $j_{p}, j_{p+1}, \ldots, j_{p^{\prime}-1} \in \mathbb{N}$. To simplify the notation, for $\alpha=$ $\left(j_{p}, j_{p+1}, \ldots, j_{k}\right) \in \mathbb{N}^{k+1-p}$, we write

$$
z_{p^{\prime}, \alpha}=z_{p^{\prime}, j_{p}, j_{p+1}, \ldots, j_{p^{\prime}}}
$$

Then from Theorem 14.2.1 [17],

$$
\begin{equation*}
A_{p}(x)=E \log \sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)+\frac{1}{2}\left(\xi^{\prime}(1)-\xi^{\prime}\left(q_{k+1}\right)\right) \tag{3.3}
\end{equation*}
$$

where

$$
z_{\alpha}=\sum_{p \leq p^{\prime} \leq k} z_{p^{\prime}, \alpha} .
$$

Taking derivatives, we obtain

$$
\begin{aligned}
& A_{p}^{\prime \prime}(x)= 1-E\left(\frac{\sum_{\alpha} v_{\alpha} \operatorname{sh}\left(x+z_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)}\right)^{2} \\
&= E\left(\frac{\sum_{\alpha} v_{\alpha}\left(\operatorname{ch}\left(x+z_{\alpha}\right)-\operatorname{sh}\left(x+z_{\alpha}\right)\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)}\right. \\
&\left.\times \frac{\sum_{\alpha} v_{\alpha}\left(\operatorname{ch}\left(x+z_{\alpha}\right)+\operatorname{sh}\left(x+z_{\alpha}\right)\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)}\right) \\
& \leq 2 E\left(\frac{\sum_{\alpha} v_{\alpha} \exp \left(-z_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \operatorname{ch}\left(x+z_{\alpha}\right)}\right) \exp (-x) \\
& \leq 4 E\left(\frac{\sum_{\alpha} v_{\alpha} \exp \left(-z_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \exp \left(z_{\alpha}\right)}\right) \exp (-2 x),
\end{aligned}
$$

where the first inequality holds since $\operatorname{ch} y-\operatorname{sh} y=\exp (-y)$ and $|\operatorname{sh} y| \leq \operatorname{ch} y$, while the second inequality follows from $2 \operatorname{ch} y \geq \exp y$. Let us now turn to the computation of this quantity

$$
\gamma_{p}:=E\left(\frac{\sum_{\alpha} v_{\alpha} \exp \left(-z_{\alpha}\right)}{\sum_{\alpha} v_{\alpha} \exp \left(z_{\alpha}\right)}\right)
$$

Set $F\left(x_{p}, x_{p+1}, \ldots, x_{k}\right)=\sum_{p \leq p^{\prime} \leq k} x_{p^{\prime}}$ for $\left(x_{p}, x_{p+1}, \ldots, x_{k}\right) \in \mathbb{R}^{k+1-p}$. For $\alpha \in$ $\mathbb{N}^{k+1-p}$, define the random variables

$$
\begin{aligned}
& F(\alpha)=F\left(z_{p, \alpha}, \ldots, z_{k, \alpha}\right) \\
& U(\alpha)=\exp (-2 F(\alpha))
\end{aligned}
$$

Then we can write

$$
\begin{equation*}
\gamma_{p}=E \frac{\sum_{\alpha} v_{\alpha} U(\alpha) \exp F(\alpha)}{\sum_{\alpha} v_{\alpha} \exp F(\alpha)} \tag{3.4}
\end{equation*}
$$

Starting from

$$
F_{k+1}=F\left(z_{p}, z_{p+1}, \ldots, z_{k}\right)
$$

we define by decreasing induction for $p \leq p^{\prime} \leq k$,

$$
F_{p^{\prime}}=\frac{1}{m_{p^{\prime}}} \log E_{p^{\prime}} \exp m_{p^{\prime}} F_{p^{\prime}+1},
$$

where $E_{p^{\prime}}$ means the expectation with respect to the r.v.'s $z_{p^{\prime}}, z_{p^{\prime}+1}, \ldots, z_{k}$. We also define for $p \leq p^{\prime} \leq k$,

$$
W_{p^{\prime}}=\exp m_{p^{\prime}}\left(F_{p^{\prime}+1}-F_{p^{\prime}}\right)
$$

From formula (14.27) in [17], (3.4) can be computed as

$$
\begin{equation*}
\gamma_{p}=E W_{p} W_{p+1} \cdots W_{k} \exp \left(-2 F_{k+1}\right) \tag{3.5}
\end{equation*}
$$

Using the independence of $z_{p}, z_{p+1}, \ldots, z_{k}$, it is easy to compute that

$$
F_{p^{\prime}}=\sum_{n=p}^{p^{\prime}-1} z_{n}+\frac{1}{2} \sum_{n=p^{\prime}}^{k} m_{n}\left(\xi^{\prime}\left(q_{n+1}\right)-\xi^{\prime}\left(q_{n}\right)\right)
$$

Therefore, we obtain

$$
W_{p^{\prime}}=\exp \left(m_{p^{\prime}} z_{p}^{\prime}-\frac{m_{p^{\prime}}^{2}}{2}\left(\xi^{\prime}\left(q_{p^{\prime}+1}\right)-\xi^{\prime}\left(q_{p^{\prime}}\right)\right)\right)
$$

and from (3.5), this implies

$$
\begin{aligned}
\gamma_{p} & =E \exp \left(\sum_{p^{\prime}=p}^{k}\left(m_{p^{\prime}}-2\right) z_{p^{\prime}}-\frac{1}{2} \sum_{p^{\prime}=p}^{k} m_{p^{\prime}}^{2}\left(\xi^{\prime}\left(q_{p^{\prime}+1}\right)-\xi^{\prime}\left(q_{p^{\prime}}\right)\right)\right) \\
& =\exp \left(\frac{1}{2} \sum_{p^{\prime}=p}^{k}\left(\left(m_{p^{\prime}}-2\right)^{2}-m_{p^{\prime}}^{2}\right)\left(\xi^{\prime}\left(q_{p^{\prime}+1}\right)-\xi^{\prime}\left(q_{p^{\prime}}\right)\right)\right) \\
& =\exp \left(2 \sum_{p^{\prime}=p}^{k}\left(1-m_{p^{\prime}}\right)\left(\xi^{\prime}\left(q_{p^{\prime}+1}\right)-\xi^{\prime}\left(q_{p^{\prime}}\right)\right)\right) \\
& \leq \exp \left(2 \xi^{\prime}(1)\right) .
\end{aligned}
$$

Finally, we are done by letting $C=4 \exp \left(2 \xi^{\prime}(1)\right)$.
As a consequence of Lemma 2, we have the following lemma.
LEMMA 3. There exists a number $M$ depending only on $\xi$ and $h$ such that for every $0 \leq p \leq k+2$,

$$
\begin{align*}
& E A_{p}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{p}^{\prime}\left(h+\chi_{2}^{\prime}\right) \geq \frac{1}{M},  \tag{3.6}\\
& E A_{p}^{\prime \prime}\left(h+\chi_{1}^{\prime \prime}\right) A_{p}^{\prime \prime}\left(h+\chi_{2}^{\prime \prime}\right) \geq \frac{1}{M}, \tag{3.7}
\end{align*}
$$

where $\chi_{1}^{\prime}, \chi_{2}^{\prime}, \chi_{1}^{\prime \prime}, \chi_{2}^{\prime \prime}$ are jointly Gaussian r.v.'s with the same variance $\xi^{\prime}\left(q_{p}\right)$ and $E \chi_{1}^{\prime} \chi_{2}^{\prime}=0$ independent of $h$.

Proof. The first inequality is Lemma 14.12 .8 [17] and from there a similar argument yields the second inequality.

Recall that the external field $h$ in this paper is always assumed to satisfy $E h^{2}>0$. Based on this assumption, we set up the definition for the Parisi measure.

Definition 1. Given $\varepsilon>0$, we say that $k, \mathbf{m}, \mathbf{q}$ satisfy condition $\operatorname{MIN}(\varepsilon)$ if the following occurs. First, the sequences

$$
\begin{aligned}
\mathbf{m} & =\left(m_{0}, m_{1}, \ldots, m_{k}, m_{k+1}\right) \\
\mathbf{q} & =\left(q_{0}, q_{1}, \ldots, q_{k+1}, q_{k+2}\right)
\end{aligned}
$$

satisfy

$$
\begin{aligned}
m_{0} & =0<m_{1}<\cdots<m_{k}<m_{k+1}=1, \\
q_{0} & =0<q_{1}<\cdots<q_{k+1}<q_{k+2}=1 .
\end{aligned}
$$

In addition,

$$
\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \leq \mathcal{P}(\xi, h)+\varepsilon
$$

and

$$
\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \text { realizes the minimum of } \mathcal{P}_{k} \text { over all choices of } \mathbf{m} \text { and } \mathbf{q} .
$$

Definition 2. Suppose that $\mu$ is a probability measure associated to $k, \mathbf{m}, \mathbf{q}$. Then we say that $\mu$ is $\varepsilon$-stationary for some $\varepsilon>0$ if $k, \mathbf{m}, \mathbf{q}$ satisfy condition $\operatorname{MIN}(\varepsilon)$.

Let us note from Lemma 14.5.5 [17] that for any given $\varepsilon>0$, we can find an $\varepsilon$-stationary measure $\mu$ associated to some $k, \mathbf{m}, \mathbf{q}$.

Definition 3. We say that a probability measure $\mu$ is a Parisi measure (corresponding to the function $\xi$ and external field $h$ ) if there exist a sequence $\left(\varepsilon_{n}\right)$ with $\varepsilon_{n} \downarrow 0$ and a sequence of probability measures ( $\mu_{n}$ ) such that the following two conditions hold:

$$
\begin{gathered}
\mu_{n} \text { is } \varepsilon_{n} \text {-stationary, } \\
\mu \text { is the limit of }\left(\mu_{n}\right) \text {. }
\end{gathered}
$$

Definition 1 is the same as Definition 14.5 .3 [17], while our definition of the stationarity in Definition 2 is stronger than that in Definition 14.11.4 [17]. This is for technical purposes and it should be clear that under these assumptions, our future arguments are still valid.

Lemma 4. Suppose $h \neq 0$ and $k, \mathbf{q}, \mathbf{m}$ satisfy condition $\operatorname{MIN}(\varepsilon)$. Then for $1 \leq p \leq k+1$,

$$
\begin{equation*}
E W_{1} \cdots W_{p-1} A_{p}^{\prime}\left(\zeta_{p}\right)^{2}=q_{p} \tag{3.8}
\end{equation*}
$$

$$
\begin{equation*}
\xi^{\prime \prime}\left(q_{p}\right) E W_{1} \cdots W_{p-1} A_{p}^{\prime \prime}\left(\zeta_{p}\right)^{2} \leq 1+M \varepsilon^{1 / 6} \tag{3.9}
\end{equation*}
$$

where $\zeta_{p}=h+\sum_{0 \leq n<p} z_{n}$ and

$$
W_{p}=\exp m_{p}\left(A_{p+1}\left(\zeta_{p+1}\right)-A_{p}\left(\zeta_{p}\right)\right)=\exp m_{p}\left(X_{p+1}-X_{p}\right)
$$

Here, $M$ is a constant depending only on $\xi$ and $h$.

Proof. These results are (14.222) and (14.461) in [17].
At the end of this section we will find a manageable bound for $p_{N, u}$ via Guerra's bound. Recall that the right-hand side of (2.2) depends on (2.1). If we keep every parameter but $\lambda$ fixed, then it is a quantity depending only on $\lambda$ and, for clarity, we denote it by $\alpha(\lambda)$. For the same reason, we also think of $Y_{0}$ as a function of $\lambda$. Recall the r.v.'s $\left(y_{p}^{j}\right)_{0 \leq p \leq \kappa, j=1,2}$ defined in Theorem 2. Suppose that $\left(y_{p}\right)_{0 \leq p \leq \kappa}$ are independent Gaussian r.v.'s with $E\left(y_{p}\right)^{2}=\xi^{\prime}\left(\rho_{p+1}\right)-\xi^{\prime}\left(\rho_{p}\right)$ for $0 \leq p \leq \kappa$. Starting with

$$
D_{\kappa+1}(x)=\log \operatorname{ch} x
$$

we define $D_{p}$ for $0 \leq p \leq \kappa$ by decreasing induction:

$$
D_{p}(x)= \begin{cases}\frac{1}{n_{p}} \log E_{p} \exp n_{p} D_{p+1}\left(x+y_{p}\right), & \text { if } \tau \leq p \leq \kappa \\ \frac{1}{(1+t) n_{p}} \log E_{p} \exp (1+t) n_{p} D_{p+1}\left(x+y_{p}\right), & \text { if } 0 \leq p<\tau\end{cases}
$$

where $E_{p}$ means the expectation with respect to $y_{n}$ for $p \leq n \leq \kappa$. If $n_{p}=0$ for some $p$, then we define $D_{p}(x)=E_{p} D_{p+1}\left(x+y_{p}\right)$. For $j=1,2$ and $1 \leq p \leq$ $\kappa+1$, set

$$
\zeta_{p}^{j}=h+\sum_{0 \leq n<p} y_{n}^{j}
$$

PROPOSITION 6. If $n_{p}=0$ for every $0 \leq p<\tau$, then

$$
\begin{align*}
& Y_{0}(0)=E D_{\tau}\left(\zeta_{\tau}^{1}\right)+E D_{\tau}\left(\zeta_{\tau}^{2}\right)  \tag{3.10}\\
& Y_{0}^{\prime}(0)=E D_{\tau}^{\prime}\left(\zeta_{\tau}^{1}\right) D_{\tau}^{\prime}\left(\zeta_{\tau}^{2}\right) \tag{3.11}
\end{align*}
$$

For the second derivative of $Y_{0}$, we have for every $\lambda$,

$$
\begin{equation*}
0 \leq Y_{0}^{\prime \prime}(\lambda) \leq 1 \tag{3.12}
\end{equation*}
$$

Proof. The proofs of (3.10) and (3.11) are essentially the same as that of part (b) of Proposition 14.6.4 [17]. Also, (3.12) and Lemma 14.6.5 [17] have the same proof.

Corollary 1. We have

$$
\begin{equation*}
p_{N, u} \leq \inf _{\lambda} \alpha(\lambda) \leq \alpha(0)-\frac{1}{2} \alpha^{\prime}(0)^{2} \tag{3.13}
\end{equation*}
$$

Proof. This is an immediate consequence of (3.12).

Let us remark here that (3.13) helps us in at least two ways: First, it reduces the difficulty of choosing parameters since we do not have to choose $\lambda$ now. Second, this inequality gives us a reasonable way to choose parameters. Roughly speaking, in many cases, we choose parameters in such a way that the quantity $\alpha(0)$ is very close to $\mathcal{P}(\xi, h)$, while the term $\alpha^{\prime}(0)^{2} / 2$ is the error that we expect to obtain on the right-hand side of (1.8).
4. Proof of Proposition 3. This section is devoted to proving Proposition 3. Our approach is based on Talagrand's proof of the positivity of the overlap in Section 14.12 [17]. Suppose that $u=-v$ for $0 \leq v \leq 1$. Proposition 3 relies on the following two results:

Proposition 7. There exists $\delta>0$ and $\varepsilon_{0}>0$ depending only on $\xi$ and $h$ with the following property. Whenever we can find $k, \mathbf{m}, \mathbf{q}$ that satisfy condition $\operatorname{MIN}\left(\varepsilon_{0}\right)$ and for an integer $s$ with $1 \leq s \leq k+1$,

$$
m_{s-1} \leq \delta \quad \text { and } \quad q_{s} \geq v-\delta,
$$

then we can find parameters in (2.2) such that $p_{N, u} \leq 2 \mathcal{P}(\xi, h)-1 / M$, where $M$ depends only on $\xi$ and $h$.

Proposition 8. Consider $\delta$ as in Proposition 7. Then we can find $\varepsilon_{1}>0$ with the following property. Whenever we can find $k, \mathbf{m}, \mathbf{q}$ such that $\mathcal{P}_{k}(\mathbf{m}, \mathbf{q}) \leq$ $\mathcal{P}(\xi, h)+\varepsilon_{1}$ and an integer $s$ with $1 \leq s \leq k+1$,

$$
m_{s} \geq \delta \quad \text { and } \quad q_{s} \leq v-\delta
$$

then we can find parameters in (2.2) such that $p_{N, u} \leq 2 \mathcal{P}(\xi, h)-1 / M$, where $M$ depends only on $\xi$ and $h$.

Proof of Proposition 3. Let $v \geq 0$. Consider $\delta, \varepsilon_{0}$ as in Proposition 7 and $\varepsilon_{1}$ as in Proposition 8. Suppose that $k, \mathbf{m}, \mathbf{q}$ is a triplet satisfying $\operatorname{MIN}\left(\min \left(\varepsilon_{0}, \varepsilon_{1}\right)\right)$. Here, the existence of such $k, \mathbf{m}, \mathbf{q}$ is ensured by Lemma 14.5.5 [17]. Let $1 \leq s \leq k+1$ be the largest integer such that $m_{s-1} \leq \delta$. If $q_{s} \geq v-\delta$, we apply Proposition 7. Otherwise we have $q_{s} \leq v-\delta$. If $s=k+1$, then $m_{s}=m_{k+1}=1 \geq \delta$. If $s<k+1$, then from the definition of $s, m_{s} \geq \delta$. In both cases, we conclude Proposition 3 by using Proposition 8 and we are done.

Note that since the proof of Proposition 8 is essentially the same as that of Proposition 5, we defer it to Section 6. Now we turn to the proof of Proposition 7 and proceed with the following lemma:

Lemma 5. Suppose that $A: \mathbb{R} \rightarrow \mathbb{R}$ has uniformly bounded first and second derivatives. Consider two independent pairs of jointly Gaussian r.v.'s $\left(\chi_{1}, \chi_{2}\right)$ and $\left(\chi_{1}^{\prime}, \chi_{2}^{\prime}\right)$, all of variance $a$, and a standard Gaussian r.v. $\chi$. These r.v.'s are independent of $h$. Then we have

$$
\begin{align*}
& \left|E A^{\prime}\left(h+\chi_{1}\right) A^{\prime}\left(h+\chi_{2}\right)-E A^{\prime}\left(h+\chi_{1}^{\prime}\right) A^{\prime}\left(h+\chi_{2}^{\prime}\right)\right|  \tag{4.1}\\
& \quad \leq\left|E \chi_{1} \chi_{2}-E \chi_{1}^{\prime} \chi_{2}^{\prime}\right| E A^{\prime \prime}(h+\chi \sqrt{a})^{2} .
\end{align*}
$$

Proof. This is a typical application of the Gaussian interpolation technique and the Cauchy-Schwarz inequality. For details, one may refer to Lemma 14.9.5 [17].

Suppose that $k, \mathbf{m}, \mathbf{q}$ is a triplet satisfying $\operatorname{MIN}(\varepsilon)$. Based on our discussion in Section 2, we may assume, without loss of generality, that $v=q_{a}$ for some $a$. The only thing we have to keep in mind is that when using (3.9), we will not be able to use the value $p=a$. From the assumption that $q_{s} \geq v-\delta$, we divide our discussion into two cases $v-\delta \leq q_{s} \leq v$ and $q_{s}>v$. First, let us proceed with the case that for an integer $s$ with $1 \leq s \leq k+1$,

$$
\begin{equation*}
m_{s-1} \leq \delta \quad \text { and } \quad v-\delta \leq q_{s} \leq v \tag{4.2}
\end{equation*}
$$

Note that $s \leq a$. We consider the following numbers:

$$
\begin{align*}
\tau & =1, \\
\kappa & =k+2-a, \\
n_{0} & =0, \quad n_{1}=m_{a}, \quad n_{2}=m_{a+1}, \ldots, \quad n_{\kappa}=m_{k+1}=1,  \tag{4.3}\\
\rho_{0} & =0, \quad \rho_{1}=v=q_{a}, \quad \rho_{2}=q_{a+1}, \ldots, \quad \rho_{\kappa+1}=q_{k+2}=1
\end{align*}
$$

and apply (4.3) to Theorem 2. Recall that we use $\alpha$ to denote the right-hand side of (2.2).

Lemma 6. Assuming (4.2) and (4.3), we have

$$
\begin{equation*}
\alpha(0) \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})+M \delta \tag{4.4}
\end{equation*}
$$

Proof. The proof is essentially the same as that of Lemma 14.12.7 in [17].

In view of (3.13) and (4.4), our goal is then to bound $\alpha^{\prime}(0)$ from below. Proposition 6 implies that $D_{1}(x)=A_{a}(x)$ and so

$$
\begin{equation*}
\alpha^{\prime}(0)=E A_{a}^{\prime}\left(h+\chi_{1}\right) A_{a}^{\prime}\left(h+\chi_{2}\right)+v, \tag{4.5}
\end{equation*}
$$

where $\chi_{1}$ and $\chi_{2}$ are Gaussian with $E\left(\chi_{1}\right)^{2}=E\left(\chi_{2}\right)^{2}=\xi^{\prime}(v)$ and $E \chi_{1} \chi_{2}=$ $-t \xi^{\prime}(v)$ independent of $h$. Consider two independent Gaussian r.v.'s $\chi_{1}^{\prime}$ and $\chi_{2}^{\prime}$ with $E\left(\chi_{1}^{\prime}\right)^{2}=E\left(\chi_{2}^{\prime}\right)^{2}=\xi^{\prime}(v)$ independent of $h$. By using (4.1),

$$
\begin{aligned}
& E A_{a}^{\prime}\left(h+\chi_{1}\right) A_{a}^{\prime}\left(h+\chi_{2}\right) \\
& \quad \geq E A_{a}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a}^{\prime}\left(h+\chi_{2}^{\prime}\right)-t \xi^{\prime}(v) E A_{a}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}(v)}\right)^{2}
\end{aligned}
$$

where $\chi$ is standard Gaussian independent of $h$. Since $\xi^{\prime}(v) \leq v \xi^{\prime \prime}(v)$, it follows that from (4.5),

$$
\begin{align*}
\alpha^{\prime}(0) \geq & E A_{a}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a}^{\prime}\left(h+\chi_{2}^{\prime}\right)+v\left(1-t \xi^{\prime \prime}(v) E A_{a}^{\prime \prime}(h+\chi \sqrt{\xi(v)})^{2}\right) \\
= & E A_{a}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a}^{\prime}\left(h+\chi_{2}^{\prime}\right)+v(1-t)  \tag{4.6}\\
& +t v\left(1-\xi^{\prime \prime}(v) E A_{a}^{\prime \prime}(h+\chi \sqrt{\xi(v)})^{2}\right)
\end{align*}
$$

To use (4.6), we have to bound the quantity

$$
\xi^{\prime \prime}(v) E A_{a}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}(v)}\right)
$$

from above. The starting point of the proof is that from (3.9),

$$
\begin{equation*}
\xi^{\prime \prime}\left(q_{s}\right) E W_{1} \cdots W_{s-1} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2} \leq 1+M \varepsilon^{1 / 6} \tag{4.7}
\end{equation*}
$$

where $\zeta_{p}=h+\sum_{0 \leq n<p} z_{n}$ and $W_{p}=\exp m_{p}\left(A_{p+1}\left(\zeta_{p+1}\right)-A_{p}\left(\zeta_{p}\right)\right)$.
Lemma 7. Assuming (4.2), there exists $\delta_{0}>0$ depending only on $\xi$ and $h$ such that when $\delta \leq \delta_{0}$, we have

$$
\begin{equation*}
\xi^{\prime \prime}(v) E A_{a}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}(v)}\right)^{2} \leq \xi^{\prime \prime}\left(q_{s}\right) E W_{1} \cdots W_{s-1} A_{s}^{\prime \prime}\left(\zeta_{s}\right)^{2}+M \sqrt{\delta} \tag{4.8}
\end{equation*}
$$

Proof. This is Lemma 14.12 .9 in [17].
As a conclusion, by assuming (4.2) and using (4.3), we see that (3.6), (4.6), (4.7) and (4.8) together imply

$$
\begin{equation*}
\alpha^{\prime}(0) \geq \frac{1}{M}-M \varepsilon^{1 / 6}-M \sqrt{\delta} \tag{4.9}
\end{equation*}
$$

for $\delta \leq \delta_{0}$.
Next, let us consider the other case that for some $1 \leq s \leq k+1$,

$$
\begin{equation*}
m_{s-1} \leq \delta \quad \text { and } \quad q_{s}>v=q_{a} \tag{4.10}
\end{equation*}
$$

Since $q_{a+1} \geq q_{a} \geq v-\delta$ and $m_{a} \leq m_{s-1} \leq \delta$, we may assume, without loss of generality, that $s=a+1$. Consider the following numbers:

$$
\begin{align*}
\tau & =1 \\
\kappa & =k+2-a,  \tag{4.11}\\
n_{0} & =0, \quad n_{1}=0, \quad n_{2}=m_{a+1}, \ldots, \quad n_{\kappa}=m_{k+1}=1, \\
\rho_{0} & =0, \quad \rho_{1}=v=q_{a}, \quad \rho_{2}=q_{a+1}, \ldots, \quad \rho_{\kappa+1}=q_{k+2}=1
\end{align*}
$$

and apply (4.11) to (2.2).
Lemma 8. Assuming (4.10) and (4.11), we have

$$
\begin{equation*}
\alpha(0) \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})+M \delta . \tag{4.12}
\end{equation*}
$$

Proof. A similar proof as Lemma 6 yields the announced statement.
Again, our goal is to bound $\alpha^{\prime}(0)$ from below. From (3.11), we have $D_{2}(x)=$ $A_{a+1}(x)$ and then

$$
\begin{equation*}
\alpha^{\prime}(0)=E A_{a+1}^{\prime}\left(h+\chi_{1}\right) A_{a+1}^{\prime}\left(h+\chi_{2}\right)+v \tag{4.13}
\end{equation*}
$$

where $\chi_{1}$ and $\chi_{2}$ are jointly Gaussian with $E\left(\chi_{1}\right)^{2}=E\left(\chi_{2}\right)^{2}=\xi^{\prime}\left(q_{a+1}\right)$ and $E \chi_{1} \chi_{2}=-t \xi^{\prime}(v)$ independent of $h$. Let $\chi_{1}^{\prime}$ and $\chi_{2}^{\prime}$ be two independent Gaussian r.v.'s with $E\left(\chi_{1}^{\prime}\right)^{2}=E\left(\chi_{2}^{\prime}\right)^{2}=\xi^{\prime}\left(q_{a+1}\right)$ independent of $h$. Using (4.1), we obtain

$$
\begin{align*}
& E A_{a+1}^{\prime}\left(h+\chi_{1}\right) A_{a+1}^{\prime}\left(h+\chi_{2}\right) \\
& \quad \geq E A_{a+1}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a+1}^{\prime}\left(h+\chi_{2}^{\prime}\right)  \tag{4.14}\\
& \quad-t \xi^{\prime}(v) E A_{a+1}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}\left(q_{a+1}\right)}\right)^{2}
\end{align*}
$$

where $\chi$ is standard Gaussian independent of $h$. Let us apply $p=a+1$ to (3.9) and use the fact $q_{a+1} \geq v$. Then we have

$$
\begin{align*}
\xi^{\prime \prime}(v) E W_{1} \cdots W_{a} A_{a+1}^{\prime \prime}\left(\zeta_{a+1}\right)^{2} & \leq \xi^{\prime \prime}\left(q_{a+1}\right) E W_{1} \cdots W_{a} A_{a+1}^{\prime \prime}\left(\zeta_{a+1}\right)^{2}  \tag{4.15}\\
& \leq 1+M \varepsilon^{1 / 6}
\end{align*}
$$

Lemma 9. Assuming (4.10), we have

$$
\begin{equation*}
E\left|W_{1} \cdots W_{s-1}-1\right| \leq M \delta \tag{4.16}
\end{equation*}
$$

Proof. One can find the proof from Lemma 14.12.9 [17].
Using (4.16) and $E A_{a+1}^{\prime \prime}\left(\zeta_{a+1}\right)^{2}=E A_{a+1}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}\left(q_{a+1}\right)}\right)^{2}$, it follows that from (4.15),

$$
\begin{equation*}
\xi^{\prime \prime}(v) E A_{a+1}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}\left(q_{a+1}\right)}\right)^{2} \leq 1+M \delta+M \varepsilon^{1 / 6} \tag{4.17}
\end{equation*}
$$

and from (3.6), (4.13), (4.14), (4.17) and $\xi^{\prime}(v) \leq v \xi^{\prime \prime}(v)$, we then have

$$
\begin{align*}
\alpha^{\prime}(0) \geq & E A_{a+1}^{\prime}\left(h+\chi_{1}^{\prime}\right) A_{a+1}^{\prime}\left(h+\chi_{2}^{\prime}\right)+v \\
& -t \xi^{\prime}(v) E A_{a+1}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}\left(q_{a+1}\right)}\right)^{2}  \tag{4.18}\\
\geq & \frac{1}{M}+v(1-t)+t v\left(1-\xi^{\prime \prime}(v) E A_{a+1}^{\prime \prime}\left(h+\chi \sqrt{\xi^{\prime}\left(q_{a+1}\right)}\right)^{2}\right) \\
\geq & \frac{1}{M}-M \delta-M \varepsilon^{1 / 6}
\end{align*}
$$

Proof of Proposition 7. First we complete the proof for the case (4.2). Let $M_{1}$ be the constant obtained from (4.4) and (4.9) and assume, without loss of generality, that $M_{1} \geq 1$ and $1 / 16 M_{1}^{4} \leq \delta_{0}$. Set $\delta=1 / 16 M_{1}^{4}$. If $\varepsilon \leq \varepsilon_{1}=\left(1 / 4 M_{1}^{2}\right)^{6}$, (4.9) implies

$$
\alpha^{\prime}(0) \geq \frac{1}{M_{1}}-\frac{M_{1}}{4 M_{1}^{2}}-\frac{M_{1}}{4 M_{1}^{2}}=\frac{1}{2 M_{1}}
$$

and combining this with (4.4) yields

$$
\inf _{\lambda} \alpha(\lambda) \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})+M_{1} \delta-\frac{1}{8 M_{1}^{2}} \leq 2 \mathcal{P}(\xi, h)+2 \varepsilon_{0}-\frac{1}{16 M_{1}^{2}}
$$

Letting $\varepsilon_{0}$ be sufficiently small completes our proof of this case. For the second case (4.10), using (4.18) and Lemma 8, we may argue similarly to obtain the announced result.
5. Proofs of Propositions 1 and 4. Given $0 \leq v<1$, recall the definition of $\varphi_{v}$ from (1.6). In this section we first study how the Guerra bound relates to $\varphi_{v}$ and then study some of its basic properties to conclude Propositions 1 and 4.

Let $k, \mathbf{m}, \mathbf{q}$ be given by (1.1). Suppose that $\mu$ is the probability measure associated to $k, \mathbf{m}, \mathbf{q}$ and $\Phi$ is the corresponding solution of (1.5). Recall the definition of $\left(A_{p}\right)_{0 \leq p \leq k+2}$ from (3.1). Then $\Phi$ and $\left(A_{p}\right)_{0 \leq p \leq k+2}$ can be related in the following way. Let $\left(g_{p}\right)_{0 \leq p \leq k+1}$ be i.i.d. standard Gaussian r.v.'s. For $q \in[0,1]$, we have that $\Phi(x, 1)=A_{k+2}(x)$ if $q=1$ and

$$
\Phi(x, q)=\frac{1}{m_{p}} \log E \exp m_{p} A_{p+1}\left(x+g_{p} \sqrt{\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}(q)}\right),
$$

if $q_{p} \leq q<q_{p+1}$ for some $0 \leq p \leq k+1$. In particular, for $0 \leq p \leq k+2$,

$$
\begin{equation*}
\Phi\left(x, q_{p}\right)=A_{p}(x) \tag{5.1}
\end{equation*}
$$

For fixed $u$ and $v$ with $0 \leq u \leq v<1$, we suppose $q_{a} \leq v<q_{a+1}$ for some $0 \leq$ $a \leq k+1$ and consider numbers

$$
\begin{align*}
\tau & =1, \\
\kappa & =k+3-a, \\
n_{0} & =0, \quad n_{1}=0, \quad n_{2}=m_{a}, \\
n_{3} & =m_{a+1}, \ldots, \quad n_{\kappa}=m_{k+1}=1,  \tag{5.2}\\
\rho_{0} & =0, \quad \rho_{1}=u, \quad \rho_{2}=v, \\
\rho_{3} & =q_{a+1}, \ldots, \quad \rho_{\kappa+1}=q_{k+2}=1 .
\end{align*}
$$

Let us apply (5.2) to (2.1) and recall that we use $\alpha(\lambda)$ to denote the right-hand side of (2.2). Recall that $c$ is the smallest value of the support of the Parisi measure. Since $E h^{2} \neq 0$, the positivity of the overlap implies $c>0$.

Lemma 10. For $0<\delta<c$, we have

$$
\begin{equation*}
\alpha(0) \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})+\mu([0, c-\delta]) \theta(1)+(\theta(v)-\theta(c-\delta))_{+} . \tag{5.3}
\end{equation*}
$$

The derivative of $\alpha$ at 0 can be computed as

$$
\begin{equation*}
\alpha^{\prime}(0)=E \frac{\partial \Phi}{\partial x}\left(h+\chi_{1}, v\right) \frac{\partial \Phi}{\partial x}\left(h+\chi_{2}, v\right)-u, \tag{5.4}
\end{equation*}
$$

where $\chi_{1}$ and $\chi_{2}$ are two Gaussian r.v.'s with $E\left(\chi_{1}\right)^{2}=E\left(\chi_{2}\right)^{2}=\xi^{\prime}(v)$ and $E \chi_{1} \chi_{2}=t \xi^{\prime}(u)$ independent of $h$.

Proof. Without loss of generality, we may assume that $v=q_{a}$ and $u=q_{b}$ with $0 \leq b \leq a$. Let us write

$$
\begin{align*}
\sum_{1 \leq p \leq \kappa} n_{p}\left(\theta\left(\rho_{p+1}\right)-\theta\left(\rho_{p}\right)\right) & =\sum_{a \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \\
& =\sum_{1 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)-C \tag{5.5}
\end{align*}
$$

where

$$
C=\sum_{1 \leq p \leq a-1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right)
$$

If $q_{a} \leq c-\delta$, then

$$
\begin{aligned}
C & \leq \max \left\{m_{p}: q_{p} \leq c-\delta\right\} \sum_{0 \leq p \leq a-1}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \\
& \leq \mu([0, c-\delta]) \theta(1)
\end{aligned}
$$

if $q_{a}>c-\delta$, then

$$
\begin{aligned}
C \leq & \max \left\{m_{p}: q_{p} \leq c-\delta\right\} \sum_{0 \leq p \leq a-1}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) \\
& +\sum_{0 \leq p \leq a-1: q_{p}>c-\delta} \theta\left(q_{p+1}\right)-\theta\left(q_{p}\right) \\
\leq & \mu([0, c-\delta]) \theta(1)+\theta(v)-\theta(c-\delta) .
\end{aligned}
$$

So (5.3) holds. From (3.10), we have $D_{2}(x)=A_{a}(x)$ and, consequently, $Y_{0}=$ $2 E A_{a}(h+\chi)$, where $\chi$ is Gaussian with $E \chi^{2}=\xi^{\prime}\left(q_{a}\right)$. Since $\chi$ has the same distribution as $\sum_{0 \leq p<a} z_{p}$, from Jensen's inequality, $A_{p}(x) \geq E A_{p+1}\left(x+z_{p}\right)$ and iterating this inequality implies

$$
E A_{a}\left(h+\sum_{0 \leq p<a} z_{p}\right) \leq E A_{0}(h)
$$

So $Y_{0} \leq 2 E A_{0}(h)=2 X_{0}$ and this together with (5.5) yields (5.3). Next, using (3.11) and (5.1), we obtain

$$
\begin{aligned}
Y_{0}^{\prime}(0) & =E A_{a}^{\prime}\left(h+\chi_{1}\right) A_{a}^{\prime}\left(h+\chi_{2}\right) \\
& =E \frac{\partial \Phi}{\partial x}\left(h+\chi_{1}, q_{a}\right) \frac{\partial \Phi}{\partial x}\left(h+\chi_{2}, q_{a}\right),
\end{aligned}
$$

where $\chi_{1}$ and $\chi_{2}$ are jointly Gaussian with $E\left(\chi_{1}\right)^{2}=E\left(\chi_{2}\right)^{2}=\xi^{\prime}\left(q_{a}\right)$ and $E \chi_{1} \chi_{2}=t \xi^{\prime}\left(q_{b}\right)$ independent of $h$. This completes our proof.

Now, suppose that $\mu$ is a Parisi measure and $c$ is the smallest value of its support. By Definition 3, $\mu$ is the limit of a sequence of $\varepsilon_{n}$-stationary measures $\left(\mu_{n}\right)$ such that $\mathcal{P}\left(\xi, h, \mu_{n}\right) \rightarrow \mathcal{P}(\xi, h)$. By Definition 2 , for each $\mu_{n}$, there exist $k, \mathbf{m}, \mathbf{q}$ satisfying $\operatorname{MIN}\left(\varepsilon_{n}\right)$. Here, to clarify notation, we keep the dependence of $k, \mathbf{m}, \mathbf{q}$, and $\varepsilon_{n}$ on $n$ implicit. For $u$ and $v$ satisfying $0 \leq u \leq v<1$, we consider numbers (5.2) associated to $u, v$ and $\mu_{n}$, and we use $\alpha_{n}$ to denote the right-hand side of (2.2). Suppose that $\Phi_{n}$ is the solution of (1.5) associated to $\mu_{n}$. Recall that we define $\Phi$ as the uniform limit of $\left(\Phi_{n}\right)$. An argument similar to the proof of Theorem 3.2 [14] implies that in the sense of uniform convergence,

$$
\frac{\partial^{i} \Phi}{\partial x^{i}}=\lim _{n \rightarrow \infty} \frac{\partial^{i} \Phi_{n}}{\partial x^{i}}
$$

on $\mathbb{R} \times[0,1]$ for $i=1,2,3$.
Proposition 9. For any $u$ and $v$ satisfying $0 \leq u \leq v<1$, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \alpha_{n}(0) \leq 2 \mathcal{P}(\xi, h)+(\theta(v)-\theta(c))_{+} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \alpha_{n}^{\prime}(0)=E \frac{\partial \Phi}{\partial x}\left(h+\chi_{1}, v\right) \frac{\partial \Phi}{\partial x}\left(h+\chi_{2}, v\right)-u \tag{5.7}
\end{equation*}
$$

where $\chi_{1}$ and $\chi_{2}$ are jointly Gaussian with $E\left(\chi_{1}\right)^{2}=E\left(\chi_{2}\right)^{2}=\xi^{\prime}(v)$ and $E \chi_{1} \chi_{2}=t \xi^{\prime}(u)$ independent of $h$.

Proof. Using (5.3), we have for $0<\delta<c$,

$$
\limsup _{n \rightarrow \infty} \alpha_{n}(0)
$$

$$
\begin{aligned}
& \leq 2 \mathcal{P}(\xi, h)+\limsup _{n \rightarrow \infty} \mu_{n}([0, c-\delta]) \theta(1)+(\theta(v)-\theta(c-\delta))_{+} \\
& =2 \mathcal{P}(\xi, h)+(\theta(v)-\theta(c-\delta))_{+}
\end{aligned}
$$

and this implies (5.6) by letting $\delta$ tend to zero. For (5.7), we use (5.4).

Let us now turn to the study of some basic properties of $\varphi_{c}$. Recall from (1.6) and (5.7), for fixed $0<v<1, \varphi_{v}$ is defined by

$$
\varphi_{v}(u, t)=\lim _{n \rightarrow \infty} \alpha_{n}^{\prime}(0)
$$

for $0 \leq u \leq v$ and $0 \leq t \leq 1$, where $\chi_{1}$ and $\chi_{2}$ are jointly Gaussian r.v.'s with $E\left(\chi_{1}\right)^{2}=E\left(\chi_{2}\right)^{2}=\bar{\xi}^{\prime}(v)$ and $E \chi_{1} \chi_{2}=t \xi^{\prime}(u)$ independent of $h$. For given $k, \mathbf{m}, \mathbf{q}$, let us recall the definition of $\left(A_{p}\right)_{0 \leq p \leq k+2}$ from (3.1). We also recall the definitions of $\left(W_{p}\right)_{1 \leq p \leq k+1}$ and $\left(\zeta_{p}\right)_{1 \leq p \leq k+1}$ from Lemma 4. Let us proceed with the following lemmas.

Lemma 11. Let $\varepsilon>0$ and $0<\delta<c$. Suppose that $l$ and $l^{\prime}$ are fixed integers with $1 \leq l<l^{\prime} \leq k+1$. If $m_{p} \leq \varepsilon$ for every $1 \leq p \leq l-1$, then

$$
\begin{equation*}
E\left|W_{1} W_{2} \cdots W_{l-1}-1\right| \leq M \varepsilon \tag{5.8}
\end{equation*}
$$

If $c-\delta \leq q_{p} \leq q_{l^{\prime}}$ for every $l \leq p \leq l^{\prime}$, then

$$
\begin{equation*}
E W_{1} W_{2} \cdots W_{l-1}\left|W_{l} W_{l+1} \cdots W_{l^{\prime}-1}-1\right| \leq M \sqrt{q_{l^{\prime}}-c+\delta} . \tag{5.9}
\end{equation*}
$$

Here, $M$ depends only on $\xi$ and $h$.
Proof. Similar arguments as (14.468) and (14.469) in [17] will yield the announced results immediately.

Lemma 12. We have

$$
\begin{align*}
E\left(\frac{\partial \Phi}{\partial x}(h+\chi, c)\right)^{2} & =c  \tag{5.10}\\
\xi^{\prime \prime}(c) E\left(\frac{\partial^{2} \Phi}{\partial x^{2}}(h+\chi, c)\right)^{2} & \leq 1 \tag{5.11}
\end{align*}
$$

where $\chi$ denotes a Gaussian r.v. with $E \chi^{2}=\xi^{\prime}(c)$.
Proof. Recall that each $\mu_{n}$ corresponds to $k, \mathbf{m}, \mathbf{q}$ and $\varepsilon$. Since $0<c<1$, for each $n$ there exists some $0 \leq s \leq k+1$ such that $q_{s} \leq c<q_{s+1}$. Let us first claim that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left|W_{1} \cdots W_{s-1}-1\right|=0 \tag{5.12}
\end{equation*}
$$

and if $\lim _{n \rightarrow \infty} q_{s+1}=c$, then we further have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\left|W_{1} \cdots W_{s}-1\right|=0 \tag{5.13}
\end{equation*}
$$

Let $0<\delta<c$ be fixed. Suppose that $1 \leq l \leq s+1$ is the largest integer such that $q_{l-1} \leq c-\delta$. Since $\lim _{n \rightarrow \infty} \mu_{n}([0, c-\delta])=0$, we have that for large $n, m_{p} \leq \varepsilon$ for every $0 \leq p \leq l-1$. Using (5.8),

$$
\begin{equation*}
E\left|W_{1} W_{2} \cdots W_{l-1}-1\right| \leq M \varepsilon \tag{5.14}
\end{equation*}
$$

On the other hand, since $c-\delta \leq q_{p} \leq c<q_{s+1}$ for $l \leq p \leq s$, using (5.9), we also get
(5.15) $\quad E W_{1} W_{2} \cdots W_{l-1}\left|W_{l} W_{l+1} \cdots W_{s-1}-1\right| \leq M \sqrt{q_{s}-c+\delta} \leq M \sqrt{\delta}$
and

$$
\begin{equation*}
E W_{1} W_{2} \cdots W_{l-1}\left|W_{l} W_{l+1} \cdots W_{s}-1\right| \leq M \sqrt{q_{s+1}-c+\delta} \tag{5.16}
\end{equation*}
$$

Using the triangle inequality, (5.14) and (5.15), it follows that

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} & E\left|W_{1} W_{2} \cdots W_{s-1}-1\right| \\
\leq \leq & \limsup _{n \rightarrow \infty} E W_{1} W_{2} \cdots W_{l-1}\left|W_{l} W_{l+1} \cdots W_{s-1}-1\right| \\
& +\limsup _{n \rightarrow \infty} E\left|W_{1} W_{2} \cdots W_{l-1}-1\right| \\
\leq & \lim _{n \rightarrow \infty} M \sqrt{\delta}+M \varepsilon \\
= & M \sqrt{\delta}
\end{aligned}
$$

Similarly, if $\lim _{n \rightarrow \infty} q_{s+1}=c$, using the triangle inequality, (5.14) and (5.16), we obtain

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} & E\left|W_{1} W_{2} \cdots W_{s}-1\right| \\
\leq & \limsup _{n \rightarrow \infty} E W_{1} W_{2} \cdots W_{l-1} E_{l}\left|W_{l} W_{l+1} \cdots W_{s}-1\right| \\
& \quad+\limsup _{n \rightarrow \infty} E\left|W_{1} W_{2} \cdots W_{l-1}-1\right| \\
\leq & \lim _{n \rightarrow \infty} M \sqrt{q_{s+1}-c+\delta}+M \varepsilon \\
= & \lim _{n \rightarrow \infty} M \sqrt{\delta}+M \varepsilon \\
= & M \sqrt{\delta}
\end{aligned}
$$

Since $\delta>0$ is arbitrary, our claim follows.
Now, let us assume, without loss of generality, that the following limits exist:

$$
\lim _{n \rightarrow \infty} q_{s}, \quad \lim _{n \rightarrow \infty} q_{s+1}, \quad \lim _{n \rightarrow \infty} m_{s}
$$

and denote them by $c_{-}, c_{+}$and $m_{c}$, respectively. If $c_{-}<c<c_{+}$, then the first inequality implies $m_{c}=0$, which leads to a contradiction since the second inequality implies $m_{c}>0$. Thus, we may assume

$$
\begin{equation*}
\text { either } c_{-}=c \quad \text { or } \quad c_{+}=c \tag{5.17}
\end{equation*}
$$

Note that from the stationarity of $\mu_{n}, q_{p}=0$ if and only if $p=0$, and also $q_{p}=1$ if and only if $p=k+2$. If $q_{s}=0$ for all but finitely many $n$, then $s+1=1 \leq k+1$
for large $n$ and so $c_{+}=c$. If $q_{s+1}=1$ for all but finitely many $n$, then $s=k+1$ for large $n$ and so $c_{-}=c$. Finally, if $0<q_{s}$ and $q_{s+1}<1$ for infinitely many $n$, then these $s$ satisfy $1 \leq s \leq k$ and (5.17). Hence, in the following argument, we assume further that one of the following cases holds:
(i) $1 \leq s \leq k+1$ for all $n$ and $c_{-}=c$.
(ii) $1 \leq s+1 \leq k+1$ for all $n$ and $c_{+}=c$.
(iii) $1 \leq s \leq k$ for all $n$ and (5.17) holds.

If (i) holds, then from (3.8), (3.9) and (5.12), we have

$$
\begin{aligned}
E\left(\frac{\partial \Phi}{\partial x}(h+\chi, c)\right)^{2} & =\lim _{n \rightarrow \infty} E A_{s}^{\prime}\left(h+\chi_{s}\right)^{2} \\
& =\lim _{n \rightarrow \infty} E W_{1} \cdots W_{s-1} A_{s}^{\prime}\left(h+\chi_{s}\right)^{2} \\
& =\lim _{n \rightarrow \infty} q_{s} \\
& =c
\end{aligned}
$$

and

$$
\begin{aligned}
\xi^{\prime \prime}(c) E\left(\frac{\partial^{2} \Phi}{\partial x^{2}}(h+\chi, c)\right)^{2} & =\lim _{n \rightarrow \infty} \xi^{\prime \prime}\left(q_{s}\right) E A_{s}^{\prime \prime}\left(h+\chi_{s}\right)^{2} \\
& \leq \limsup _{n \rightarrow \infty} \xi^{\prime \prime}\left(q_{s}\right) E W_{1} \cdots W_{s-1} A_{s}^{\prime \prime}\left(h+\chi_{s}\right)^{2} \\
& \leq 1
\end{aligned}
$$

where $\chi_{s}$ is Gaussian with $E\left(\chi_{s}\right)^{2}=\xi^{\prime}\left(q_{s}\right)$. If (ii) holds, again from (3.8) and (3.9), we have

$$
\begin{gathered}
E W_{1} \cdots W_{s} A_{s+1}^{\prime}\left(h+\chi_{s+1}\right)^{2}=q_{s+1} \\
\xi^{\prime \prime}\left(q_{s+1}\right) E W_{1} \cdots W_{s} A_{s+1}^{\prime \prime}\left(h+\chi_{s+1}\right)^{2} \leq 1+M \varepsilon^{1 / 6}
\end{gathered}
$$

Using (5.13) and proceeding as in (i), we obtain the announced results, where $\chi_{s+1}$ is Gaussian with $E\left(\chi_{s+1}\right)^{2}=\xi^{\prime}\left(q_{s+1}\right)$. Finally, for the case (iii), the same argument completes our proof.

Proposition 10. For each $0 \leq t \leq 1, \varphi_{v}(\cdot, t)$ is a convex function on $[0, v]$. For $0 \leq u \leq c$ and $0 \leq t \leq 1$,

$$
\begin{align*}
& \frac{\partial \varphi_{c}}{\partial u} \leq 0  \tag{5.18}\\
& \frac{\partial \varphi_{c}}{\partial t} \geq \frac{\xi^{\prime}}{M} \tag{5.19}
\end{align*}
$$

where $M$ is a constant depending only on $\xi$ and $h$.

Proof. Define for each $n$,

$$
\varphi_{n, v}(u, t)=\alpha_{n}^{\prime}(0)=E \frac{\partial \Phi_{n}}{\partial x}\left(h+\chi_{1}, v\right) \frac{\partial \Phi_{n}}{\partial x}\left(h+\chi_{2}, v\right)-u
$$

for $0 \leq u \leq v$ and $0 \leq t \leq 1$, where $\chi_{1}$ and $\chi_{2}$ are jointly Gaussian with $E\left(\chi_{1}\right)^{2}=$ $E\left(\chi_{2}\right)^{2}=\xi^{\prime}(v)$ and $E \chi_{1} \chi_{2}=t \xi^{\prime}(u)$ independent of $h$. Again, without loss of generality, we may assume that $v=q_{a}$ for some $1 \leq a \leq k+1$. Let $g, g_{0}^{1}, g_{0}^{2}, g_{1}^{1}, g_{1}^{2}$ be i.i.d. Gaussian r.v.'s with variance $\xi^{\prime}\left(q_{a}\right)$ such that for $i=1,2$,

$$
\chi_{i}=\left(g \sqrt{t}+g_{0}^{i} \sqrt{1-t}\right) \sqrt{\frac{\xi^{\prime}(u)}{\xi^{\prime}\left(q_{a}\right)}}+g_{1}^{i} \sqrt{1-\frac{\xi^{\prime}(u)}{\xi^{\prime}\left(q_{a}\right)}} .
$$

Then $\varphi_{n, v}(u, t)$ can be written as

$$
\varphi_{n, v}(u, t)=\phi_{n}\left(\frac{\xi^{\prime}(u)}{\xi^{\prime}\left(q_{a}\right)}, t\right)-u
$$

where

$$
\phi_{n}(w, t)=E A_{a}^{\prime}\left(V_{1}(w, t)\right) A_{a}^{\prime}\left(V_{2}(w, t)\right)
$$

and for $i=1,2$,

$$
V_{i}(w, t)=h+\left(g \sqrt{t}+g_{0}^{i} \sqrt{1-t}\right) \sqrt{w}+g_{1}^{i} \sqrt{1-w}
$$

So for $0 \leq u \leq v$ and $0 \leq t \leq 1$, by using Gaussian integration by parts,

$$
\begin{equation*}
\frac{\partial \varphi_{n, v}}{\partial u}(u, t)=t \xi^{\prime \prime}(u) \Gamma_{1}(u, t)-1 \tag{5.20}
\end{equation*}
$$

$$
\begin{align*}
\frac{\partial^{2} \varphi_{n, v}}{\partial u^{2}}(u, t) & =t \xi^{(3)}(u) \Gamma_{1}(u, t)+t^{2} \xi^{\prime \prime}(u)^{2} \Gamma_{2}(u, t)  \tag{5.21}\\
\frac{\partial \varphi_{n, v}}{\partial t}(u, t) & =\xi^{\prime}(u) \Gamma_{1}(u, t) \tag{5.22}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial^{2} \varphi_{n, v}}{\partial u \partial t}(u, t)=t \xi^{\prime}(u) \xi^{\prime \prime}(u) \Gamma_{2}(u, t) \tag{5.23}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Gamma_{1}(u, t)=E A_{a}^{\prime \prime}\left(h+\chi_{1}\right) A_{a}^{\prime \prime}\left(h+\chi_{2}\right), \\
& \Gamma_{2}(u, t)=E A_{a}^{(3)}\left(h+\chi_{1}\right) A_{a}^{(3)}\left(h+\chi_{2}\right) .
\end{aligned}
$$

Since $A_{a}^{\prime \prime}>0$, we have $\Gamma_{1}>0$. Let us also observe that

$$
E\left(A_{a}^{(3)}\left(V_{1}(w, t)\right) \mid g, h\right)=E\left(A_{a}^{(3)}\left(V_{2}(w, t)\right) \mid g, h\right)
$$

which implies $\Gamma_{2}>0$. Thus, using these and from (5.21) and (5.23), we obtain

$$
\begin{align*}
\frac{\partial^{2} \varphi_{v}}{\partial u^{2}} & =\lim _{n \rightarrow 0} \frac{\partial^{2} \varphi_{n, v}}{\partial u^{2}} \geq 0  \tag{5.24}\\
\frac{\partial^{2} \varphi_{v}}{\partial u \partial t} & =\lim _{n \rightarrow \infty} \frac{\partial^{2} \varphi_{n, v}}{\partial u \partial t} \geq 0 \tag{5.25}
\end{align*}
$$

Thus, the convexity of $\varphi_{v}(\cdot, t)$ follows from (5.24). By (5.11) and (5.20), we know $\frac{\partial \varphi_{c}}{\partial u}(c, 1) \leq 0$ and from (5.25), this implies $\frac{\partial \varphi_{c}}{\partial u}(c, t) \leq 0$. So we obtain (5.18) by using (5.24). Finally, (5.19) can be easily obtained from (3.7) and (5.22).

Proof of Proposition 1. Let $0 \leq t<1$. Notice that if $u=0$, then $\chi_{1}$ and $\chi_{2}$ are independent and from (3.6), it implies $\varphi_{c}(0, t)>0$. Since $\varphi_{c}(c, 1)=0$ by (5.10) and $\frac{\partial \varphi_{c}}{\partial t}(c, t) \geq \xi^{\prime}(c) / M>0$ from (5.19), we conclude that $\varphi_{c}(c, t)<0$ and so $\varphi_{c}(\cdot, t)$ has a solution in $[0, c]$. Suppose that $u_{1}, u_{2}$ with $0<u_{1}<u_{2}<c$ are two solutions of $\varphi_{c}(\cdot, t)=0$ in $[0, c]$. From Rolle's theorem, there exists some $u_{3}$ with $u_{1}<u_{3}<u_{2}$ such that $\frac{\partial \varphi_{c}}{\partial u}\left(u_{3}, t\right)=0$. Using the convexity of $\varphi_{c}(\cdot, t)$, it implies $\frac{\partial \varphi_{c}}{\partial u}(u, t) \geq 0$ for all $u_{3} \leq u \leq c$ and so $\varphi_{c}(c, t) \geq \varphi_{c}\left(u_{2}, t\right)=0$, which contradicts to $\varphi_{c}(c, t)<0$.

Proof of Proposition 4. Combining (1.6), (3.13), (5.6) and (5.7), we get that for $u, v, t$ with $0 \leq u \leq v<1$ and $0 \leq t \leq 1$,

$$
\begin{equation*}
p_{N, u} \leq 2 \mathcal{P}(\xi, h)-\frac{1}{2} \varphi_{v}(u, t)^{2}+(\theta(v)-\theta(c))_{+} \tag{5.26}
\end{equation*}
$$

Applying $v=c$ to this inequality, we obtain (2.5). Suppose that $0 \leq t<1$ is fixed. It is easy to see that $(u, v) \mapsto \varphi_{v}(u, t)$ is continuous on $0 \leq u \leq v<1$. Since $\varphi_{c}(c, t)<0$, there exists some $\gamma>0$ such that $\varphi_{v}(u, t) \leq \varphi_{c}(c, t) / 2$ whenever $c \leq u \leq v \leq c+\gamma$. By the continuity of $\theta$, we may also let $\gamma$ be small enough such that $\theta(v)-\theta(c)<\varphi_{c}(c, t)^{2} / 16$ whenever $c \leq v \leq c+\gamma$. Therefore, we obtain (2.6) from (5.26).
6. Proof of Proposition 5. In this section our main goal is to establish an iterative inequality that is used in the proofs of Propositions 5 and 8. Let us start by stating our main result as follows. Suppose that $y_{1}$ and $y_{2}$ are jointly Gaussian r.v.'s with $E\left(y_{1}\right)^{2}=E\left(y_{2}\right)^{2}=1$ and $E y_{1} y_{2}=t \geq 0$ independent of $h$. Define

$$
\begin{aligned}
F_{1}\left(x_{1}, x_{2}, w\right) & =E\left(\operatorname{th}\left(x_{1}+y_{1} \sqrt{w}\right)-\operatorname{th}\left(x_{2}+y_{2} \sqrt{w}\right)\right)^{2}, \\
F_{-1}\left(x_{1}, x_{2}, w\right) & =E\left(\operatorname{th}\left(x_{1}+y_{1} \sqrt{w}\right)+\operatorname{th}\left(x_{2}-y_{2} \sqrt{w}\right)\right)^{2}
\end{aligned}
$$

for $x_{1}, x_{2} \in \mathbb{R}$ and $w \geq 0$. For convenience, we sometimes simply denote $F_{1}$ by $F$. Recall the constant $C$ stated in Lemma 2. Set $C_{0}=t\left(2(1+t) C^{2}\right)^{-1}$. For $0<|u| \leq$ 1 , let $\eta \in\{-1,+1\}$ satisfy $u=\eta|u|$. Then the following inequality holds.

Proposition 11. There exists a constant $K_{1}$ depending only on $C$ and $\xi$ such that the following statement holds. Suppose that $0<c_{1}<c_{2}<1$ and

$$
\begin{equation*}
0<\xi^{\prime}\left(c_{2}\right)-\xi^{\prime}\left(c_{1}\right)<\min \left(\frac{1}{8}, \frac{1}{2\left(2 C_{0} \xi^{\prime}(1)+K_{1}\right)}\right) \tag{6.1}
\end{equation*}
$$

and $k, \mathbf{m}, \mathbf{q}$ are such that for some $1 \leq s \leq k+1$,

$$
\begin{equation*}
q_{s} \leq c_{1} \quad \text { and } \quad m_{s} \geq \delta \tag{6.2}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
p_{N, u} \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})-C_{0} \delta K_{2} \int_{c_{1}}^{c_{2}} E F_{\eta}\left(h, h, \xi^{\prime}(q)\right) \xi^{\prime \prime}(q) d q \tag{6.3}
\end{equation*}
$$

for every $u$ with $c_{2} \leq|u| \leq 1$, where $K_{2}$ is a constant depending only on $\xi$.
As consequences of Proposition 11, Propositions 5 and 8 now follow.
Proof of Proposition 5. Set $c_{2}=c^{\prime}$. Let us choose $c_{1} \in\left(c, c^{\prime}\right)$ such that (6.1) holds and $\mu$ is continuous at $c_{1}$. Since $c$ is the minimum of the support of $\mu$, $\mu\left(\left[0, c_{1}\right]\right)>0$. From the definition of $\mu$, there exists a sequence of $\varepsilon_{n}$-stationary measures $\left(\mu_{n}\right)$ such that $\mu_{n} \rightarrow \mu$ weakly and $\mathcal{P}\left(\xi, h, \mu_{n}\right) \rightarrow \mathcal{P}(\xi, h)$. For each $n$, $\mu_{n}$ corresponds to some $k, \mathbf{m}, \mathbf{q}$. We assume that $c_{1}$ is in the list of $\mathbf{q}$ and $c_{1}=q_{s}$ for some $1 \leq s \leq k+1$. Then for large $n$,

$$
\mu_{n}\left(\left[0, q_{s}\right]\right)=m_{s} \geq \delta
$$

where $\delta=\mu\left(\left[0, c_{1}\right]\right) / 2$. We then apply Proposition 11 to obtain for every $c^{\prime} \leq$ $u \leq 1$,

$$
p_{N, u} \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})-\varepsilon^{*}
$$

where $\varepsilon^{*}=C_{0} \delta K_{2} \int_{c_{1}}^{c_{2}} E F_{1}\left(h, h, \xi^{\prime}(q)\right) \xi^{\prime \prime}(q) d q$. Since $0<t<1$, we have that $\varepsilon^{*}>0$. Letting $n$ tend to infinity completes our proof.

Proof of Proposition 8. Note that from the given condition, we have $v \geq \delta$. Let $c_{1}=v-\delta$ and $c_{2}=v-\delta / 2$. Without loss of generality, we may assume that $\delta>0$ is small enough such that (6.1) holds. Since (6.2) is satisfied and $|u|=v>c_{2}$, it follows that from (6.3),

$$
p_{N, u} \leq 2 \mathcal{P}_{k}(\mathbf{m}, \mathbf{q})-\varepsilon^{*}(v) \leq 2 \mathcal{P}(\xi, h)-\left(\varepsilon^{*}(v)-2 \varepsilon_{1}\right)
$$

for $\varepsilon^{*}(v)=C_{0} \delta K_{2} \int_{v-\delta}^{v-\delta / 2} E F_{-1}\left(h, h, \xi^{\prime}(q)\right) \xi^{\prime \prime}(q) d q$. Clearly, $\varepsilon^{*}(\cdot)$ is a continuous function on $[\delta, 1]$. Since $0<t \leq 1$ and $E h^{2} \neq 0, \varepsilon^{*}(v)>0$ for every $v \in[\delta, 1]$. Thus, $\min _{v \in[\delta, 1]} \varepsilon^{*}(v)>0$ and the announced result follows by letting $\varepsilon_{1}$ be sufficiently small.

At this moment, we explain the motivation of the proof of Proposition 11. Let us apply (2.3) to Theorem 2 and recall the definitions of $\left(Y_{p}\right)_{0 \leq p \leq k+2}$ and $\left(y_{p}^{1}, y_{p}^{2}\right)_{0 \leq p \leq k+1}$. Using the independence of $y_{p}^{1}$ and $y_{p}^{2}$ for $\tau \leq p \leq k+1$ and decreasing induction, one may clearly derive

$$
Y_{\tau}=A_{\tau}\left(h+\sum_{0 \leq p<\tau} y_{p}^{1}\right)+A_{\tau}\left(h+\sum_{0 \leq p<\tau} y_{p}^{2}\right) .
$$

For $0 \leq p<\tau$, from Lemma 1 and again using decreasing induction, we also have

$$
\begin{align*}
Y_{p} & =\frac{1+t}{m_{p}} \log E_{p} \exp \frac{m_{p}}{1+t} Y_{p+1} \\
& \leq \frac{1+t}{m_{p}} \log E_{p} \exp \frac{m_{p}}{1+t}\left(A_{p+1}\left(x_{p}^{1}+y_{p}^{1}\right)+A_{p+1}\left(x_{p}^{2}+y_{p}^{2}\right)\right)  \tag{6.4}\\
& \leq \frac{1}{m_{p}} E_{p} \exp m_{p} A_{p+1}\left(x_{p}^{1}+y_{p}^{1}\right)+\frac{1}{m_{p}} E_{p} \exp m_{p} A_{p+1}\left(x_{p}^{2}+y_{p}^{2}\right)
\end{align*}
$$

where $x_{p}^{j}=h+\sum_{0 \leq r<p-1} y_{r}^{j}$ for $j=1$, 2. In particular, if $p=0, Y_{0} \leq$ $2 E A_{0}(h)=2 X_{0}$. To prove (6.3), we expect that when $0<t<1$, equality will not hold in (6.4) and, with the help of the condition (6.2), the small difference between the two sides will keep accumulating over $p$. Let us emphasize that this should be true even in the absence of the external field. A similar approach is also presented in Section 14.12 of Talagrand's book [17], where he considered the case $t=1$ and used the Cauchy-Schwarz inequality to quantify the difference. However, in the case $0<t<1$, his argument no longer holds. We then resort to another approach using the Gaussian interpolation technique.

Before we state our main estimate, for convenience, let us set up a definition. Let $C_{1}>0$ be a constant and $y$ be a standard Gaussian r.v. Suppose that $m$ and $\omega$ are two fixed numbers with $0 \leq m \leq 1$ and $\omega \geq 0$ and $A$ is a real-valued function defined on $\mathbb{R}$ such that

$$
E \exp m A(x+y \sqrt{w}) \text { and } E A(x+y \sqrt{w})
$$

exist for $x \in \mathbb{R}$ and $0 \leq w \leq \omega$. We define

$$
\begin{equation*}
T(x, w)=\frac{1}{m} \log E \exp m A(x+y \sqrt{w}), \tag{6.5}
\end{equation*}
$$

where $y$ is standard Gaussian. Here, if $m=0, T(x, w)$ is defined as $E A(x+$ $y \sqrt{w})$. Then we say that $A$ satisfies condition $\mathcal{A}\left(m, \omega, C_{1}\right)$ if

$$
\begin{align*}
\left|\frac{\partial T}{\partial x}\right| \leq 1, & \frac{1}{C_{1} \operatorname{ch}^{2} x} \leq \frac{\partial^{2} T}{\partial x^{2}} \leq \min \left(1, \frac{C_{1}}{\operatorname{ch}^{2} x}\right) \\
\left|\frac{\partial^{3} T}{\partial x^{3}}\right| \leq 4, & \left|\frac{\partial^{4} T}{\partial x^{4}}\right| \leq 8 \tag{6.6}
\end{align*}
$$

for all $x \in \mathbb{R}$ and $0 \leq w \leq \omega$.

Proposition 12. Suppose that A satisfies $\mathcal{A}\left(m, \omega, C_{1}\right)$. Let $y_{1}, y_{2}$ be jointly Gaussian r.v.'s with $E y_{1}^{2}=E y_{2}^{2}=1$ and $E y_{1} y_{2}=t \geq 0$. Let $K>0$ and $L \in \mathbb{N}$ be fixed constants. Suppose that $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{\ell} \geq 0$. Then there exist constants $C_{\ell}^{0}, C_{\ell}^{1}, \ldots, C_{\ell}^{\ell}$ satisfying

$$
\begin{equation*}
0<C_{\ell}^{0}, C_{\ell}^{1}, \ldots, C_{\ell}^{\ell} \leq 4 \sum_{n=0}^{\ell} \alpha_{n}+K_{1} \tag{6.7}
\end{equation*}
$$

for some constant $K_{1}$ depending only on $C_{1}$ and $L$ such that for any given numbers $x_{1}, x_{2} \in \mathbb{R}, 0<m \leq 1,0 \leq w \leq \min \left(1 / 8, \omega, 1 / 2 C_{\ell}^{0}\right)$, $w_{0}=0$, and $0 \leq w_{1}, w_{2}, \ldots, w_{\ell} \leq L$, the following inequality holds:

$$
\begin{align*}
& \frac{1+t}{m} \log E \exp \frac{m}{1+t}\left(A\left(x_{1}+y_{1} \sqrt{w}\right)+A\left(x_{2}+y_{2} \sqrt{w}\right)\right. \\
& \left.\quad-\sum_{n=0}^{\ell} \alpha_{n} F\left(x_{1}+y_{1} \sqrt{w}, x_{2}+y_{2} \sqrt{w}, w_{n}\right)\right)  \tag{6.8}\\
& 8 \\
& \leq \\
& \quad \sum_{j=1}^{2} \frac{1}{m} \log E \exp m A\left(x_{j}+y_{j} \sqrt{w}\right) \\
& \quad-\sum_{n=0}^{\ell}\left(\alpha_{n}\left(1-w C_{\ell}^{n}\right)+\frac{C_{0}}{2} m w \delta_{0}(n)\right) F\left(x_{1}, x_{2},\left(1-\delta_{0}(n)\right) w+w_{n}\right),
\end{align*}
$$

where $C_{0}=t\left(2(1+t) C_{1}^{2}\right)^{-1}$ and we define $\delta_{0}(n)=1$ if $n=0$ and 0 otherwise.
Let us explain how to use this inequality. Observe that the left-hand side of (6.8) differs from (2.4) by the $\ell+1$ quantities

$$
\left(\alpha_{n} F\left(x_{1}, x_{2}, w_{n}\right)\right)_{0 \leq n \leq \ell}
$$

at the present stage. Most of them will be preserved in the new stage by

$$
\left(\alpha_{n}\left(1-w C_{\ell}^{n}\right) F\left(x_{1}, x_{2},\left(1-\delta_{0}(n)\right) w+w_{n}\right)\right)_{0 \leq n \leq \ell}
$$

with the additional term

$$
\frac{C_{0}}{2} \operatorname{tmw} F\left(x_{1}, x_{2}, 0\right) .
$$

So after one step, we obtain $(\ell+1)+1$ terms in the new stage. Continued iterations of (6.8) lead to a sum of these small quantities that will converge to some positive number if $w$ is not too small at each iteration. This is the main reason we need the growth control on $C_{\ell}^{0}, C_{\ell}^{1}, \ldots, C_{\ell}^{\ell}$ through (6.7).

Now, we turn to the proof of Proposition 11. Let $k, \mathbf{m}, \mathbf{q}$ be a given triplet. Recall the definition of $\left(A_{p}\right)_{0 \leq p \leq k+2}$ from (3.1). We will need the following lemma.

Lemma 13. For each $0 \leq p \leq k+1, A_{p+1}$ satisfies $\mathcal{A}\left(m_{p}, \xi^{\prime}\left(q_{p+1}\right), C\right)$.
Proof. Let $0 \leq p \leq k+1$ be fixed. Suppose that $0 \leq w \leq \xi^{\prime}\left(q_{p+1}\right)$. Note that $\xi^{\prime}$ is strictly increasing on $[0, \infty)$ and $\xi^{\prime}(0)=0$. Let $q$ satisfy $\xi^{\prime}(q)=\xi^{\prime}\left(q_{p+1}\right)-w$. Set $k^{\prime}=k+1-p$. Consider

$$
\begin{aligned}
& \mathbf{m}^{\prime}: m_{0}^{\prime}=0, m_{1}^{\prime}=m_{p}, \text { and } m_{n}^{\prime}=m_{n+p-1} \text { for } 2 \leq n \leq k^{\prime}+1, \\
& \mathbf{q}^{\prime}: q_{0}^{\prime}=0, q_{1}^{\prime}=q, \text { and } q_{n}^{\prime}=q_{n+p-1} \text { for } 2 \leq n \leq k^{\prime}+2 .
\end{aligned}
$$

Let $\left(B_{n}\right)_{0 \leq n \leq k^{\prime}+2}$ be defined in the same way as $\left(A_{p}\right)_{0 \leq p \leq k+2}$ by using the triplet $k^{\prime}, \mathbf{m}^{\prime}, \mathbf{q}^{\prime}$. Then it should be clear that $B_{2}=A_{p}$ and so

$$
\begin{aligned}
B_{1}(x) & =\frac{1}{m_{1}^{\prime}} \log E \exp m_{1}^{\prime} B_{2}\left(x+y \sqrt{\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}(q)}\right) \\
& =\frac{1}{m_{p}} \log E \exp m_{p} A_{p}(x+y \sqrt{w}),
\end{aligned}
$$

where $y$ is a standard Gaussian r.v. Since $\left(B_{n}\right)_{0 \leq n \leq k^{\prime}+2}$ satisfies (3.2), this completes our proof.

Proof of Proposition 11. Let $C$ be the constant in Lemma 2 and $L$ be the smallest integer such that $L \geq \xi^{\prime}(1)$. Suppose that $K_{1}$ is obtained from Proposition 12 by using $C_{1}=C$ and $L$. Again, without loss of generality, we may assume that $c_{1}=q_{s_{1}}, c_{2}=q_{s_{2}}, u=q_{a}$ for $1 \leq s_{1}<s_{2} \leq a \leq k+2$. Moreover, for $s_{1} \leq p \leq s_{2}-1$,

$$
\begin{equation*}
0<\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)<\frac{1}{2 \gamma\left(s_{2}-s_{1}\right)} \tag{6.9}
\end{equation*}
$$

and for $0 \leq p<s_{1}$,

$$
\begin{equation*}
0<\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)<\frac{1}{2 \gamma} \tag{6.10}
\end{equation*}
$$

where $\gamma:=\max \left(4,2 C_{0} \xi^{\prime}(1)+K_{1}\right)$. Let us note that such $\left(q_{p}\right)_{0 \leq p \leq k+2}$ exists by the discussion right below Theorem 2 and using the assumption (6.1). Let us consider the following numbers:

$$
\begin{aligned}
\lambda & =0, \\
\tau & =a, \\
\kappa & =k+1, \\
n_{p} & =\frac{m_{p}}{t+1} \quad \text { if } 0 \leq p<\tau \quad \text { and } \quad m_{p} \quad \text { if } \tau \leq p \leq \kappa, \\
\rho_{p} & =q_{p} \quad \text { for } 0 \leq p \leq \kappa+1 .
\end{aligned}
$$

From (2.1),

$$
p_{N, u} \leq 2 \log 2+Y_{0}-\sum_{0 \leq p \leq k+1} m_{p}\left(\theta\left(q_{p+1}\right)-\theta\left(q_{p}\right)\right) .
$$

Recall the definition of $\left(y_{p}^{1}, y_{p}^{2}\right)_{0 \leq p \leq \kappa}$ from Theorem 2. We define $Y_{a}\left(x_{1}, x_{2}\right)=$ $A_{a}\left(x_{1}\right)+A_{a}\left(x_{2}\right)$ and for $1 \leq p<a$,

$$
Y_{p}\left(x_{1}, x_{2}\right)=\frac{1+t}{m_{p}} \log E \exp \frac{m_{p}}{1+t} Y_{p+1}\left(x_{1}+y_{p}^{1}, x_{2}+y_{p}^{2}\right) .
$$

Finally, set $Y_{0}\left(x_{1}, x_{2}\right)=E Y_{1}\left(x_{1}+y_{0}^{1}, x_{2}+y_{0}^{2}\right)$. It is obvious that from the definition $Y_{0}=E Y_{0}(h, h)$. From Proposition 12, we know $Y_{s_{2}}\left(x_{1}, x_{2}\right) \leq A_{s_{2}}\left(x_{1}\right)+$ $A_{s_{2}}\left(x_{2}\right)$. Set $\eta_{p}=\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)$ for $0 \leq p \leq k+1$. We claim that for $s_{1} \leq p<s_{2}$,

$$
\begin{equation*}
Y_{p}\left(x_{1}, x_{2}\right) \leq A_{p}\left(x_{1}\right)+A_{p}\left(x_{2}\right)-\sum_{n=p}^{s_{2}-1} \beta_{n, p} F_{\eta}\left(x_{1}, x_{2}, \sum_{l=p}^{n-1} \eta_{l}\right) \tag{6.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{n, p}=\frac{C_{0}}{2} m_{n} \eta_{n}\left(1-\frac{1}{s_{2}-s_{1}}\right)^{n-p} \tag{6.12}
\end{equation*}
$$

Here, we adapt the definition $\sum_{\ell=p}^{p^{\prime}} u_{\ell}=0$ whenever $p>p^{\prime}$ that remains enforced thereafter. Let $s_{1} \leq p<s_{2}$ and consider the following numbers:

$$
\begin{align*}
& \ell=s_{2}-p-1, \\
& m=m_{p},  \tag{6.13}\\
& \alpha_{0}=0 \quad \text { and } \quad \alpha_{n}=\beta_{n+p, p+1} \quad \text { for } 1 \leq n \leq \ell, \\
& w_{0}=0 \quad \text { and } \quad w_{n}=\sum_{l=p+1}^{n+p-1} \eta_{l} \quad \text { for } 1 \leq n \leq \ell .
\end{align*}
$$

From the definition of $w_{n}$, we know that $0 \leq w_{n} \leq \xi^{\prime}(1) \leq L$ for $0 \leq n \leq \ell$. Since $A_{p+1}$ satisfies $\mathcal{A}\left(m_{p}, \xi^{\prime}\left(q_{p+1}\right), C_{1}\right)$, applying (6.13) to Proposition 12, we obtain ( $\left.C_{\ell}^{n}\right)_{0 \leq n \leq \ell}$ that, from (6.7), satisfies

$$
\begin{equation*}
C_{\ell}^{0}, C_{\ell}^{1}, \ldots, C_{\ell}^{\ell} \leq 4 \sum_{n=0}^{\ell} \alpha_{n}+K_{1} \leq 2 C_{0} \sum_{n=p+1}^{s_{2}-1} m_{n} \eta_{n}+K_{1} \leq \gamma \tag{6.14}
\end{equation*}
$$

Using (6.9) and (6.14), we know for $0 \leq n \leq \ell$,

$$
\begin{equation*}
C_{\ell}^{n} \eta_{p} \leq \gamma \eta_{p}<\frac{1}{2\left(s_{2}-s_{1}\right)}<\frac{1}{s_{2}-s_{1}} . \tag{6.15}
\end{equation*}
$$

Take $w=\eta_{p}$. Notice that from (6.9) and (6.15), $w \leq \min \left(1 / 8, \xi^{\prime}\left(q_{p+1}\right), 1 / 2 C_{\ell}^{0}\right)$. If $u>0$, then from (6.8), (6.13) and (6.15), we obtain (6.11) since

$$
\begin{aligned}
Y_{p}\left(x_{1}, x_{2}\right) \leq & A_{p}\left(x_{1}\right)+A_{p}\left(x_{2}\right) \\
& -\frac{C_{0}}{2} m w F\left(x_{1}, x_{2}, 0\right)-\sum_{n=1}^{\ell} \alpha_{n}\left(1-C_{\ell}^{n} w\right) F\left(x_{1}, x_{2}, w+w_{n}\right) \\
\leq & A_{p}\left(x_{1}\right)+A_{p}\left(x_{2}\right)-\frac{C_{0}}{2} m_{p} \eta_{p} F\left(x_{1}, x_{2}, 0\right) \\
& -\sum_{n=p+1}^{s_{2}-1} \beta_{n, p} F\left(x_{1}, x_{2}, \sum_{l=p}^{n-1} \eta_{l}\right) .
\end{aligned}
$$

If $u<0$, then

$$
\begin{align*}
E y_{p}^{1}\left(-y_{p}^{2}\right) & =t\left(\xi^{\prime}\left(q_{p+1}\right)-\xi^{\prime}\left(q_{p}\right)\right), \\
A_{p+1}\left(x_{2}+y_{p}^{2}\right) & =A_{p+1}\left(-x_{2}-y_{p}^{2}\right),  \tag{6.16}\\
F_{-1}\left(x_{1}+y_{p}^{1}, x_{2}+y_{p}^{2}, w_{n}\right) & =F\left(x_{1}+y_{p}^{1},-x_{2}-y_{p}^{2}, w_{n}\right)
\end{align*}
$$

and it follows by applying $\left(x_{1},-x_{2}\right)$ instead of $\left(x_{1}, x_{2}\right)$ and $\left(y_{1}, y_{2}\right)=\left(y_{p}^{1},-y_{p}^{2}\right)$ to Proposition 12 that

$$
\begin{aligned}
Y_{p}\left(x_{1}, x_{2}\right) \leq & A_{p}\left(x_{1}\right)+A_{p}\left(-x_{2}\right) \\
& -\frac{C_{0}}{2} m w F\left(x_{1},-x_{2}, 0\right) \\
& -\sum_{n=1}^{\ell} \alpha_{n}\left(1-C_{\ell}^{n} w\right) F\left(x_{1},-x_{2}, w+w_{p}\right) \\
\leq & A_{p}\left(x_{1}\right)+A_{p}\left(x_{2}\right)-\frac{C_{0}}{2} m_{p} \eta_{p} F_{-1}\left(x_{1}, x_{2}, 0\right) \\
& -\sum_{n=p+1}^{s_{2}-1} \beta_{n, p} F_{-1}\left(x_{1}, x_{2}, \sum_{l=p}^{n-1} \eta_{l}\right),
\end{aligned}
$$

where, again, we use (6.15) for the second inequality. This completes the proof of our claim.

Next, we claim that for $0 \leq p \leq s_{1}$,

$$
\begin{align*}
Y_{p}\left(x_{1}, x_{2}\right) \leq & A_{p}\left(x_{1}\right)+A_{p}\left(x_{2}\right)  \tag{6.17}\\
& -\exp \left(-2 \gamma \sum_{l=p}^{s_{1}-1} \eta_{l}\right) \sum_{n=s_{1}}^{s_{2}-1} \beta_{n, s_{1}} F_{\eta}\left(x_{1}, x_{2}, \sum_{l=p}^{n-1} \eta_{l}\right) .
\end{align*}
$$

If $p=s_{1}$, then (6.17) holds by (6.11). Suppose $0 \leq p<s_{1}$. Let us consider the following numbers:

$$
\begin{align*}
& \ell=s_{2}-s_{1}, \\
& m=m_{p},  \tag{6.18}\\
& \alpha_{0}=0 \quad \text { and } \quad \alpha_{n}=\exp \left(-2 \gamma \sum_{l=p+1}^{s_{1}-1} \eta_{l}\right) \beta_{n+s_{1}-1, s_{1}} \quad \text { for } 1 \leq n \leq \ell, \\
& w_{0}=0 \quad \text { and } \quad w_{n}=\sum_{l=p+1}^{n+s_{1}-2} \eta_{l} \quad \text { for } 1 \leq n \leq \ell,
\end{align*}
$$

where $\beta_{n, p}$ is defined in (6.12). As in our first claim, since $0 \leq w_{n} \leq \xi^{\prime}(1) \leq L$ for $0 \leq n \leq k$ and $A_{p+1}$ satisfies $\mathcal{A}\left(m_{p}, \xi^{\prime}\left(q_{p+1}\right), C_{1}\right)$, we can apply Proposition 12 using (6.18) to obtain $\left(C_{\ell}^{n}\right)_{n=0}^{\ell}$ that, from (6.7), satisfies

$$
\begin{equation*}
C_{\ell}^{0}, C_{\ell}^{1}, \ldots, C_{\ell}^{\ell} \leq 4 \sum_{n=0}^{\ell} \alpha_{n}+K_{1} \leq 2 C_{0} \sum_{n=0}^{\ell} m_{n} \eta_{n}+K_{1} \leq \gamma \tag{6.19}
\end{equation*}
$$

We conclude from (6.10) and (6.19) that

$$
\begin{equation*}
C_{\ell}^{n} \eta_{p} \leq 1 / 2 \tag{6.20}
\end{equation*}
$$

for $0 \leq n \leq \ell$. Note that $1-x \geq \exp (-2 x)$ if $x \leq 1 / 2$. Using this, (6.19), and (6.20) yield

$$
\begin{equation*}
1-C_{\ell}^{n} \eta_{p} \geq \exp \left(-2 C_{\ell}^{n} \eta_{p}\right) \geq \exp \left(-2 \gamma \eta_{p}\right) \tag{6.21}
\end{equation*}
$$

Set $w=\eta_{p}$. Notice that from (6.10) and (6.20), $w \leq \min \left(1 / 8, \xi^{\prime}\left(q_{p+1}\right), 1 / 2 C_{\ell}^{0}\right)$. If $u>0$, using (6.8) and (6.21), we obtain

$$
\begin{aligned}
Y_{p}\left(x_{1}, x_{2}\right) \leq & A_{p}\left(x_{1}\right)+A_{p}\left(x_{2}\right)-\frac{C_{0}}{2} m_{p} \eta_{p} F\left(x_{1}, x_{2}, 0\right) \\
& -\exp \left(-2 \gamma \sum_{l=p+1}^{s_{1}-1} \eta_{l}\right)_{n=s_{1}}^{s_{2}-1} \beta_{n, s_{1}}\left(1-C_{\ell}^{n} \eta_{p}\right) F\left(x_{1}, x_{2}, \sum_{l=p}^{n-1} \eta_{l}\right) \\
\leq & A_{p}\left(x_{1}\right)+A_{p}\left(x_{2}\right) \\
& -\exp \left(-2 \gamma \sum_{l=p}^{s_{1}-1} \eta_{l}\right) \sum_{n=s_{1}}^{s_{2}-1} \beta_{n, s_{1}} F\left(x_{1}, x_{2}, \sum_{l=p}^{n-1} \eta_{l}\right) .
\end{aligned}
$$

If $u<0$, we obtain (6.17) by using (6.16), applying ( $x_{1},-x_{2}$ ) instead of ( $x_{1}, x_{2}$ ) and $\left(y_{1}, y_{2}\right)=\left(y_{p}^{1},-y_{p}^{2}\right)$ to (6.11), and a similar argument as in the case $u>0$. This completes the proof of our second claim.

Now, let $p=0$ in (6.17) and note that $m_{n} \geq \delta / 2$ for $n \geq s_{1}$. We then obtain

$$
\begin{aligned}
Y_{0}= & E Y_{0}(h, h) \\
\leq & 2 E A_{0}(h) \\
& -\frac{C_{0} \delta}{2} \exp \left(-2 \gamma \xi^{\prime}(1)\right) \\
& \times\left(1-\frac{1}{s_{2}-s_{1}}\right)^{s_{2}-s_{1}} \sum_{n=s_{1}}^{s_{2}-1}\left(\xi^{\prime}\left(q_{n+1}\right)-\xi^{\prime}\left(q_{n}\right)\right) E F_{\eta}\left(h, h, \xi^{\prime}\left(q_{n}\right)\right) .
\end{aligned}
$$

Since we can partition [ $c_{1}, c_{2}$ ] so that $\max _{s_{1} \leq p \leq s_{2}-1} \eta_{p}$ is arbitrarily small, by passing to the limit,

$$
Y_{0} \leq 2 X_{0}-\frac{C_{0} \delta}{2} \exp \left(-2 \gamma \xi^{\prime}(1)-1\right) \int_{c_{1}}^{c_{2}} E F_{\eta}\left(h, h, \xi^{\prime}(q)\right) \xi^{\prime \prime}(q) d q
$$

and we are done.
At the end of this section, we will prove Proposition 12 and we proceed by two lemmas.

Lemma 14. For any $x_{1}, x_{2} \in \mathbb{R}, 0 \leq w \leq \frac{1}{8}$, and $w^{\prime} \geq 0$, we have

$$
\begin{equation*}
F\left(x_{1}, x_{2}, w^{\prime}+w\right) \geq \frac{1}{2} F\left(x_{1}, x_{2}, w^{\prime}\right) \tag{6.22}
\end{equation*}
$$

Proof. First we prove that for $x_{1}, x_{2} \in \mathbb{R}$ and $0 \leq w \leq 1 / 4$,

$$
\begin{equation*}
F\left(x_{1}, x_{2}, w\right) \geq(1-4 w) F\left(x_{1}, x_{2}, 0\right) \tag{6.23}
\end{equation*}
$$

If (6.23) holds, then

$$
F\left(x_{1}, x_{2}, w\right) \geq \frac{1}{2} F\left(x_{1}, x_{2}, 0\right)
$$

whenever $x_{1}, x_{2} \in \mathbb{R}$ and $0 \leq w \leq 1 / 8$ and this implies (6.22) since for $w^{\prime} \geq 0$,

$$
\begin{aligned}
F\left(x_{1}, x_{2}, w^{\prime}+w\right) & =E F\left(x_{1}+y_{1} \sqrt{w^{\prime}}, x_{2}+y_{2} \sqrt{w^{\prime}}, w\right) \\
& \geq \frac{1}{2} E F\left(x_{1}+y_{1} \sqrt{w^{\prime}}, x_{2}+y_{2} \sqrt{w^{\prime}}, 0\right) \\
& =\frac{1}{2} F\left(x_{1}, x_{2}, w^{\prime}\right)
\end{aligned}
$$

where $y_{1}$ and $y_{2}$ are jointly Gaussian r.v.'s with $E\left(y_{1}\right)^{2}=E\left(y_{2}\right)^{2}=1$ and $E y_{1} y_{2}=t$. To prove (6.23), for fixed $x_{1}, x_{2}$, let us set $\varphi(w)=F\left(x_{1}, x_{2}, w\right)$. Define $G(x, y)=(\text { th } x-\operatorname{th} y)^{2}$. Using Gaussian integration by parts, we have

$$
\begin{aligned}
\varphi^{\prime}(0)= & \frac{1}{2}\left(G_{11}\left(x_{1}, x_{2}\right)+G_{22}\left(x_{1}, x_{2}\right)+2 t G_{12}\left(x_{1}, x_{2}\right)\right) \\
= & \left(\text { th } x_{1}-\operatorname{th} x_{2}\right)\left(\operatorname{th}^{\prime \prime} x_{1}-\operatorname{th}^{\prime \prime} x_{2}\right)+\left(\operatorname{th}^{\prime} x_{1}-\operatorname{th}^{\prime} x_{2}\right)^{2} \\
& +2(1-t) \operatorname{th}^{\prime} x_{1} \operatorname{th}^{\prime} x_{2} \\
\geq & \left(\text { th } x_{1}-\operatorname{th} x_{2}\right)\left(\operatorname{th}^{\prime \prime} x_{1}-\operatorname{th}^{\prime \prime} x_{2}\right) .
\end{aligned}
$$

Since

$$
\operatorname{th}^{\prime \prime} x_{1}-\operatorname{th}^{\prime \prime} x_{2}=2\left(\operatorname{th} x_{1}-\operatorname{th} x_{2}\right)\left(\left(\operatorname{th} x_{1}+\operatorname{th} x_{2}\right)^{2}-1-\operatorname{th} x_{1} \text { th } x_{2}\right)
$$

using this equation together with (6.24) leads to

$$
\begin{aligned}
\varphi^{\prime}(0) & \geq 2\left(\text { th } x_{1}-\operatorname{th} x_{2}\right)^{2}\left(\left(\operatorname{th} x_{1}+\operatorname{th} x_{2}\right)^{2}-1-\operatorname{th} x_{1} \text { th } x_{2}\right) \\
& \geq-4\left(\operatorname{th} x_{1}-\operatorname{th} x_{2}\right)^{2} .
\end{aligned}
$$

We may also compute the second derivative of $\varphi$ to see that

$$
\max _{0 \leq w \leq 1}\left|\varphi^{\prime \prime}(w)\right| / 2 \leq C
$$

where $C$ is a constant independent of $t, w, x_{1}, x_{2}$. So

$$
\begin{aligned}
F\left(x_{1}, x_{2}, w\right) & =\varphi(w) \\
& \geq \varphi(0)+\varphi^{\prime}(0) w-C w^{2} \\
& \geq(1-4 w) F\left(x_{1}, x_{2}, 0\right)-C w^{2} .
\end{aligned}
$$

Set $\delta_{i}=w i / N$. It is easy to see by induction

$$
F\left(x_{1}, x_{2}, \delta_{i}\right) \geq\left(1-4 \delta_{1}\right)^{i} F\left(x_{1}, x_{2}, 0\right)-C i \delta_{1}^{2}
$$

for $1 \leq i \leq N$. In particular, if we put $i=N$ and let $N$ tend to infinity, we obtain $F\left(x_{1}, x_{2}, w\right) \geq \exp (-4 w) F\left(x_{1}, x_{2}, 0\right) \geq(1-4 w) F\left(x_{1}, x_{2}, 0\right)$ and this completes the proof.

Lemma 15. Suppose that $A$ is a function defined on $\mathbb{R}$ satisfying

$$
\begin{aligned}
\left|A^{\prime}\right| \leq 1, & \frac{1}{C_{1} \operatorname{ch} x^{2}} \leq A^{\prime \prime}(x) \leq \min \left(1, \frac{C_{1}}{\operatorname{ch}^{2} x}\right) \\
\left|A^{(3)}\right| \leq 4, & \left|A^{(4)}\right| \leq 8
\end{aligned}
$$

for some constant $C_{1}$. Let $y_{1}, y_{2}$ be jointly Gaussian r.v.'s with $E y_{1}^{2}=E y_{2}^{2}=1$ and $E y_{1} y_{2}=t \geq 0$. Let $K>0$ and $L \in \mathbb{N}$ be fixed constants. Suppose that $0 \leq$ $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{\ell} \leq K$. Then there exist constants

$$
K_{1} \text { depending only on } C_{1} \text { and } L
$$

$$
C_{\ell}^{0}, C_{\ell}^{1}, \ldots, C_{\ell}^{\ell} \leq \sum_{n=0}^{\ell} \alpha_{n}+K_{1}
$$

and

$$
C_{\ell}^{\ell+1} \text { depending only on } \ell \text { and } K
$$

such that for any given numbers $x_{1}, x_{2} \in \mathbb{R}, 0<m \leq 1,0 \leq w \leq 1 / 8, w_{0}=0$, and $0 \leq w_{1}, w_{2}, \ldots, w_{\ell} \leq L$, the following inequality holds:

$$
\begin{align*}
& \frac{1+t}{m} \log E \exp \frac{m}{1+t}\left(A\left(x_{1}+y_{1} \sqrt{w}\right)+A\left(x_{2}+y_{2} \sqrt{w}\right)\right. \\
& \left.\quad-\sum_{n=0}^{\ell} \alpha_{n} F\left(x_{1}+y_{1} \sqrt{w}, x_{2}+y_{2} \sqrt{w}, w_{n}\right)\right) \\
& \text { 25) } \leq \sum_{j=1}^{2} \frac{1}{m} \log E \exp m A\left(x_{j}+y_{j} \sqrt{w}\right)  \tag{6.25}\\
& \quad-\sum_{n=0}^{\ell}\left(\alpha_{n}\left(1-C_{\ell}^{n} w\right)+C_{0} m w \delta_{0}(n)\right) F\left(x_{1}, x_{2},\left(1-\delta_{0}(n)\right) w+w_{n}\right) \\
& \quad+C_{\ell}^{\ell+1} w^{2}
\end{align*}
$$

where $C_{0}=t\left(2(1+t) C_{1}^{2}\right)^{-1}$ and $\delta_{0}(n)=1$ if $n=0$ and 0 otherwise.
Proof. The proof is based on the Gaussian interpolation technique. Suppose for the moment that $\left(y_{1}, y_{2}\right)$ are jointly Gaussian with $E\left(y_{1}\right)^{2}=E\left(y_{2}\right)^{2} \leq 1 / 8$ and $E y_{1} y_{2}=t E\left(y_{1}\right)^{2}$. Let $\left(z_{1}, z_{2}\right)$ be an independent copy of $\left(y_{1}, y_{2}\right)$. Define $\left(z_{1}^{0}, z_{2}^{0}\right)=(0,0)$ and for $1 \leq n \leq \ell,\left(z_{1}^{n}, z_{2}^{n}\right)=\left(z_{1}, z_{2}\right)$. For convenience, we set for $j=1,2$,

$$
\begin{aligned}
A_{j}(x) & =A\left(x_{j}+x\right), \\
\operatorname{th}_{j}(x) & =\operatorname{th}\left(x_{j}+x\right), \\
U_{j}(u) & =y_{j} \sqrt{u}
\end{aligned}
$$

and for $j=1,2$ and $n=0,1,2, \ldots, \ell$,

$$
\begin{aligned}
V_{n, j}(u) & =y_{j} \sqrt{u}+z_{j}^{n} \sqrt{1-u} \\
G_{n}(u) & =F\left(x_{1}+V_{n, 1}(u), x_{2}+V_{n, 2}(u), w_{n}\right), \\
G_{n, j}(u) & =F_{j}\left(x_{1}+V_{n, 1}(u), x_{2}+V_{n, 2}(u), w_{n}\right), \\
G_{n, i j}(u) & =F_{i j}\left(x_{1}+V_{n, 1}(u), x_{2}+V_{n, 2}(u), w_{n}\right),
\end{aligned}
$$

where $F_{j}$ is the partial derivative of $F$ with respect to the $j$ th variable and $F_{i j}$ means the second partial derivative of $F$ with respect to $i$ th and then $j$ th variables. Define the interpolation functions

$$
\begin{aligned}
\varphi(u) & =E_{z} \psi(u), \\
\varphi_{j}(u) & =\psi_{j}(u), \quad j=1,2
\end{aligned}
$$

where

$$
\begin{aligned}
\psi(u) & =\frac{1+t}{m} \log E_{y} T(u), \\
\psi_{j}(u) & =\frac{1}{m} \log E_{y} T_{j}(u)
\end{aligned}
$$

and

$$
\begin{aligned}
T(u) & =\exp \frac{m}{1+t}\left(A_{1}\left(U_{1}(u)\right)+A_{2}\left(U_{2}(u)\right)-\sum_{n=0}^{\ell} \alpha_{n} G_{n}(u)\right), \\
T_{j}(u) & =\exp m A_{j}\left(U_{j}(u)\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
& \varphi(1)=\frac{1+t}{m} \log E \exp \frac{m}{1+t}( A_{1}\left(y_{1}\right)+A_{2}\left(y_{2}\right) \\
&\left.-\sum_{n=0}^{\ell} \alpha_{n} F\left(x_{1}+y_{1}, x_{2}+y_{2}, w_{n}\right)\right) \\
& \varphi(0)=\varphi_{1}(0)+\varphi_{2}(0)-\sum_{n=0}^{\ell} \alpha_{n} E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right)
\end{aligned}
$$

In the following, we will try to find an upper bound for $\varphi^{\prime}(0)$. Consider

$$
\begin{aligned}
\psi^{\prime}(u)= & \frac{1}{E_{y} T(u)} E_{y}\left[\sum _ { j = 1 } ^ { 2 } \left(U_{j}^{\prime}(u) A_{j}^{\prime}\left(U_{j}(u)\right)\right.\right. \\
& \left.\left.-\sum_{n=0}^{\ell} \alpha_{n} V_{n, j}^{\prime}(u) G_{n, j}(u)\right) T(u)\right] \\
= & \frac{1}{2} J_{0}(u)-\frac{1}{2} \sum_{n=0}^{\ell} \alpha_{n}\left(J_{1}^{n}(u)+J_{2}^{n}(u)\right)
\end{aligned}
$$

where

$$
J_{0}(u)=\frac{1}{E_{y} T(u)} E_{y}\left[\frac{1}{\sqrt{u}}\left(y_{1} A_{1}^{\prime}\left(U_{1}(u)\right)+y_{2} A_{2}^{\prime}\left(U_{2}(u)\right)\right) T(u)\right]
$$

and for $j=1,2$ and $n=0, \ldots, \ell$,

$$
J_{j}^{n}(u)=\frac{1}{E_{y} T(u)} E_{y}\left[\left(\frac{y_{j}}{\sqrt{u}}-\frac{z_{j}^{n}}{\sqrt{1-u}}\right) G_{n, j}(u) T(u)\right] .
$$

Using Gaussian integration by parts on $y$, we have

$$
\begin{aligned}
J_{0}(0)= & E_{y}\left(y_{1}\right)^{2} \sum_{j=1}^{2}\left(A_{j}^{\prime \prime}(0)+\frac{m}{1+t} A_{j}^{\prime}(0)\left(A_{j}^{\prime}(0)-\sum_{n=0}^{\ell} \alpha_{n} G_{n, j}(0)\right)\right) \\
& +\frac{t m}{1+t} E_{y}\left(y_{1}\right)^{2}\left(A_{1}^{\prime}(0)\left(A_{2}^{\prime}(0)-\sum_{n=0}^{\ell} \alpha_{n} G_{n, 2}(0)\right)\right. \\
& \left.+A_{2}^{\prime}(0)\left(A_{1}^{\prime}(0)-\sum_{n=0}^{\ell} \alpha_{n} G_{n, 1}(0)\right)\right) \\
= & E_{y}\left(y_{1}\right)^{2}\left(J_{0}^{1}(0)-\frac{m}{1+t}\left(J_{0}^{2}(0)+J_{0}^{3}(0)\right)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& J_{0}^{1}(0)=\sum_{j=1}^{2}\left(A_{j}^{\prime \prime}(0)+m A_{j}^{\prime}(0)^{2}\right)-\frac{m t}{1+t}\left(A_{1}^{\prime}(0)-A_{2}^{\prime}(0)\right)^{2} \\
& J_{0}^{2}(0)=\left(A_{1}^{\prime}(0)-A_{2}^{\prime}(0)\right) \sum_{n=0}^{\ell} \alpha_{n}\left(G_{n, 1}(0)+t G_{n, 2}(0)\right), \\
& J_{0}^{3}(0)=(1+t) A_{2}^{\prime}(0) \sum_{n=0}^{\ell} \alpha_{n}\left(G_{n, 1}(0)+G_{n, 2}(0)\right) .
\end{aligned}
$$

Let us try to find an upper bound for $J_{0}(0)$ first. Since

$$
\frac{1}{C_{1} \operatorname{ch}^{2} x} \leq A^{\prime \prime}(x) \leq \frac{C_{1}}{\operatorname{ch}^{2} x}
$$

it is easy to see from (6.22) that

$$
\begin{align*}
\frac{1}{C_{1}^{2}} F\left(x_{1}, x_{2}, w_{0}\right) & \leq\left(A_{1}^{\prime}(0)-A_{2}^{\prime}(0)\right)^{2} \\
& \leq C_{1}^{2} F\left(x_{1}, x_{2}, w_{0}\right)  \tag{6.26}\\
& \leq 2^{8 L+1} C_{1}^{2} E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right)
\end{align*}
$$

Since

$$
\begin{aligned}
& \frac{\partial}{\partial x}\left(\operatorname{th}_{1} x-\operatorname{th}_{2} y\right)^{2}=2\left(1-\operatorname{th}_{1}^{2} x\right)\left(\operatorname{th}_{1} x-\operatorname{th}_{2} y\right), \\
& \frac{\partial}{\partial y}\left(\operatorname{th}_{1} x-\operatorname{th}_{2} y\right)^{2}=2\left(1-\operatorname{th}_{2}^{2} y\right)\left(\operatorname{th}_{2} y-\operatorname{th}_{1} x\right)
\end{aligned}
$$

from the Cauchy-Schwarz inequality, we have

$$
\begin{align*}
E_{z} G_{n, j}(0)^{2}= & E_{z} F_{j}\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right)^{2} \\
= & E_{z}\left(2 E _ { y ^ { \prime } } \left[\left(1-\operatorname{th}_{j}^{2}\left(z_{j}^{n}+y_{j}^{\prime} \sqrt{w_{n}}\right)\right)\right.\right. \\
& \left.\left.\quad \times\left(\operatorname{th}_{1}\left(z_{1}^{n}+y_{1}^{\prime} \sqrt{w_{n}}\right)-\operatorname{th}_{2}\left(z_{2}^{n}+y_{2}^{\prime} \sqrt{w_{n}}\right)\right)\right]\right)^{2}  \tag{6.27}\\
\leq & 4 E_{z} E_{y^{\prime}}\left(\operatorname{th}_{1}\left(z_{1}^{n}+y_{1}^{\prime} \sqrt{w_{n}}\right)-\operatorname{th}_{2}\left(z_{2}^{n}+y_{2}^{\prime} \sqrt{w_{n}}\right)\right)^{2} \\
= & 4 E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right)
\end{align*}
$$

where $y_{1}^{\prime}, y_{2}^{\prime}$ are jointly Gaussian r.v.'s with $E\left(y_{1}^{\prime}\right)^{2}=E\left(y_{2}^{\prime}\right)^{2}=1$ and $E y_{1}^{\prime} y_{2}^{\prime}=t$. Straightforward computation yields

$$
\frac{\partial}{\partial x}\left(\operatorname{th}_{1} x-\operatorname{th}_{2} y\right)^{2}+\frac{\partial}{\partial y}\left(\operatorname{th}_{1} x-\operatorname{th}_{2} y\right)^{2}=-2\left(\operatorname{th}_{1} x-\operatorname{th}_{2} y\right)^{2}\left(\operatorname{th}_{1} x+\operatorname{th}_{2} y\right)
$$

and this implies

$$
\begin{equation*}
E_{z}\left|G_{n, 1}(0)+G_{n, 2}(0)\right| \leq 4 E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right) . \tag{6.28}
\end{equation*}
$$

Now, combining (6.26), (6.27), (6.28), and using Jensen's inequality,

$$
\begin{aligned}
E_{z} J_{0}^{1}(0) & \leq \sum_{n=1}^{2}\left(A_{j}^{\prime \prime}(0)+m A_{j}^{\prime}(0)^{2}\right)-\frac{m t}{(1+t) C_{1}^{2}} F\left(x_{1}, x_{2}, w_{0}\right) \\
E_{z}\left|J_{0}^{2}(0)\right| & \leq\left|A_{1}^{\prime}(0)-A_{2}^{\prime}(0)\right| \sum_{n=0}^{\ell} \alpha_{n}\left(\left(E_{z} G_{n, 1}(0)^{2}\right)^{1 / 2}+t\left(E_{z} G_{n, 2}(0)^{2}\right)^{1 / 2}\right) \\
& \leq 2(1+t)\left|A_{1}^{\prime}(0)-A_{2}^{\prime}(0)\right| \sum_{n=0}^{\ell} \alpha_{n}\left(E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right)\right)^{1 / 2} \\
& \leq 2^{4 L+3 / 2} C_{1}(1+t) \sum_{n=0}^{\ell} \alpha_{n} E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right)
\end{aligned}
$$

and

$$
E_{z}\left|J_{0}^{3}(0)\right| \leq 4(1+t) \sum_{n=0}^{\ell} \alpha_{n} E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right)
$$

To sum up, we obtain that

$$
\begin{align*}
E_{z} J_{0}(0) \leq & E_{y}\left(y_{1}\right)^{2} \sum_{j=1}^{2}\left(A_{j}^{\prime \prime}(0)+m A_{j}^{\prime}(0)^{2}\right) \\
+ & m E_{y}\left(y_{1}\right)^{2} \sum_{n=0}^{\ell}\left(\alpha_{n}\left(2^{4 L+3 / 2} C_{1}+4\right)-\frac{t}{(1+t) C_{1}^{2}} \delta_{0}(n)\right)  \tag{6.29}\\
& \times E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right) .
\end{align*}
$$

Next, let us turn to the computation of $J_{1}^{n}$. By using Gaussian integration by parts on $y$, we obtain

$$
\begin{aligned}
& \frac{1}{\sqrt{u}} E_{y}\left(y_{1} G_{n, 1}(u) T(u)\right) \\
& =E_{y}\left(y_{1}\right)^{2} E_{y}\left[G_{n, 11}(u) T(u)\right]+E_{y}\left(y_{1} y_{2}\right) E_{y}\left[G_{n, 12}(u) T(u)\right] \\
& \quad+\frac{m}{1+t} E_{y}\left(y_{1}\right)^{2} E_{y}\left[G_{n, 1}(u)\left(A_{1}^{\prime}\left(U_{1}(u)\right)-\sum_{l=0}^{\ell} \alpha_{l} G_{l, 1}(u)\right) T(u)\right] \\
& \quad+\frac{m}{1+t} E_{y}\left(y_{1} y_{2}\right) E_{y}\left[G_{n, 1}(u)\left(A_{2}^{\prime}\left(U_{2}(u)\right)-\sum_{l=0}^{\ell} \alpha_{l} G_{l, 2}(u)\right) T(u)\right]
\end{aligned}
$$

and this implies that

$$
\begin{align*}
& \lim _{u \rightarrow 0} E_{z}\left[\frac{1}{\sqrt{u} E_{y} T(u)} E_{y}\left(y_{1} G_{n, 1}(u) T(u)\right)\right]  \tag{6.30}\\
& \quad=E_{y}\left(y_{1}\right)^{2}\left(E_{z} G_{n, 11}(0)+t E_{z} G_{n, 12}(0)+\frac{m}{1+t}\left(I_{1}^{n}+t I_{2}^{n}\right)\right)
\end{align*}
$$

where for $0 \leq n \leq \ell$,

$$
\begin{aligned}
& I_{1}^{n}=E_{z}\left[G_{n, 1}(0)\left(A_{1}^{\prime}(0)-\sum_{l=1}^{\ell} \alpha_{l} G_{l, 1}(0)\right)\right] \\
& I_{2}^{n}=E_{z}\left[G_{n, 1}(0)\left(A_{2}^{\prime}(0)-\sum_{l=1}^{\ell} \alpha_{l} G_{l, 2}(0)\right)\right]
\end{aligned}
$$

On the other hand, letting $u \rightarrow 0$ and then using Gaussian integration by parts on $z$, we also have

$$
\begin{align*}
& \lim _{u \rightarrow 0} E_{z}\left[\frac{1}{\sqrt{1-u} E_{y} T(u)} E_{y}\left(z_{1}^{n} G_{n, 1}(u) T(u)\right)\right] \\
& \quad=E_{z}\left[\frac{1}{E_{y} T(0)} z_{1}^{n} G_{n, 1}(0) E_{y} T(0)\right]=E_{z}\left[z_{1}^{n} G_{n, 1}(0)\right]  \tag{6.31}\\
& \quad=E_{z}\left(z_{1}^{n}\right)^{2}\left(E_{z} G_{n, 11}(0)+t E_{z} G_{n, 12}(0)\right)
\end{align*}
$$

So from (6.30) and (6.31),

$$
\begin{aligned}
\lim _{u \rightarrow 0} & E_{z} J_{1}^{n}(u) \\
& =\lim _{u \rightarrow 0} E_{y, z}\left[\frac{1}{E_{y} T(u)}\left(\frac{y_{1}}{\sqrt{u}}-\frac{z_{1}^{n}}{\sqrt{1-u}}\right) G_{n, 1}(u) T(u)\right] \\
& =E_{y}\left(y_{1}\right)^{2}\left(\delta_{0}(n)\left(G_{0,11}(0)+t G_{0,12}(0)\right)+\frac{m}{1+t}\left(I_{1}^{n}+t I_{2}^{n}\right)\right)
\end{aligned}
$$

We may also compute $\lim _{u \rightarrow 0} E_{z} J_{2}^{n}(u)$ and this yields

$$
\begin{align*}
& \lim _{u \rightarrow 0} E_{z} J_{1}^{n}(u)+E_{z} J_{2}^{n}(u)  \tag{6.33}\\
& \quad=\delta_{0}(n) E_{y}\left(y_{1}\right)^{2} I_{0}+\frac{m E_{y}\left(y_{1}\right)^{2}}{1+t}\left(\left(I_{1}^{n}+I_{3}^{n}\right)+t\left(I_{2}^{n}+I_{4}^{n}\right)\right),
\end{align*}
$$

where $I_{0}=G_{0,11}(0)+G_{0,22}(0)+2 t G_{0,12}(0)$ and for $0 \leq n \leq \ell$,

$$
\begin{aligned}
& I_{3}^{n}=E_{z}\left[G_{n, 2}(0)\left(A_{2}^{\prime}(0)-\sum_{l=1}^{\ell} \alpha_{l} G_{l, 2}(0)\right)\right], \\
& I_{4}^{n}=E_{z}\left[G_{n, 2}(0)\left(A_{1}^{\prime}(0)-\sum_{l=1}^{\ell} \alpha_{l} G_{l, 1}(0)\right)\right] .
\end{aligned}
$$

Let us now try to find a suitable lower bound for (6.33). Observe that

$$
\begin{aligned}
\operatorname{th}_{1}^{\prime}(0), \operatorname{th}_{2}^{\prime}(0) \geq & 0 \\
\operatorname{th}_{1}^{\prime}(0)-\operatorname{th}_{2}^{\prime}(0)= & -\left(\operatorname{th}_{1}(0)-\operatorname{th}_{2}(0)\right)\left(\operatorname{th}_{1}(0)+\operatorname{th}_{2}(0)\right) \\
\operatorname{th}_{1}^{\prime \prime}(0)-\operatorname{th}_{2}^{\prime \prime}(0)= & 2\left(\operatorname{th}_{1}(0)-\operatorname{th}_{2}(0)\right) \\
& \times\left(\left(\operatorname{th}_{1}(0)+\operatorname{th}_{2}(0)\right)^{2}-1-\operatorname{th}_{1}(0) \operatorname{th}_{2}(0)\right) .
\end{aligned}
$$

This implies

$$
\begin{align*}
I_{0}= & 2\left(\operatorname{th}_{1}(0)-\operatorname{th}_{2}(0)\right)\left(\operatorname{th}_{1}^{\prime \prime}(0)-\operatorname{th}_{2}^{\prime \prime}(0)\right) \\
& +2\left(\operatorname{th}_{1}^{\prime}(0)-\operatorname{th}_{2}^{\prime}(0)\right)^{2}+4(1-t) \operatorname{th}_{1}^{\prime}(0) \operatorname{th}_{2}^{\prime}(0) \\
\geq & 2\left(\operatorname{th}_{1}(0)-\operatorname{th}_{2}(0)\right)\left(\operatorname{th}_{1}^{\prime \prime}(0)-\operatorname{th}_{2}^{\prime \prime}(0)\right)  \tag{6.34}\\
\geq & -4\left(\operatorname{th}_{1}(0)-\operatorname{th}_{2}(0)\right)^{2} \\
= & -4 F\left(x_{1}, x_{2}, w_{0}\right) .
\end{align*}
$$

As for the upper bounds for $\left|I_{1}^{n}+I_{3}^{n}\right|$ and $\left|I_{2}^{n}+I_{4}^{n}\right|$, we write

$$
\begin{aligned}
& I_{1}^{n}+I_{3}^{n}=I_{11}^{n}+I_{12}^{n}+I_{13}^{n}, \\
& I_{2}^{n}+I_{4}^{n}=I_{21}^{n}+I_{22}^{n}+I_{23}^{n},
\end{aligned}
$$

where

$$
\begin{aligned}
I_{11}^{n} & =E_{z}\left[G_{n, 1}(0)\left(A_{1}^{\prime}(0)-A_{2}^{\prime}(0)\right)\right], \\
I_{21}^{n} & =E_{z}\left[G_{n, 2}(0)\left(A_{1}^{\prime}(0)-A_{2}^{\prime}(0)\right)\right], \\
I_{12}^{n} & =E_{z}\left[A_{2}^{\prime}(0)\left(G_{n, 1}(0)+G_{n, 2}(0)\right)\right], \\
I_{22}^{n} & =E_{z}\left[A_{2}^{\prime}(0)\left(G_{n, 1}(0)+G_{n, 2}(0)\right)\right],
\end{aligned}
$$

$$
\begin{aligned}
I_{13}^{n} & =-\sum_{l=0}^{\ell} \alpha_{l} E_{z}\left[\left(G_{n, 1}(0) G_{l, 1}(0)+G_{n, 2}(0) G_{l, 2}(0)\right)\right] \\
I_{23}^{n} & =-\sum_{l=0}^{\ell} \alpha_{l} E_{z}\left[\left(G_{n, 1}(0) G_{l, 2}(0)+G_{n, 2}(0) G_{l, 1}(0)\right)\right]
\end{aligned}
$$

Using (6.26), (6.27) and Jensen's inequality, we have

$$
\begin{align*}
\left|I_{j 1}^{n}\right| & \leq\left(E_{y} G_{n, j}(0)^{2}\right)^{1 / 2}\left|A_{1}^{\prime}(0)-A_{2}^{\prime}(0)\right| \\
& \leq 2^{4 L+3 / 2} C_{1} E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right) \tag{6.35}
\end{align*}
$$

From (6.28), we also have

$$
\begin{equation*}
\left|I_{j 2}^{n}\right| \leq 4 E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right) \tag{6.36}
\end{equation*}
$$

To bound $\left|I_{j 3}^{n}\right|$, we use $a b \leq\left(a^{2}+b^{2}\right) / 2$ and (6.27). Then this leads to

$$
\begin{align*}
\left|I_{j 3}^{n}\right| \leq & \frac{1}{2} \sum_{l=0}^{\ell} \alpha_{l}\left(G_{n, 1}(0)^{2}+G_{n, 2}(0)^{2}+G_{l, 1}(0)^{2}+G_{l, 2}(0)^{2}\right) \\
\leq & 4\left(\sum_{l=0}^{\ell} \alpha_{l}\right) E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right)  \tag{6.37}\\
& +4 \sum_{l=0}^{\ell} \alpha_{l} E_{z} F\left(x_{1}+z_{1}^{l}, x_{2}+z_{2}^{l}, w_{l}\right) .
\end{align*}
$$

Now, combining (6.34), (6.35), (6.36) and (6.37) together, we obtain from (6.33),

$$
\begin{align*}
& \sum_{n=0}^{\ell} \alpha_{n}\left(E_{z} J_{1}^{n}(0)+E_{z} J_{2}^{n}(0)\right) \\
& \geq-4 \alpha_{0} \delta_{0}(n) E_{y}\left(y_{1}\right)^{2} F\left(x_{1}, x_{2}, w_{0}\right) \\
& -m E_{y}\left(y_{1}\right)^{2} \sum_{n=0}^{\ell} \alpha_{n}\left(8 \sum_{l=0}^{\ell} \alpha_{l}+2^{4 L+3 / 2} C_{1}+4\right)  \tag{6.38}\\
& \quad \times E_{z} F\left(x_{1}+z_{1}^{n}, x_{2}+z_{2}^{n}, w_{n}\right)
\end{align*}
$$

From now on, we replace $\left(y_{1}, y_{2}\right)$ by $\left(y_{1} \sqrt{w}, y_{2} \sqrt{w}\right)$ with $E\left(y_{1}\right)^{2}=1$. Combining (6.29) and (6.38), we get

$$
\begin{equation*}
\varphi^{\prime}(0) \leq \frac{w}{2} \sum_{j=1}^{2}\left(A_{j}^{\prime \prime}(0)+m A_{j}^{\prime}(0)^{2}\right) \tag{6.39}
\end{equation*}
$$

$$
+w \sum_{n=0}^{\ell}\left(\alpha_{n} C_{\ell}^{n}-C_{0} m \delta_{0}(n)\right) F\left(x_{1}, x_{2},\left(1-\delta_{0}(n)\right) w+w_{n}\right),
$$

where $C_{0}=t\left(2(1+t) C_{1}^{2}\right)^{-1}$ and for $0 \leq n \leq \ell$,

$$
C_{\ell}^{n}=4 m \sum_{l=0}^{\ell} \alpha_{l}+2^{4 L+3 / 2} m C_{1}+4 m+2 \delta_{0}(n)
$$

It is easy to compute that

$$
\varphi_{j}^{\prime}(0)=\frac{w}{2}\left(A_{j}^{\prime \prime}(0)+m A_{j}^{\prime}(0)^{2}\right)
$$

We may also use Gaussian integration by parts and the given conditions on the first four derivatives to compute the second derivatives of $\varphi_{1}, \varphi_{2}$ and $\varphi$ and this yields

$$
\frac{1}{2} \max _{0 \leq u \leq 1}\left(\left|\varphi_{1}^{\prime \prime}(u)\right|+\left|\varphi_{2}^{\prime \prime}(u)\right|+\left|\varphi^{\prime \prime}(u)\right|\right) \leq C_{\ell}^{\ell+1} w^{2}
$$

where $C_{\ell}^{\ell+1}$ depends only on $\ell$ and $K$. Finally, we finish by using the mean value theorem and (6.39),

$$
\begin{aligned}
\varphi(1) \leq & \varphi(0)+\varphi^{\prime}(0)+\frac{1}{2} \max _{0 \leq u \leq 1}\left|\varphi^{\prime \prime}(u)\right| \\
\leq & \varphi_{1}(1)+\varphi_{2}(1) \\
& -\sum_{n=0}^{\ell}\left(\alpha_{n}\left(1-C_{\ell}^{n} w\right)+C_{0} m w \delta_{0}(n)\right) F\left(x_{1}, x_{2},\left(1-\delta_{0}(n)\right) w+w_{n}\right) \\
& +C_{\ell}^{\ell+1} w^{2}
\end{aligned}
$$

Proof of Proposition 12. Recall that Lemma 15 guarantees the existence of constants $C_{0}, C_{\ell}^{0}, \ldots, C_{\ell}^{\ell}$, which satisfy (6.7). From (6.25), we only need to prove that $C_{\ell}^{\ell+1}$ can be eliminated. To do this, let $\alpha_{0}, \ldots, \alpha_{\ell} \geq 0$ and let $C_{\ell}^{\ell+1}$ be obtained by using $K=C_{0} \omega+\max \left(\alpha_{0}, \ldots, \alpha_{\ell}\right)$ in Lemma 15 . Let us keep $0<m \leq$ $1, t \geq 0,0 \leq w \leq \min \left(1 / 8, \omega, 1 / 2 C_{\ell}^{0}\right), w_{0}=0$, and $0 \leq w_{1}, \ldots, w_{\ell} \leq L$ fixed. We use $\varphi\left(x_{1}, x_{2}, w\right)$ to denote the left-hand side of (6.8). Recall the definition of $T(x, w)$ from (6.5) using $A$ and $m$. Set $\delta_{i}=w i / N$ for $1 \leq i \leq N$. We claim that for large $N$, the following inequality holds:

$$
\begin{align*}
\varphi\left(x_{1}, x_{2}, \delta_{i}\right) \leq & T\left(x_{1}, \delta_{i}\right)+T\left(x_{2}, \delta_{i}\right) \\
& -\sum_{n=0}^{\ell} \beta_{n, i} F\left(x_{1}, x_{2},\left(1-\delta_{0}(n)\right) \delta_{i}+w_{n}\right)+i C_{\ell}^{\ell+1} \delta_{1}^{2} \tag{6.40}
\end{align*}
$$

for all $1 \leq i \leq N$, where

$$
\beta_{n, i}=\delta_{0}(n) C_{0} m \delta_{1} \sum_{j=1}^{i}\left(1-C_{\ell}^{0} \delta_{1}\right)^{j-1}+\alpha_{n}\left(1-C_{\ell}^{n} \delta_{1}\right)^{i}
$$

If $i=1$, then (6.25) implies (6.40). Suppose that (6.40) holds for some $i$ with $1 \leq i<N$. Then by using the induction hypothesis,
(6.41)

$$
\begin{aligned}
& \varphi\left(x_{1}, x_{2}, \delta_{i+1}\right) \\
& =\frac{1+t}{m} \log E \exp \frac{m}{1+t}\left(\varphi\left(x_{1}+y_{1} \sqrt{\delta_{1}}, x_{2}+y_{2} \sqrt{\delta_{1}}, \delta_{i}\right)\right) \\
& \leq \\
& \quad \begin{aligned}
& 1+t \\
& 1 \log E \exp \frac{m}{1+t} \\
& \quad \times\left(T\left(x_{1}+y_{1} \sqrt{\delta_{1}}, \delta_{i}\right)+T\left(x_{2}+y_{2} \sqrt{\delta_{1}}, \delta_{i}\right)\right. \\
&\left.\quad-\sum_{n=0}^{\ell} \beta_{n, i} F\left(x_{1}+y_{1} \sqrt{\delta_{1}}, x_{2}+y_{2} \sqrt{\delta_{1}},\left(1-\delta_{0}(n)\right) \delta_{i}+w_{n}\right)\right) \\
&+i C_{\ell}^{\ell+1} \delta_{1}^{2} .
\end{aligned}
\end{aligned}
$$

Observe that from the definition $\beta_{n, i} \leq C_{0} w i / N+\alpha_{n} \leq K$ for large $N$ and $T\left(\cdot, \delta_{i}\right)$ satisfies $\mathcal{A}\left(m, \delta_{N-i}, C_{1}\right)$ since $0 \leq w \leq \omega$. Also, notice

$$
\delta_{1}=\frac{w}{N} \leq \frac{1}{N} \min \left(\frac{1}{8}, \omega, \frac{1}{2 C_{\ell}^{0}}\right) \leq \min \left(\frac{1}{8}, \delta_{N-i}, \frac{1}{2 C_{\ell}^{0}}\right)
$$

Applying (6.25) to (6.41), we obtain

$$
\begin{aligned}
\varphi\left(x_{1}, x_{2},\right. & \left.\delta_{i+1}\right) \\
\leq & T\left(x_{1}, \delta_{i+1}\right)+T\left(x_{2}, \delta_{i+1}\right) \\
& -\sum_{n=0}^{\ell}\left(\delta_{0}(n) C_{0} m \delta_{1}+\beta_{n, i}\left(1-C_{\ell}^{n} \delta_{1}\right)\right) F\left(x_{1}, x_{2},\left(1-\delta_{0}(n)\right) \delta_{i+1}+w_{n}\right) \\
& +(i+1) C_{\ell}^{\ell+1} \delta_{1}^{2}
\end{aligned}
$$

Since

$$
\begin{aligned}
& \delta_{0}(n) C_{0} m \delta_{1}+\beta_{n, i}\left(1-C_{\ell}^{n} \delta_{1}\right) \\
& \quad=\delta_{0}(n) C_{0} m \delta_{1}+\delta_{0}(n) C_{0} m \delta_{1} \sum_{j=1}^{i}\left(1-C_{\ell}^{0} \delta_{1}\right)^{j}+\alpha_{n}\left(1-C_{\ell}^{n} \delta_{1}\right)^{i+1} \\
& \quad=\delta_{0}(n) C_{0} m \delta_{1} \sum_{j=1}^{i+1}\left(1-C_{\ell}^{0} \delta_{1}\right)^{j-1}+\alpha_{n}\left(1-C_{\ell}^{n} \delta_{1}\right)^{i+1} \\
& \quad=\beta_{n, i+1}
\end{aligned}
$$

this completes the proof of our claim. Letting $i=N$ in (6.40) and then $N \rightarrow \infty$, we obtain that

$$
\begin{align*}
& \varphi\left(x_{1}, x_{2}, w\right) \leq T\left(x_{1}, w\right)+T\left(x_{2}, w\right) \\
&-\sum_{n=0}^{\ell}\left(\delta_{0}(n) C_{0} m w \exp \left(-C_{\ell}^{0} w\right)+\alpha_{n} \exp \left(-C_{\ell}^{n} w\right)\right)  \tag{6.42}\\
& \times F\left(x_{1}, x_{2},\left(1-\delta_{0}(n)\right) w+w_{n}\right) .
\end{align*}
$$

Since $\exp \left(-C_{\ell}^{0} w\right) \geq 1 / \sqrt{e} \geq 1 / 2$ for $0 \leq w \leq 1 / 2 C_{\ell}^{0}$ and also $\exp \left(-C_{\ell}^{n} w\right) \geq$ $1-C_{\ell}^{n} w$ using $\exp (-x) \geq 1-x$ for $x \geq 0$, plugging these results inside (6.42), we are done.
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